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Q-Band relaxation in chlorophyll: new insights
from multireference quantum dynamics†

Sebastian Reiter, ‡a Lena Bäuml,‡a Jürgen Hauer b and
Regina de Vivie-Riedle *a

The ultrafast relaxation within the Q-bands of chlorophyll plays a crucial role in photosynthetic light-

harvesting. Yet, despite being the focus of many experimental and theoretical studies, it is still not fully

understood. In this paper we look at the relaxation process from the perspective of non-adiabatic wave

packet dynamics. For this purpose, we identify vibrational degrees of freedom which contribute most to

the non-adiabatic coupling. Using a selection of normal modes, we construct four reduced-dimensional

coordinate spaces and investigate the wave packet dynamics on XMS-CASPT2 potential energy surfaces.

In this context, we discuss the associated computational challenges, as many quantum chemical

methods overestimate the Qx–Qy energy gap. Our results show that the Qx and Qy potential energy sur-

faces do not cross in an energetically accessible region of the vibrational space. Instead, non-adiabatic

coupling facilitates ultrafast population transfer across the potential energy surface. Moreover, we can

identify the excited vibrational eigenstates that take part in the relaxation process. We conclude that the

Q-band system of chlorophyll a should be viewed as a strongly coupled system, where population is

easily transferred between the x and y-polarized electronic states. This suggests that both orientations

may contribute to the electron transfer in the reaction center of photosynthetic light-harvesting

systems.

1 Introduction

Chlorophylls are a group of natural pigments that play a vital
role in photosynthetic light-harvesting.1–3 There is a variety of
differently substituted chlorophylls4 but in general, the absorp-
tion spectrum is dominated by two main bands in the visible
range, labeled B- and Q-bands. While the B or Soret band
appears as a strong absorption around 400 nm, the weaker Q
band resides in the red part of the spectrum around 700 nm
and exhibits an extensive pattern of vibrational side bands.

Underlying both absorption bands are four excited states,
labeled Qx/Qy and Bx/By, according to the polarization of the
transition dipole moment vector (Fig. 1). These states have
historically been characterized with the Gouterman model6,7 in

terms of independent electronic transitions between the four
frontier orbitals. In this context, Qy and By are both character-
ized mainly by the HOMO - LUMO and HOMO�1 - LUMO+1
excitations, albeit with different weights. Similarly, Qx and Bx

are comprised mainly of the HOMO�1 - LUMO and HOMO -

LUMO+1 excitations. However, this simplistic model does not
explain the ultrafast internal conversion within the Q-bands,8–11

Fig. 1 Transition dipole moments of the Q and B bands overlaid on the
molecular structure of our chlorophyll model system. Arrows are scaled
with the length of the respective transition dipole vector. Roman numerals
signify the ring numbering convention used in this work.5
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which plays an important role in energy and exciton transfer
during photosynthetic light-harvesting.12 In particular, magnetic
circular dichroism (MCD) and polarized fluorescence spectra
of chlorophyll a exhibit not just one but two x-polarized bands,
whose energetic positions are also strongly dependent on the
solvent.8,13–16 Relative to the Qy 0–0 band maximum, the lower-
energy component appears at 700 cm�1 (1100 cm�1) in diethyl-
ether (pyridine), while the higher-energy band occurs at 1700 cm�1

(2100 cm�1). Their assignment to an electronic state has been
the subject of debate for several decades. The ‘‘traditional’’
assignment15,17 identifies the higher energy band as the Qx

origin, while the ‘‘modern’’ assignment16,18 favors the lower
energy component. Adding to the confusion, the historical
assignment of the Qx state to the lower- or higher-energy band
also changes with the solvent coordination pattern of the
central magnesium ion.19 A recent re-evaluation of existing
experiments in combination with vibronic coupling models8

indicated that the two transitions are better thought of as a
single system of inseparably mixed vibronic states. The strong
vibronic coupling between Qx and Qy spreads x-polarization
across the whole Q band system and allows ultrafast population
transfer on a timescale of 100 fs to 226 fs, depending on the
solvent.8,20,21

Here, high-level quantum mechanical calculations can
complement experimental findings.8,22–24 In particular, non-
adiabatic dynamics simulations can shed light on the mecha-
nism behind the strong vibronic coupling. Most studies employ
a semiclassical ansatz, where the internal molecular dynamics
are modeled as point masses moving in a quantum mechanical
electrostatic potential.9–11,25 While this approach is able to
capture the molecular dynamics in full dimensionality, it is
inherently limited by the need to calculate energy gradients in
every time step for many trajectories with simulation times
up to several picoseconds. These requirements limit the level
of theory, as most multireference methods quickly become
prohibitively expensive if gradients are involved. Moreover, a
classical treatment of nuclear motion neglects the coherence of
the wave packets in strongly coupled potentials as well as the
interaction with the laser field.

In this paper, we therefore investigate the ultrafast relaxa-
tion within the Q-bands of a chlorophyll a analogue through
the lens of wave packet quantum dynamics in reduced dimen-
sionality. We first evaluate a variety of quantum chemical
methods for their ability to adequately describe both states in
question. Next, we present multiple two-dimensional coordi-
nate spaces to construct XMS-CASPT2 potential energy surfaces
(PESs), on which we model the ultrafast population transfer.
We discuss the topography of the excited state potentials and
its implications on the wave packet dynamics. In particular,
we show how population can be transferred not only from the
energetically higher Qx state to the lower Qy state, but also the
other way round after laser excitation into vibrational side
bands of Qy. Finally, the results are complemented by a
simulation of the coupled nuclear and electron dynamics
within the Q-band, using the NEMol ansatz.26–30 Our results
shed light on the intimate coupling of the two Q states in

chlorophyll and provide a reference for future theoretical and
experimental studies.

2 Methods

All calculations in this work use a reduced model of chlorophyll
a, where the phytyl chain is replaced by a methyl group. This
reduces the number of atoms from 137 to 82 and speeds up the
calculations at negligible errors in the absorption energies,
which has been shown before5,31 and was validated again by
us (Fig. S1, ESI†).

Molecular visualizations within this work were created with
VMD 1.9.3.32,33 Orbitals for CASSCF/-PT2 calculations were
visualized with Luscus 0.8.6.34

2.1 Geometry optimizations

The ground state geometry of our chlorophyll model was
optimized with the CAM-B3LYP density functional35 and the
6-311G(d) basis set36–38 using Gaussian 16.39 The Qy and Qx

states were optimized with the same functional and basis set at
the TDDFT level. Optimized geometries were verified as energy
minima by the absence of imaginary vibrational frequencies.

2.2 Excited state calculations

We tested a range of density functionals, namely CAM-B3LYP,35

oB97X-D,40 oB97X-D4,41 BHLYP,42,43 LC-oHPBE44 and M062X45

to calculate chlorophyll excitation energies with a special focus
on the Qx–Qy energy gap. These test calculations were
conducted with Gaussian 16 and the 6-311G(d) basis set,36–38

with the exception of oB97X-D4,41 which is implemented in
Orca 5.046–48 and where the def2-TZVP basis49 was employed.

While some of the density functionals gave promising
results for the position of the Q-bands at the Franck–Condon
(FC) geometry, investigating the ultrafast non-adiabatic popula-
tion transfer requires the use of a multireference method.
Therefore, we used the DFT/MRCI method50–52 with the rede-
signed R2018 Hamiltonian53 as a benchmark reference for all
other methods. The Kohn–Sham reference orbitals were calcu-
lated at the BHLYP42,43/def2-SV(P)49 level of theory using the
resolution of the identity approximation for Coulomb and
exchange integrals54,55 (RI-JK) with the def2-SVP/C56 and def2/
JK57 auxiliary basis sets, as implemented in Orca 4.2.46,47

An MRCI reference space was constructed iteratively for
50 roots, starting from a CISD expansion of four electrons in
the four frontier orbitals, until the leading configurations of all
roots were contained in the reference space. In the DFT/MRCI
formalism, a parametrized damping function is applied to the
MRCI matrix elements. This is done to avoid double counting
of dynamic electron correlation, which has already been
accounted for by the DFT part, and brings along an energy-
based selection of configurations.52,53 In this work, we have
used the short selection threshold of 0.8 Eh with the corres-
ponding parameter set. The short MRCI expansion speeds up
the calculations considerably, while providing an excellent
absorption spectrum for our chlorophyll analogue.
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CASSCF58 and (X)MS-CASPT259–64 calculations were conducted
with OpenMolcas 19.1165,66 using the ANO-RCC-VDZP67–69 basis
set. Great care must be taken in the selection of active spaces for
multi-configurational approaches. Previous theoretical investiga-
tions have achieved reasonable results with small,70 medium-
sized71,72 and very large22,23 active spaces. After initial testing, we
settled on an active space of six electrons in six orbitals (Fig. 2) to
construct a PES, as we will detail later.

A balanced description of both Qy and Qx was achieved by
state-averaging over six roots (SA6) in the CASSCF wave function
and allowing all of them to mix in the subsequent XMS-CASPT2
calculation. Using both an IPEA and imaginary shift of 0.1,
we obtained a Qx–Qy energy gap of 0.21 eV at the FC point,
which matched the one calculated with DFT/MRCI (0.23 eV)
almost exactly. However, this strategy turned out to be proble-
matic for computing a PES. The higher excited states would
cause rotations between active and inactive orbitals at geome-
tries away from the FC region, thus introducing discontinuities
in the PES. To mitigate this issue, we reduced the number of
roots to four, resulting in an SA4-CASSCF(6,6) reference wave
function. Here, the active space remained stable across the PES
at the cost of strongly overestimating the Qx–Qy energy gap at
the FC point with 0.54 eV. To get the best of both worlds,
we calculated the CASSCF wave function in two steps. In the
first step, the molecular orbitals were optimized in a SA4-
CASSCF(6,6) scheme to arrive at a stable active space. In the
second step, these orbitals were used in a SA6-CASCI(6,6)
calculation where only the CI coefficients were re-optimized.
Finally, all six roots were mixed in the subsequent XMS-CASPT2
calculation, using an IPEA73 and imaginary level shift74 of 0.1.
In this way, we were able to stabilize the active space composi-
tion across the PES and still achieve a Qx–Qy gap of 0.39 eV,

closer to the DFT/MRCI reference than in a pure SA4-XMS-
CASPT2(4,4) scheme. Energies for both of the state-averaging
schemes with various level shifts, along with an exemplary
OpenMolcas input are provided in the ESI.† To account for
the remaining deviation of the Qx–Qy gap from the DFT/MRCI
reference, the calculated Qx PESs were finally shifted down by
�0.16 eV.

2.3 Quantum dynamics

For the wave packet quantum dynamics, the time-dependent
Schrödinger equation was solved on a spatial grid of 256 �
256 points, using the Chebyshev75 propagation scheme in a
program of our own design. Energies, transition dipole
moments and non-adiabatic coupling matrix elements (NACs)
were calculated at 45 grid points (Fig. S5–S11, ESI†) and
interpolated to the target grid with thin-plate splines.76 Since
the use of XMS-CASPT2 gradients would have been too expensive,
NACs were calculated in the SA4-CASSCF(6,6)/SA6-CASCI(6,6)
scheme introduced above. To still account for the correct energy
difference between the Qx and Qy state, we scaled the NACs with
the ratio of the energy gap at the XMS-CASPT2 and the CASSCF
level. Furthermore, the full-dimensional NAC vector was projected
onto the respective 2D coordinate space. The kinetic energy in the
reduced-dimensional coordinate space was expressed in the
Wilson G-matrix formalism77–80 and matrix elements are provided
in Table S9, ESI.† Vibrational eigenfunctions of the 2D potentials
were calculated by propagation in imaginary time.81

2.4 Coupled nuclear and electron dynamics in molecules
(NEMol)

The coupled nuclear and electron dynamics was determined
using the NEMol ansatz26–30 developed in our group. Within
this purely quantum-mechanical ansatz the electronic wave
functions are propagated in the eigenstate basis and coupled
to the nuclear wave packet propagated on coupled PESs. In this
work a NEMol-grid29,30 of 45 grid points with the same dimen-
sions and spacing as for the calculations of the energies,
transition dipole moments and NACs was used. Using the
NEMol ansatz, the coupled one-electron density is determined.
Applying the NEMol-grid the integration over the full nuclear
coordinate space is split up into segments. Summing up over
the partial densities of all of these segments, the total electron
density coupled to multiple nuclear grid points is obtained.

3 Results and discussion
3.1 Assessment of quantum-chemical methods

The Q-band relaxation of chlorophyll strongly depends on the
energy gap between the Qx and Qy state. Any theoretical
investigation of the process therefore first requires a method
which can adequately model both excited states and ideally also
the rest of the observed spectrum. To assess different methods
in this regard, we computed steady-state absorption spectra
and compared them against an experimental spectrum82,83 for
chlorophyll a measured in diethyl ether (Fig. 3a)).

Fig. 2 Active space of six electrons in six orbitals (isovalue 0.02) used
for the XMS-CASPT2 calculations. The blue box highlights the four
Gouterman orbitals.
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We shall start our comparison with the DFT/MRCI method.
Here, we only observe a small systematic blue-shift of the entire
spectrum by 0.11 eV. The calculated absorption lines coincide
well with the experimental band shape, even though the blue-
shift is slightly stronger in the B bands. Both Qy and Qx exhibit
a significant double excitation character of 9% and 12%,
respectively. The contribution from double excitations only
increases in the B band with 14% for Bx and 18% for By,
highlighting the need for a multireference method. In contrast
to earlier DFT/MRCI calculations,84 which report an additional
doubly excited state in the visible region, we observe Bx as the
third excited state. However, a dark state with 19% double-
excitation character occurs at 392 nm, between Bx and By in our
calculations. The difference may be due to our use of the
revised R2018 DFT/MRCI Hamiltonian52 as well as a different
optimized geometry.

To further assess the quality of DFT/MRCI for chlorophyll
excitations, we computed transient spectra from both the Qx

and Qy bands (Fig. 3b)). An experimental spectrum is available
for a peridinin–chlorophyll-protein complex.85 After 0.5 ps,
when all initial population in Qx should have decayed, it
features an excited state absorption around 1290 nm which is
consequently assigned to a series of transitions from Qy to

energetically higher states.85 In comparison, the Qy absorption
predicted by DFT/MRCI occurs at lower wavelengths around
1100 nm. The difference is in part due to the overestimation of
the B–Q energy gap by DFT/MRCI, and partly due to protein–
chlorophyll interactions that may shift the excited state absorp-
tion in the experiment.

Overall, the DFT/MRCI method is in excellent agreement
with the experimental absorption spectrum and, most impor-
tantly, it provides a balanced description of the major absorp-
tion bands. From this we conclude that the position of the Qx

band and thereby the Qx–Qy energy gap is correctly reproduced
by DFT/MRCI. Therefore, we have used this method as a
theoretical benchmark for all other methods in this work.

Apart from DFT/MRCI we also tested different density
functionals and active space methods. The resulting vertical
excitation energies are reported in Table 1. For the comparison
of the different methods we mainly focused on the Qx–Qy

energy gap, as this is the main parameter that determines the
coupling between the two electronic states. In general, TDDFT
considerably blue-shifts all vertical excitation energies, which
has been observed before24 and is a result of neglecting double
excitations. Consequently, the error increases with higher
excited states, where the doubles’ contributions become more
important. All tested functionals apart from M062X are range-
separated but the range-separation does not seem to be crucial
for chlorophyll, as M062X stands out as one of the best
functionals to describe the Qx–Qy gap at the TDDFT level. The
consideration of London dispersion forces as in oB97X-D and
its more recent analogue oB97X-D4 also does not lead to an
improvement in accuracy and even further increases the Qx–Qy

gap. Out of the tested functionals, M062X and CAM-B3LYP
(Fig. 3) agree best with the DFT/MRCI results and experimental
band assignments. However, all functionals significantly over-
estimate the Qx–Qy gap, which may be a problem for simulating
the Q-band dynamics of chlorophyll at the TDDFT level.

Even though DFT/MRCI provides excellent results in this
regard, we did not use it to compute PESs modeling the Q-band
dynamics, as it does not provide the gradients needed to
construct the NAC between the two states. As an alternative,
we investigated the CASSCF and (X)MS-CASPT2 methods. We
compared the size and composition of the active space as well
as the type and magnitude of applied level shifts with the goal
to reproduce the Qx–Qy gap at a small enough computational
cost to calculate PESs. In particular, we investigated four active
spaces of different sizes. The smallest AS(6,6) contained the
four Gouterman orbitals and a further pair of p/p*-orbitals,
amounting to six electrons in six molecular orbitals (Fig. 2). The
larger spaces AS(8,8) and AS(10,10) respectively contained one
or two additional pairs of p/p*-orbitals (Fig. S2 and S3, ESI†)
The largest space we tested featured 22 electrons in 22 orbitals
in a restricted active space (RAS) scheme, with the four Gouter-
man orbitals in the RAS2 subspace, and nine p/p* orbitals each
in the RAS1 and RAS3 subspaces (Fig. S4, ESI†). Excitations
from RAS1 and into RAS3 were restricted to singles or doubles
respectively, while all excitations were allowed within RAS2.
All active space based approaches overestimate the experimentally

Fig. 3 (a) Calculated steady state absorption spectrum of a chlorophyll
model system at the DFT/MRCI level of theory, compared to an experi-
mental spectrum of chlorophyll a in diethyl ether.82,83 The depicted
absorption lines are red-shifted by 0.11 eV to the position of the experi-
mental Qy band. (b) Excited state absorption spectra from the Q-bands at
the DFT/MRCI level of theory (unshifted).
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determined excitation energies. While the Qy state is system-
atically stabilized when increasing the size of the active space,
the Qx state and consequently the Qy–Qx energy gap do not follow
this trend. Instead, adding orbitals to the active space favors one
state over the other, depending on whether the additional orbitals
are oriented more along the x or y molecular axis. The same
behavior is observed for the Bx and By states. It is reminiscent of
the La/Lb states in pyrene, which are also characterized by
orthogonally polarized transitions and where a minimal active
space proved beneficial for a balanced description of both
states.86 This again highlights the fact that choosing an active
space should not rely solely on size criteria.87,88 In light of these
findings, we chose the small AS(6,6) for all further calculations to
achieve a Qy–Qx energy gap that is close to the DFT/MRCI results
at a reasonable computational cost. To keep this active space
stable, also for geometries away from the FC region, we finally
opted for a consecutive SA4-CASSCF/SA6-CASCI/XMS-CASPT2(6,6)
scheme as outlined in the methods section.

Apart from the size and composition of the active space, the
use of level shifts can strongly affect the results of CASPT2
calculations. Level shifts, particularly the IPEA73 and imaginary
shift74 techniques, are a common way to remove intruder states.
Indeed, using no level shift at all in the XMS-CASPT2(6,6) calcula-
tions introduces a spurious excitation from p3 to p1* as the first
excited state. Therefore, we tested various combinations of IPEA
and imaginary shifts to alleviate this issue (Tables S3–S6, ESI†).
Applying any shift removes the intruder state, but the Qx–Qy gap is
very sensitive to the exact combination of the two shift values.
As the use of the IPEA shift is controversial,89–92 in particular for
porphyrin-based systems,90,93 we tested applying only an imagin-
ary shift. However, depending on the initial guess for the CASSCF
reference, this leads to root-flipping at the FC point, such that
Qy becomes the higher and Qx the lower energy excited state
(Table S3, ESI†). Adding an IPEA shift helped resolve this issue

and we therefore regard its use as justified in this case to preserve
the correct state-ordering. In the end, combining an IPEA and
imaginary shift of 0.1 emerged as a good choice to remove
intruder states, ensure the correct state ordering across the PES
and maintain a reasonable Qx–Qy gap.

3.2 Potential energy surfaces

Studying the quantum dynamics of the Q-band relaxation in
chlorophyll requires not only an adequate method, but also a
reduced-dimensional coordinate space, which can capture the
essence of the relaxation process. To identify suitable coordi-
nates, we calculated the overlap si of the normal modes qi (with
i = 1,2,. . .,3N � 6) in mass-weighted Cartesian coordinates, and
the normalized NAC vector f at the minimum geometry of the
lower-energy state Qy:

si ¼
X3N
j

fj � qij (1)

A similar technique has been used before in the context of
semiclassical dynamics.10 As the normal modes span an ortho-
gonal coordinate space, the squared overlap si

2 corresponds to
the percentage of non-adiabatic coupling contained in each

mode
P
i

si
2 ¼ 1

� �
. A complete list of all normal modes, their

respective squared overlap with the NAC vector and their
harmonic vibrational frequency can be found in Table S10 in
the ESI.† Fig. 4 illustrates the magnitude of si

2 in each normal
mode. We find that many modes are involved in the coupling
but three modes stand out, together accounting for 38% of non-
adiabatic coupling. The normal mode with the strongest over-
lap, mode 195 (s2 = 15.62%), describes an in-plane vibration of
the entire porphyrin scaffold and appears at 1596 cm�1. A 1D
potential along this mode (Fig. 5) reveals that the Qx and Qy

Table 1 Vertical excitation energies (in eV) of chlorophyll a model system calculated at various levels of theory. The prefix SAn refers to state-averaging
over n states in the CASSCF calculations

Qy Qx |Qx–Qy| Bx By

CAM-B3LYP 2.17 2.56 0.39 3.48 3.74
wB97X-D 2.09 2.71 0.62 3.58 3.92
wB97X-D4 2.03 2.67 0.64 3.51 3.87
BHandHLYP 2.21 2.61 0.40 3.55 3.83
LC-wHPBE 2.06 2.79 0.73 3.61 3.97
M062X 2.21 2.59 0.38 3.48 3.72

DFT/MRCI 1.99 2.22 0.23 3.07 3.21
SA4-XMS-CASPT2(6,6)a 2.28 2.82 0.54 — —
SA6-XMS-CASPT2(6,6)b 2.19 2.40 0.21 3.51 4.15
SA6-XMS-CASPT2(6,6)a 2.67 2.98 0.31 4.14 4.82
SA6-XMS-CASPT2(8,8)a 2.64 3.17 0.53 4.28 4.40
SA6-XMS-CASPT2(10,10)a 2.64 3.04 0.40 4.06 4.36
SA6-MS-RASPT2(22,1,1;9,4,9)a 2.34 2.74 0.40 3.39 4.00
SA6-MS-RASPT2(22,2,2;9,4,9)a 2.34 2.75 0.41 3.51 3.99
SA4-/SA6-XMS-CASPT2(6,6)bc 2.28 2.67 0.39 3.67 4.35

Exp. (‘‘modern’’) 1.85d/1.88e 1.94d/2.00e 0.09d/0.12e — —
Exp. (‘‘traditional’’) 1.88f 2.16f 0.28f 2.90 2.90

a IPEA shift: 0.25, imaginary shift: 0.1. b IPEA shift: 0.1, imaginary shift: 0.1. c SA4-CASSCF/SA6-CASCI/XMS-CASPT2(6,6). d ‘‘modern’’ assignment
in pyridine.16,19 e ‘‘modern’’ assignment in diethyl ether.16 f ‘‘traditional‘‘ assignment in diethyl ether.15,17,19
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state do not cross in an energetically accessible region of space.
Instead, the two potentials run almost parallel to each other,
facilitating non-adiabatic coupling across the coordinate space.
This is further supported by the fact that the energetic order of
the two states, computed at the DFT/MRCI level, is the same
at the FC point as at their respective minimum geometries
(Table S8, ESI†). So far, a true Qx/Qy conical intersection in
chlorophyll-like systems has only been identified for free-base
porphyrin.71 Its structure involves displacement of the pyrrolic
protons – a coordinate which is not accessible in chlorophylls
and other metal–porphyrins.

The normal mode with the second-highest overlap, mode
194 (s2 = 13.82%) appears at 1568 cm�1 and describes a similar
collective in-plane vibration as mode 195. Given the strong
coupling along these two modes, we used them to construct a
2D coordinate space for non-adiabatic quantum dynamics. To
justify this choice of coordinates and to check whether our
results also hold up in different coordinate spaces, we also
tested three other 2D coordinate spaces between mode 195 and

less strongly coupled modes from different spectral regions,
namely modes 198 (s2 = 8.37%), 92 (s2 = 0.36%) and 74
(s2 = 0.005%).

For the 2D spaces spanned by modes 195/194 and 195/74
the NACs are visualized in Fig. 6 respectively to illustrate the
extreme cases of strong and weak coupling. The weaker cou-
pling in mode 74 is especially visible when comparing the
projection of the NACs onto the respective second normal mode
in Fig. 6b and d. However, in all tested coordinate spaces the
non-adiabatic coupling is larger than zero across the PES, not
localized at singular geometries as would be typical for a
conical intersection.

3.3 Non-adiabatic quantum dynamics

To model the non-adiabatic dynamics within the Q-bands, we
simulated the evolution of a nuclear wave packet in all four 2D
coordinate spaces. For the following analysis, the excited state
wave packet was prepared by placing the ground state vibra-
tional eigenfunction of the S0 potential on the Qx surface. As we
do not simulate coupling to environmental modes or decoher-
ence effects, which take over at long time scales, we will restrict
our analysis to the first 150 fs of the dynamics. The temporal
evolution of the population in the two spaces 195/194 and 195/
74 is illustrated in Fig. 7.

The difference in the coupling strength is clearly reflected in
the time it takes until half the population is transferred from Qx

to Qy. In the strongly coupled 2D space 195/194, the transfer
time is less than 10 fs, while in the weakly coupled space
195/74, it is 60 fs. The other weakly coupled 2D space we tested
(195/92) fits into this trend with a transfer time of 25 fs. Only
mode 198 appears to be more strongly coupled than the other
modes, as indicated by higher NACs across the coordinate
space (Fig. S9, ESI†), and yields a transfer time of o10 fs, only
interrupted by strong back-coupling from Qx to Qy. The overall

Fig. 4 Squared overlap of each normal mode with the NAC vector at the
ground state minimum geometry. Normal modes highlighted in red were
used to construct 2D coordinate spaces for the non-adiabatic quantum
dynamics. The grey line illustrates the spectral width of the simulated laser
pulse. Wavenumbers are given relative to the zero-point energy of Qy,
obtained at the TD-DFT/CAM-B3LYP/6-311G(d) level.

Fig. 5 1D electronic potentials along normal mode 195. Qx and Qy do not
cross but run almost parallel to each other.

Fig. 6 Visualization of the NACs, projected into the 2D spaces spanned by
normal modes 195/74 and 195/194, respectively. The notation qqi refers to
the projection of the NACs onto the respective normal mode to yield

C1
@

@qi

����
����C2

� �
.
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trends we observe in the population dynamics are consistent in
all tested coordinate spaces and we therefore expect the results
to be reliable. After half the population is transferred, back-
coupling into Qx can be observed, as the wave packet cannot
dissipate into other nuclear degrees of freedom in the quasi-
harmonic 2D space on the Qy surface. For the same reason, the
oscillations caused by this back-coupling do not decay in time.
Given that the two potentials run mostly parallel to each other
(Fig. 5), it is reasonable to assume a 50/50 population of both
states at long time scales, under the assumption that energy is
conserved within the Q-band system. If dissipation due to
environmental coupling was included, the population would
eventually decay to the vibrational ground state of Qy. These
population dynamics are fully in line with the conclusions by
Reimers et al., who argued that the Q-bands of chlorophyll
should be regarded as an inseparably mixed system of two
strongly vibronically coupled states.8

To simulate the wave packet dynamics after laser excitation,
a pump pulse with a central frequency o0 of 2.43 eV, a full
width at half maximum (FWHM) of 30 fs and a maximum field
strength of 4.9 � 10�3 GV cm�1 was used to excite the vibronic
ground state eigenfunction in the space 195/194. As the zero-
point vibrational energy in the 2D ground state potential is
0.19 eV, the energy of the laser pulse is tuned for excitation into
the vibrational ground state of Qx at 2.62 eV. Its spectrum is
broad enough to populate all the modes spanning the reduced-
dimensional coordinate space (cf. grey line in Fig. 4). The
temporal evolution of the population and the simulated laser
pulse are depicted in Fig. 8.

Initially, the laser was allowed to interact with both electro-
nic states (Fig. 8a), as would be the case in an experiment. The
laser pulse starts to transfer population at 20 fs. Most of the
population (52%) is initially transferred to Qy, as its transition
dipole moment is significantly larger than that of Qx. In the
first 40 fs of the excitation, fast oscillations at twice
the frequency of the laser pulse can be observed in the Qy

population curve, indicating that the intense laser field moves
population back and forth between the ground and excited

state. Immediately after the start of the laser pulse, population
is also transferred into Qx. The population curves in Fig. 8b and
c, where only one of the two states can interact with the laser,
confirm that most of this population transfer into Qx does not
stem from direct photo-excitation but from the vibronic cou-
pling to Qy. Conversely, even if the transition dipole moment of
Qy is explicitly turned off (Fig. 8c), such that the laser can only
directly excite Qx, most of the population is instantly transferred
into Qy. This is especially relevant to the assignment of the two
experimentally observed absorption bands with x-polarization,
because it means that even excitation into vibronic side bands
of Qy immediately transfers population to Qx and vice versa. This
again corroborates the position that Qx and Qy should not
be regarded as independent electronic states but rather as a
single, strongly coupled system of absorption bands, where x-
and y-polarization is spread across the entire band.

The crossing point where half the population is transferred
between the two states occurs at 105 fs, 25 fs after the laser field
has decayed. This is around five times as long as in the delta
pulse propagation in Fig. 7a and there are also fewer oscilla-
tions between the two states. There are two effects that can
explain this behavior. First, the laser keeps transferring popula-
tion into Qy while the vibronic coupling already populates Qx,
thereby effectively smoothing the fast oscillations visible in
Fig. 7a. Second, the laser energy and spectral width are tuned to

Fig. 7 Population transfer between Qx and Qy in the 2D coordinate
spaces spanned (a) by normal modes 195/194 and (b) by normal modes
195/74.

Fig. 8 Temporal evolution of the population in both electronic states
after laser excitation into (a) both the Qy and Qx state, (b) only the Qy state
and (c) only the Qx state. (d) Visualization of the simulated laser pulses,
where E denotes the electric field strength. The more intense laser I was
used only for excitation into the nearly dark Qx state. The inset in (a)
illustrates fast oscillations in the Qy population, induced by the interaction
with the laser field.
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match the vibrational ground state of Qx. In contrast, assuming
a delta-pulse by placing an eigenfunction to the S0 potential on
the Qx surface adds higher-energy components to the excited-
state wave packet, which may induce faster oscillations in the
population transfer.

To gain deeper insight into the processes after laser excitation,
the nuclear wave packet in the Qy and Qx electronic potentials is
visualized at different points in time in Fig. 9. In the Qy state
(upper panel in Fig. 9), the wave packet exhibits one nodal plane
during the laser excitation at 40 fs, barring interferences in regions
of stronger vibronic coupling for the moment. It then proceeds to
oscillate between two different orientations over time, corres-
ponding to a superposition of the v = 1 and v = 2 eigenfunctions
of the Qy potential. At 40 fs and 92 fs, the orientation of the wave
packet resembles the v = 2 vibrational eigenfunction of the Qy PES,
as the energy of this eigenstate matches the central frequency of
the laser pulse and is nearly degenerate with the vibronic ground
state of Qx (v = 0, Fig. 10). At 72 fs and 105 fs, the wave packet
rotates to resemble the v = 1 eigenstate of Qy. The rotations decay
over time and stop around 130 fs with a linear combination of the
v = 1 and v = 2 eigenstates of Qy. On the Qx surface (bottom panel
in Fig. 9), a wave packet corresponding to v = 0 appears immedi-
ately after laser excitation and increases in amplitude over time
due to vibronic coupling to Qy. The region of stronger coupling
around q195 = 0.025 Å/q194 = 0.025 Å (cf. Fig. 6d)) is clearly reflected
in interferences in this part of the PES. Maintaining the coherence
between the two electronic states, the Qx wave packet also rotates
along with its counterpart on Qy. As back-coupling sets in around
50 fs, a second node appears on the Qy wave packet, corresponding
to the current population in Qx.

3.4 Coupling of nuclear and electronic dynamics

Applying the NEMol ansatz we are able to visualize not only the
nuclear but also the coupled nuclear and electron dynamics.

We performed this analysis for the propagation in the 2D space
spanned by modes 195/194 by placing the ground state vibra-
tional eigenfunction of the S0 potential onto the Qx surface. The
corresponding population curve of the nuclear dynamics is
shown in Fig. 7. Using the NEMol ansatz it would also be
possible to study the excitation pulse induced dynamics, but as
we are mainly interested in characterizing the coupling
between Qx and Qy we have considered only the process after
delta pulse excitation. The dipole moment induced by the

Fig. 9 Visualization of the wave packet after laser excitation into the Qx state at four different points in time on the Qy (upper panel) and the Qx (lower
panel) PES spanned by modes 195/194.

Fig. 10 (a) Vibrational energy levels of the electronic Qy and Qx states in a
2D space spanned by normal modes 195/194. The highlighted area
illustrates the spectral width (FWHM) of the simulated laser pulse. Energies
are given relative to the energy of the electronic ground state. (b)
Visualization of the relevant vibrational eigenfunctions in the Qx and Qy

potentials. Axis ranges and color scheme are identical to those in Fig. 9.
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electronic coherence is depicted in (Fig. 11a). It is calculated by
taking the difference between the dipole moment obtained with
and without electronic coherence and applying a Fourier trans-
form of the obtained values. There is no dipole moment induced
in the z-direction, whereas there are fast oscillations visible for
both x- and y-component. They have a similar oscillation period
with the ones of the y-component being slightly faster. As Qy is the
lower electronic state, the wave packet can couple to more
vibrational overtones, which also leads to faster oscillations in
the coherence-induced dipole moment.

Another way to visualize the oscillating dynamics between
the two states is via the electronic difference densities shown in
(Fig. 11b). They illustrate the difference between the electronic
density at a point in time relative to the first frame of the
simulation (t = 0). As the propagation starts in the Qx state, all
non-vanishing difference density is indicative for population of
the Qy state. The difference density at 51 fs shows the largest
difference as the Qy states exhibits a maximum in population at
this point in time. At 18 fs the Qy population in (Fig. 7a) exhibits
a local maximum, which is also reflected in the difference
density. In contrast, the frame at 28 fs shows smaller but still
non-negligible differences to the Qx density, which corresponds
well to the nearly equally population of both states at this point
in time. The strongest feature in the difference density is the
change at the bridging carbon between rings I and II, which is
still present when Qx and Qy are equally populated. The more
population is present in Qy the more changes also occur
throughout the rest of the molecule, as is clearly visible in
the snapshot at 51 fs. Using the difference density obtained
with the NEMol ansatz therefore allows to visualize the electro-
nic wave packet created due to the non-adiabatic coupling
between the first two excited states, taking into account the
quantum nature of both nuclear and electronic motion. Its
long-lived coherence reaffirms the existence of a strongly
coupled Qx/Qy system, rather than two independent electronic
states.

4 Conclusions

We have simulated the internal conversion dynamics in the
Q-bands of chlorophyll, fully taking into account the quantum

nature of electronic and nuclear motion. This requires a
computational method that reproduces the energy gap between
the two excited states. Here, we are faced with the challenge of
balancing computational cost with accuracy. Many affordable
methods like TD-DFT overestimate the Qy–Qx gap, which may
adversely affect the simulated coupling between the two states.
Our tests once again24 highlight the need for high-level, ideally
multireference methods like DFT/MRCI to capture the effect of
higher-order excitations on the spectral features of chlorophylls.

A conical intersection between Qx and Qy could not be found
as the PESs studied along the selected normal mode coordi-
nates run parallel to each other and the energetic state-ordering
is retained upon relaxation in the excited states. Our results
instead show the presence of strong vibronic coupling between
Qy and Qx across the PES in multiple 2D coordinate spaces,
due to strongly delocalized non-adiabatic coupling. A simple
description of the Q-band system in terms of the Born-
Oppenheimer approximation can therefore not be sufficient.
In agreement with previous conclusions,8 but at a higher level
of theory and from a different perspective, we conclude that the
Q-band of chlorophyll is better thought of as a single system of
strongly vibronically coupled states, where x-polarization can
be spread across the vibronic side bands of Qy and vice versa.
Using the NEMol ansatz, we could visualize how the electronic
density, coupled to the nuclear motion, oscillates back and
forth between x- and y-polarization. This strong mixing of the
electronic states in chlorophyll a may have important implica-
tions for the charge transport in the reaction center of photo-
synthetic light-harvesting complexes. After excitation into the
higher-energy absorption bands, the population will eventually
decay into the Q-bands and from there facilitate electron
transfer to neighboring pigments. This process may become
more efficient if both x- and y-polarizations can contribute to it.
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M. Guo, C. E. Hoyer, M. Johansson, S. Keller, S. Knecht,
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