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#### Abstract

We present a theoretical study of vibrationally resolved photoelectron angular distributions for ammonia in both laboratory and molecular frames, in the photon energy range up to 70 eV , where only valence and inner-valence ionization is possible. We focus on the band resulting from ionization of the $3 a_{1}$ HOMO orbital leading to $\mathrm{NH}_{3}{ }^{+}$in the electronic ground state, $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$, for which the dominant vibrational progression corresponds to the activation of the umbrella inversion mode. We show that, at room temperature, the photoelectron angular distributions for randomly oriented molecules or molecules whose principal $C_{3}$ symmetry axis is aligned along the light polarization direction are perfectly symmetric with respect to the plane that contains the intermediate $D_{3 h}$ conformation connecting the pyramidal structures associated with the double-well potential of the umbrella inversion mode. These distributions exhibit symmetric, nearly perfect two-lobe shapes in the whole range of investigated photon energies. In contrast, for molecules where the initial vibrational state is localized in one of the two wells, a situation that can experimentally be achieved by introducing an external electric field, the molecular-frame photoelectron angular distributions (MFPADs) are in general asymmetric, but the degree of asymmetry of the two lobes dramatically changes and oscillates with photoelectron energy. We also show that, at ultracold temperatures, where all aligned molecules initially lie in the delocalized ground vibrational state, the photoelectron angular distributions are perfectly symmetric, but the two-lobe shape is only observed when the final vibrational state of the resulting $\mathrm{NH}_{3}{ }^{+}$cation has even parity. When the latter vibrational state has odd parity, the angular distributions are much more involved and, at photoelectron energies of $\sim 10 \mathrm{eV}$, they directly reflect the bi-pyramidal geometry of the molecule in its ground vibrational state. These results suggest that, in order to obtain structural information from MFPADs in ammonia and likely in other molecules containing a similar double-well potential, one could preferably work at ultracold temperatures, which is not the case for most molecules.


## 1 Introduction

Photoelectron spectra can reveal, under certain conditions, the geometry of ionized molecules in the gas phase. Indeed, in their way out, the ejected electrons are scattered by the molecular potential and thus carry information on the position of the atomic centers, which is finally imprinted in the measured spectra. In this context, photoionization studies using synchrotron radiation

[^0]have been proven to be very helpful. ${ }^{1-16}$ For example, ratios of vibrationally resolved spectra arising from K-shell and inner-valence shell photoionization of small molecules exhibit pronounced oscillations, from which the bond lengths of the molecule and its corresponding cation can be determined with reasonable accuracy. ${ }^{9-14}$ The method works better at high photoelectron energies, where the wavelength of the escaping electron is comparable to the bond distances and, therefore, simple diffraction models can be used to fit the spectra and extract the distances between different atomic centers. ${ }^{1-10,15,16}$ Though experimentally more involved, this structural information can also be retrieved from photoelectron angular distributions, ideally in the molecular frame, since such distributions provide direct information on the way the electron escapes in different directions.

Molecular-frame photoelectron angular distributions (MFPADs) can reflect details of the molecular potential that are usually hidden in measurements performed in the laboratory
frame, in which information related to molecular orientation may be lost. To record MFPADs, the molecule must have a welldefined orientation with respect to the polarization of the incoming radiation. This can be achieved in two different ways: (i) by orienting the molecule with an external field, e.g., a laser pulse or a static electric field, ${ }^{17-20}$ or (ii) by detecting photoelectrons in coincidence with positively charged fragments resulting from the breakup of the remaining cation. ${ }^{21}$ However, not every molecule can be oriented by an external electric field (e.g., molecules with no permanent dipole moment) or a laser (because of their low polarizability), and not every experimental set-up yields enough statistics after dissociative ionization to realize coincidence measurements. In one way or another, MFPADs have been determined for a large number of molecular systems ${ }^{22-31}$ and, in some cases, they have been successfully used to get structural information. ${ }^{23-25,32-34}$ For example, polarization-averaged MFPADs resulting from K -shell ionization of the $\mathrm{CH}_{4}$ molecule ${ }^{24,25}$ show that the electrons are mainly ejected along the bond directions, thus providing a direct imaging of the molecular geometry. The same has been predicted to occur in K-shell ionization of other molecules. ${ }^{35,36}$ Very recent theoretical work ${ }^{37}$ has also proposed that MFPADs, when resolved in time, can reveal structural changes in real time that might be difficult to visualize by using more traditional time-resolved spectroscopic techniques.

In this work, we present a theoretical study of vibrationally resolved photoelectron angular distributions for ammonia, $\mathrm{NH}_{3}$, in both laboratory and molecular frames, in the photon energy range up to 70 eV , where only valence and inner-valence ionization is possible. Ammonia is particularly interesting from the structural point of view due to its well known umbrella inversion mode. This vibrational mode is associated with a symmetric double-well potential in the ground state of the molecule, with minima representing two identical pyramidal configurations of $C_{3 \mathrm{v}}$ symmetry, corresponding to the nitrogen atom being above or below the plane defined by the three hydrogen atoms. The two wells are connected through a transition state of $D_{3 \mathrm{~h}}$ symmetry, i.e., with a planar geometry. The height of this barrier is $0.25 \mathrm{eV}\left(2020 \mathrm{~cm}^{-138,39}\right)$, which is much larger than the thermal energy at room temperature, and the tunneling time between the two wells in the lowest vibrational state is about $\simeq 40 \mathrm{ps}$. Consequently, in a purely stationary picture and in the absence of any external interaction, the vibrational wave functions for this umbrella mode are delocalized over the two potential wells and are symmetric and antisymmetric with respect to the umbrella mode coordinate, with an energy separation between the corresponding (two lowest) vibrational levels of only $\simeq 0.1 \mathrm{meV}\left(0.793 \mathrm{~cm}^{-140-42}\right)$. This unusual feature in a molecule as simple as ammonia has raised significant interest in the scientific community ${ }^{43-47}$ and has generated a debate about the physical meaning of localized vs. delocalized initial vibrational states of $\mathrm{NH}_{3}$ in different experimental scenarios. ${ }^{48,49}$

Photoionization of $\mathrm{NH}_{3}$ has been studied through the years by using different experimental techniques, ${ }^{50-57}$ as He I excitation,,${ }^{50,53}$ X-rays, ${ }^{51}$ and synchrotron radiation. ${ }^{52}$ Synchrotron radiation experiments by Edvardsson et al. ${ }^{53}$ carried out in
the binding energy range $E=10-27 \mathrm{eV}$ showed the appearance of three bands in the photoelectron spectrum. Among them, only the band centered at $E \simeq 11 \mathrm{eV}$ presents an extended and well-resolved vibrational progression due to the activation of the umbrella inversion mode. ${ }^{53,58,59}$ This band is associated to ionization of the $3 \mathrm{a}_{1}$ HOMO orbital (with an ionization potential of $10.85 \mathrm{eV}^{51}$ ), leading to $\mathrm{NH}_{3}{ }^{+}$in the electronic ground state, $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$. We focus the present study on the vibrationally resolved photoelectron angular distributions associated with this band for two extreme cases that could be realized under different experimental conditions: perfectly localized and perfectly delocalized initial vibrational states with respect to the umbrella mode coordinate. We employ linearly polarized light along the $C_{3}$ symmetry axis of the molecule for which the angle-integrated cross sections are larger, as we have checked. We demonstrate that, at room temperature, the photoelectron angular distributions for randomly oriented and aligned molecules are symmetric with respect to the plane containing the $D_{3 \mathrm{~h}}$ transition state and slowly change with photoelectron energy and within the vibrational progression. In contrast, when the molecules are oriented by an external field, the MFPADs are in general asymmetric, which is the result of the breakup of the original molecular symmetry, and the degree of asymmetry rapidly changes and oscillates with photoelectron energy. At ultracold temperatures, the photoelectron angular distributions for aligned molecules are symmetric and, when the final vibrational state of the resulting $\mathrm{NH}_{3}{ }^{+}$cation has odd parity, they reflect the bi-pyramidal geometry of the molecule in its ground, symmetrically delocalized vibrational state.

It is important to stress that, to evaluate angle-integrated photoelectron spectra, one can usually rely on the fixed-nuclei approximation. Obviously, this assumption is no longer valid to obtain vibrationally resolved cross sections, since one also has to account for the nuclear motion in the potential created by the electrons. This makes calculations significantly more expensive, hence applications are scarcer, because the electronic structure must be determined for many molecular geometries, including the equilibrium one used in the fixed-nuclei approximation.

The paper is organized as follows. In Section 2, we describe the theoretical details of our calculations, explaining our model for the umbrella mode to compute the vibrational structure, and the key expressions to compute the energy- and angledifferential photoionization cross sections for ammonia. In Section 3, we first show the total cross sections and $\beta$ asymmetry parameters that can be compared with existing experimental data. We then present and discuss in detail the phototoelectron angular distributions for room and ultracold temperatures, and different scenarios for the molecular orientation: randomly, aligned and oriented molecules. Conclusions are given in Section 4.

## 2 Theory

### 2.1 Vibrational motion

Since the main vibrational progression of the $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$ band corresponds to excitation of the umbrella mode, we will focus only on this mode. Umbrella motion mostly depends on two
degrees of freedom, namely the inversion coordinate $z$ (the signed distance from the N atom to the $x y$ plane spanned by the three H atoms) and the angle $\gamma$ between the $\mathrm{N}-\mathrm{H}$ bonds and the $x y$ plane. However, as shown by density functional theory (DFT) calculations performed by Aquino et al., ${ }^{60}$ in the geometries undergoing the umbrella motion, the distance between adjacent hydrogen atoms, $d_{\mathrm{HH}}$, and the fraction $d_{\mathrm{HH}} / d_{\mathrm{NH}}$, where $d_{\mathrm{NH}}$ is the bond distance, follow a nearly perfect linear relation, given by $\frac{d_{\mathrm{HH}}}{d_{\mathrm{NH}}}=A d_{\mathrm{HH}}-B$, where $A=0.6221$ a.u. and $B=0.3153$, with a regression coefficient of $R^{2}=0.9998$. Therefore, the umbrella mode can be simplified as:

$$
\begin{equation*}
z=\frac{1}{A}\left(\cos \gamma+\frac{B}{\sqrt{3}}\right) \tan \gamma ; \quad \gamma \in(-1.09,1.09) \mathrm{rad} \tag{1}
\end{equation*}
$$

Notice that this relation accounts for the slight variation of $d_{\mathrm{NH}}$, so that, to a very good approximation, the out-of-plane motion can be reduced to a single degree of freedom: the inversion (rectilinear) coordinate $z$.

The potential energy curves of umbrella mode were then calculated for the electronic ground states of both $\mathrm{NH}_{3}$ and $\mathrm{NH}_{3}{ }^{+}$, using geometries implicitly given by eqn (1) as a function of $z$, and they are shown in Fig. 1 (left). In this figure, we also plot the lowest vibrational states for the neutral molecule and the cation, whose eigenenergies and eigenfuctions have been calculated by solving the one-dimensional time-independent Schrödinger equation (TISE) (see ref. 61):

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 \mu}\left(\frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}}+\frac{2}{z} \frac{\mathrm{~d}}{\mathrm{~d} z}\right)+V(z)\right] \chi_{\nu}(z)=E_{\mathrm{vib}, \nu} \chi_{\nu}(z) \tag{2}
\end{equation*}
$$

where $\chi_{\nu}(z)$ and $E_{\mathrm{vib}, \nu}$ are the wave function and total energy, respectively, of the state with vibrational quantum number $\nu, \mu$ is the reduced mass and $V(z)$ is the potential energy curve (plotted in Fig. 1), calculated with MOLPRO software at

CASSCF/MRCI level using an aug-cc-pVQZ basis. Our potential energy curve for the electronic ground state of $\mathrm{NH}_{3}$ closely follows that obtained by Aquino et al. with DFT. ${ }^{60}$ This work already showed that the corresponding vibrational eigenvalues yield a tunneling splitting $\left(\sim 0.8 \mathrm{~cm}^{-1}\right)$, in very good agreement with existing experimental data, ${ }^{40-42}$ when using a reduced mass that varies with the inversion coordinate. ${ }^{60}$ For simplicity, we have employed an averaged value for the reduced mass ( $\mu=5452$ a.u., obtained by fixing the variable value from Aquino ${ }^{60}$ at the equilibrium geometries of neutral ammonia) and shifted the resulting spectra to the lowest experimental value as reference. Molecular rotation terms have been ignored in the present theoretical study, because we are interested in analyzing the angular distributions after XUV-ionization in the abovementioned cases, with a perfectly localized (delocalized) initial state. Accounting for the rovibrational structure would be however required to accurately describe an IR-induced dynamics or intermediate scenarios for field-induced alignment and/or orientation techniques. ${ }^{18,19,40-42,62}$

As a consequence of the double-well potential of neutral ammonia's ground state (with two minima at the equilibrium geometries), the corresponding vibrational levels are grouped in quasi-degenerate pairs of symmetric and antisymmetric wave functions. ${ }^{41}$ The small energy gap in a given pair results from tunneling splitting, and thus increases with the vibrational quantum number. The two states of lowest energy are commonly labeled as 0s (symmetric) and 0a (antisymmetric) and describe the molecule being equally probable in both equilibrium geometries, delocalized over the two minima (see Fig. 1). The lowest value for the tunneling splitting is thus associated to the lowest levels with an energy difference of $\simeq 0.1 \mathrm{meV}(\simeq 40 \mathrm{ps})$. These are thus the only and equally populated states at room temperature in the Boltzman's distribution, but cannot be distinguished in standard photoelectron spectroscopy due to energy resolution.


Fig. 1 Potential curves corresponding to the umbrella mode of vibration for both the neutral $\mathrm{NH}_{3}$ and the cation $\mathrm{NH}_{3}{ }^{+}$in their electronic ground states. Horizontal lines on these curves indicate the energies of the first vibrational wave functions. We also include the explicit form of the wave functions labeled as $\nu^{\prime}=0, \nu=0 \mathrm{~s}$ and $\nu=0 \mathrm{a}$, as well as the coherent superpositions of the last two, $\nu=0-$ and $\nu=0+$ (see eqn (3)).

The only technique than can achieve such a resolution is the threshold method known as ZEKE, ${ }^{63-65}$ which precludes the measurement of angular information. ${ }^{54,57}$ At room temperature, thus, the initial condition is defined by the incoherent mixture of the 0s and 0a states. Following Bolzmann's distribution, the lowest 0 s state can only be significantly isolated from 0a for a sample's temperature below 0.5 K .

When the molecules are oriented by the presence of a weak external field, the initial state will be approximately described by the coherent superposition of 0 a and 0 s states:

$$
\begin{equation*}
|0-\rangle=\frac{1}{\sqrt{2}}[|0 \mathrm{~s}\rangle-|0 \mathrm{a}\rangle] ; \quad|0+\rangle=\frac{1}{\sqrt{2}}[|0 \mathrm{~s}\rangle+|0 \mathrm{a}\rangle] \tag{3}
\end{equation*}
$$

In these states, the molecules are confined in one side of the vibrational potential, so they have a well-defined sign of the $z$ component of the dipole moment $\left(\mu_{z}\right)$ : positive in $0-$ and negative in $0+$ (see Fig. 1).

### 2.2 Differential cross section

We evaluate the vibrationally resolved differential cross sections in the molecular frame (MF), centered in the N atom. The $z$ axis is placed along the molecule's $C_{3}$ axis, which is also the direction of the molecule's dipole moment, and the $x$ axis follows the azimuthal direction along one of the $\mathrm{N}-\mathrm{H}$ bonds. The electronic structure for the bound and continuum electronic states are computed using the static exchange DFT method described in detailed in previous works, ${ }^{66-69}$ incorporating a one-dimensional description of the vibrational structure ${ }^{16,70,71}$ within the BornOppenheimer approximation. In the following, we briefly describe the most relevant methodological aspects for the present study. All expressions use atomic units, unless otherwise indicated.

The wave function of the final electronic continuum state with momentum $\vec{k}$ is expressed in terms of a N-centered partial wave expansion:

$$
\begin{equation*}
\Psi_{f, \vec{k}}(\mathbf{r}, z)=\sum_{p q h l} i^{l} \mathrm{e}^{-i \sigma_{l}(\varepsilon)}\left(X_{h l}^{p q}\left(\Omega_{\mathrm{e}}\right)\right)^{*} \psi_{\varepsilon p q h l}^{-}(\mathbf{r}, z) \tag{4}
\end{equation*}
$$

where $p$ denotes the irreducible representation of the molecular point group under consideration, $q$ stands for a component of this representation if its dimensionality is greater than one, $l$ is the angular momentum of the escaping electron and $h$ distinguishes between different bases of the same irreducible representation corresponding to the same value of $l . \sigma_{l}(\varepsilon)$ represents the Coulomb phase that comes from analytically solving the Coulomb radial Schrödinger equation and studying the asymptotic behavior of its solution. It can be evaluated in terms of the Euler's gamma function as:

$$
\begin{equation*}
\sigma_{l}(\varepsilon)=\arg \Gamma\left(l+1-\frac{i}{\sqrt{2 \varepsilon}}\right) \tag{5}
\end{equation*}
$$

where $\varepsilon$ is the photoelectron energy, which is related to the photon energy $\omega$ by the energy difference between the final $\left(\nu^{\prime}\right)$ and the initial $(\nu)$ vibronic (vibrational + electronic) states, $\Delta E_{\text {vib }}^{\nu \nu^{\prime}}$ :

$$
\begin{equation*}
\omega=\varepsilon+\Delta E_{\mathrm{vib}}^{\nu \nu^{\prime}} ; \quad \Delta E_{\mathrm{vib}}^{\nu \nu^{\prime}}=E_{f, \nu^{\prime}}-E_{i, \nu} \tag{6}
\end{equation*}
$$

Eqn (4) is further expressed in terms of the $X$ functions, which are symmetry-adapted linear combinations of real spherical harmonics depending on the photoemission angles in the MF $\left(\Omega_{\mathrm{e}}\right)$ :

$$
\begin{equation*}
X_{h l}^{p q}\left(\Omega_{\mathrm{e}}\right)=\sum_{m} b_{h l m}^{p q} Y_{l m}^{R}\left(\Omega_{\mathrm{e}}\right) \equiv \sum_{m} B_{h l m}^{p q} Y_{l}^{m}\left(\Omega_{\mathrm{e}}\right) \tag{7}
\end{equation*}
$$

The vibrationally resolved photoionization amplitudes are then evaluated to first order of perturbation theory within the Born-Oppenheimer and dipole approximations. In the length gauge, they can be expressed as:

$$
\begin{align*}
T_{\nu \nu^{\prime} h l}^{\alpha \mu p q}(\varepsilon) & =\left\langle\psi_{\varepsilon p q h l}^{-}(\mathbf{r}, z) \chi_{f, \nu^{\prime}}(z)\right| \hat{\varepsilon}_{\mu} \cdot \mathbf{r}\left|\psi_{\alpha}(\mathbf{r}, z) \chi_{i, \nu}(z)\right\rangle  \tag{8}\\
& =\left\langle\chi_{f, \nu^{\prime}}(z)\right| T_{h l}^{\alpha \mu p q}(\varepsilon, z)\left|\chi_{i, \nu}(z)\right\rangle
\end{align*}
$$

where $\alpha$ denotes the initial orbital from which the electron is ionized (we will just consider ammonia's $3 \mathrm{a}_{1}$ orbital in $C_{3 \mathrm{v}}$ ) and $\hat{\varepsilon}_{\mu}$ denotes the electric field's polarization vector. The dipole matrix elements $T_{h l}^{\alpha \mu p q}(\varepsilon, z)$ for each partial wave are thus evaluated as a function of the photoelectron energy and the inversion coordinate $z$. In the multicenter B-spline staticexchange DFT method, ${ }^{67,68,72,73}$ bound and continuum electronic states are written as Slater determinants of Kohn-Sham orbitals. For the present study, we perform a standard LCAO-DFT calculation (LCAO stands for linear combination of atomic orbitals) for the ground state of the molecule by using the program ADF (Amsterdam Density Functional), ${ }^{74}$ with a double zeta plus polarization basis set centered on each atom and a LB94 functional to describe exchange and correlation effects. The resulting ground state density is then used to build the Hamiltonian matrix in a new basis set of B-spline functions and real spherical harmonics. The Kohn-Sham orbitals are then written as an expansion over several centres: the centre of the molecule and the positions occupied by the nuclei (the N atom and the three equivalent hydrogens, in the present case). The orbitals associated with continuum states are obtained by block inverse iteration of the Kohn-Sham Hamiltonian on a previously defined energy grid.

Using expression (8), one can then evaluate the vibrationally resolved MFPADs, for an electron emission within the solid angle $\mathrm{d} \Omega_{\mathrm{e}}$, and from a molecule with fixed orientation in space $\mathrm{d} \Omega_{\mathrm{M}}$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma_{\nu \nu^{\prime}}^{\alpha \prime^{\prime}}(\omega)}{\mathrm{d} \Omega_{\mathrm{M}} \mathrm{~d} \Omega_{\mathrm{e}}}=\frac{4 \pi^{2} \omega}{c}\left|\sum_{p q h l \mu}(-i)^{l} \mathrm{e}^{i \sigma_{l}(\varepsilon)} X_{h l}^{p q}\left(\Omega_{\mathrm{e}}\right) D_{\mu \mu^{\prime}}^{1}\left(\Omega_{\mathrm{M}}\right) T_{\nu \nu^{\prime} h l}^{\alpha \mu q}(\varepsilon)\right|^{2} \tag{9}
\end{equation*}
$$

where $D_{\mu \mu^{\prime}}^{1}\left(\Omega_{\mathrm{M}}\right)$ is a Wigner rotation matrix and $\mu^{\prime}$ denotes the electric field's polarization in the laboratory frame (LF): 0 for linear polarization along the $z$ axis of the LF (that is what we will consider in this paper) and $\pm 1$ for circular polarization (right or left-handed). Put in simple terms, the MFPAD represents the probability distribution of the photoelectron being ejected in a certain direction with respect to the polarization direction for a given molecular orientation. As eqn (4), (7) and (9) show, they include contributions from different spherical harmonics
(with different $l$ 's and $m$ 's) in the $N$-centered partial wave expansion of the final continuum state.

For randomly oriented molecules, one has to transform eqn (9) into the LF and then average over the solid angle $\mathrm{d} \Omega_{\mathrm{M}}$. The resulting vibrationally resolved differential cross section only depends on the polar angle $\theta_{\mathrm{e}}^{\prime}$ between the photoelectron emission direction and the $z$ axis in the LF, so there is symmetry over the azimuthal angle $\phi_{\mathrm{e}}^{\prime}$. Also, assuming $\mu^{\prime}=0$, this dependence on $\theta_{\mathrm{e}}^{\prime}$ can be expressed in terms of the Legendre polynomial $P_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right)$, in the following way:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\nu \nu^{\prime}}^{\alpha}(\omega)}{\mathrm{d} \theta_{\mathrm{e}}^{\prime}}=\frac{\sigma_{\nu \nu^{\prime}}^{\alpha}(\omega)}{4 \pi}\left[1+\beta_{\nu \nu^{\prime}}^{\alpha}(\varepsilon) P_{2}\left(\cos \theta_{\mathrm{e}}^{\prime}\right)\right] \tag{10}
\end{equation*}
$$

where $\sigma_{\nu \nu^{\prime}}^{\alpha}(\omega)$ is the vibrationally resolved integrated cross section, given by

$$
\begin{equation*}
\sigma_{\nu \nu^{\prime}}^{\alpha}(\omega)=\frac{4 \pi^{2} \omega}{3 c} \sum_{p q h l \mu}\left|T_{\nu \nu^{\prime} h l}^{\alpha \mu p q}(\varepsilon)\right|^{2} \tag{11}
\end{equation*}
$$

and $\beta_{\nu \nu^{\prime}}^{\alpha}(\varepsilon)$ is the so-called beta asymmetry parameter, which can be expressed as (see ref. 61, 75 and 76 for details):

$$
\left.\left.\begin{array}{rl}
\beta_{\nu \nu^{\prime}}^{\alpha}(\varepsilon)=\frac{\bar{A}_{\nu \nu^{\prime} L=2}^{\alpha \mu^{\prime}=0}(\varepsilon)}{\bar{A}_{\nu \nu^{\prime} L=0}^{\alpha \mu^{\prime}=0}(\varepsilon)} \\
\bar{A}_{\nu \nu^{\prime} L}^{\alpha \mu^{\prime}}(\varepsilon)= & \left(\frac{2 L+1}{4 \pi}\right) \sum_{p_{1} q_{1} h_{1} l_{1} m_{1} \mu_{1} p_{2} q_{2} q_{2} l_{2} m_{2}}(-i)^{l_{1}-l_{2}} \mathrm{e}^{i\left[\sigma_{l_{1}}(\varepsilon)-\sigma_{l_{2}}(\varepsilon)\right]} \\
& \times(-1)^{m_{1}+\mu_{1}} \sqrt{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)}\left(\begin{array}{lll}
l_{1} & l_{2} & L \\
0 & 0 & 0
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{1} & l_{2} & L \\
-m_{1} & m_{2} & m_{1}-m_{2}
\end{array}\right) \\
& \times B_{h_{1} l_{1} m_{1}}^{p_{1} q_{1}}\left(\begin{array}{ll}
B_{h_{2} l_{2} m_{2}}^{p_{2} q_{2}}
\end{array}\right)^{*} T_{\nu \nu^{\prime} h_{1} l_{1}}^{\alpha \mu_{1} p_{1} q_{1}}(\varepsilon)\left(T_{\nu \nu^{\prime} h_{2} l_{2}}^{\alpha \mu_{2} p_{2} q_{2}}(\varepsilon)\right.
\end{array}\right)^{*}\right)\left(\begin{array}{ccc}
1 & 1 & L \\
-\mu^{\prime} & \mu^{\prime} & 0
\end{array}\right) .
$$

The above equation depends on Wigner $3-j$ symbols, which we evaluated using WIGXJPF program. ${ }^{77}$

The total photoionization cross section is given by the sum over the final vibrational states $\nu^{\prime}$ (integral for dissociative states):

$$
\begin{equation*}
\sigma_{\mathrm{T}}^{\alpha}=\sum_{\nu^{\prime}} \sigma_{\nu^{\prime}}^{\alpha} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\nu^{\prime}}^{\alpha}=\frac{1}{2}\left(\sigma_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha}+\sigma_{0 \mathrm{a}, \nu^{\prime}}^{\alpha}\right) \tag{14}
\end{equation*}
$$

when the quasi-degenerate ground vibrational states 0 s and 0 a cannot be resolved and are equally populated (see eqn (11)), or

$$
\begin{equation*}
\sigma_{\nu^{\prime}}^{\alpha}=\sigma_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha} \tag{15}
\end{equation*}
$$

when only the vibrational state 0 s is populated, e.g., at ultracold temperatures.

Similarly, the angle-differential cross section given by eqn (10), can be summed (integrated) over the final vibrational states to define a $\beta$ parameter given by:

$$
\begin{equation*}
\beta_{\mathrm{T}}^{\alpha}=\frac{\sum_{\nu^{\prime}} \beta_{\nu^{\prime}}^{\alpha} \sigma_{\nu^{\prime}}^{\alpha}}{\sum_{\nu^{\prime}} \sigma_{\nu^{\prime}}^{\alpha}} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\nu^{\prime}}^{\alpha}=\frac{\beta_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha} \sigma_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha}+\beta_{0 \mathrm{a}, \nu^{\prime}}^{\alpha} \sigma_{0 \mathrm{a}, \nu^{\prime}}^{\alpha}}{\sigma_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha}+\sigma_{0 \mathrm{a}, \nu^{\prime}}^{\alpha}} \tag{17}
\end{equation*}
$$

when the quasi-degenerate ground vibrational states 0 s and 0 a cannot be resolved and are equally populated (see eqn (12)), or

$$
\begin{equation*}
\beta_{\nu^{\prime}}^{\alpha}=\beta_{0 \mathrm{~s}, \nu^{\prime}}^{\alpha} \tag{18}
\end{equation*}
$$

when only the vibrational state 0 s is populated.
Finally, it is also useful to define the relative intensity of each vibrational transition, for a given initial state, as the quotient between the vibrationally resolved and the total cross sections:

$$
\begin{equation*}
I_{\nu \nu^{\prime}}^{\alpha}=\frac{\sigma_{\nu \nu^{\prime}}^{\alpha}}{\sigma_{\nu}^{\alpha}} ; \quad \sigma_{\nu}^{\alpha}=\sum_{\nu^{\prime}} \sigma_{\nu \nu^{\prime}}^{\alpha} \tag{19}
\end{equation*}
$$

In the following, we first present the total cross sections, as well as the vibrationally resolved photoelectron spectra, and compare with existing experimental data. We then present a systematic analysis on the photoelectron angular distributions at different temperatures and molecular orientations.

## 3 Results and discussion

### 3.1 Comparison with experimental results

We first obtain the total photoionization cross section (eqn (13) and (14)), i.e., integrated over vibrational states, and compare it with the available experimental data from Brion et al. ${ }^{78}$ and Banna et al. ${ }^{79}$ This comparison is shown in Fig. 2a and we obtain a reasonable agreement. We also include the theoretical results obtained within the fixed nuclei approximation by Stener et al., employing the same static exchange Kohn-Sham DFT method as in the present work (labeled as KS) and the more advanced linear-response time-dependent DFT (TDDFT) methodology that partly accounts for interchannel couplings. As expected for a smooth molecular potential and in the absence of highly excited states resonances, the total cross sections for one-photon absorption are fairly well described already in the fixed nuclei approximation.

We further extract and compare the $\beta$ parameter (eqn (16) and (17)), for which, again, the fixed nuclei approximation yields very similar results, as it is shown in Fig. 2b. We observe


Fig. 2 Total cross section (panel a) and total $\beta$ asymmetry parameter (panel b), obtained for ammonia's valence shell and compared with experimental data from Brion et al. ${ }^{78}$ and Banna et al., ${ }^{79}$ as well as with theoretical data from Stener et al. ${ }^{66}$
a deviation from the experimental results, which are only available for the larger photon energies (above 30 eV ), although still present a reasonable agreement.

We then calculate the vibrationally resolved photoelectron spectra (eqn (19)) for a photon energy of 21.22 eV to compare with the available vibrationally resolved experimental data by Edvardsson et al. ${ }^{53}$ It corresponds to the vibrational progression of the $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$ cationic state, depicted in Fig. 3a, after ionization from the $3 \mathrm{a}_{1}$ HOMO orbital. As shown in Fig. 3a, we obtain a very good agreement with the experimental photoelectron spectrum. Our theoretical data yields almost exactly the intensities for every peak, but for a slight deviation at lower energies. We obtain an energy for the lowest transition ( $0-0$ ) of 9.94 eV , in a reasonable agreement with the experimental value $(10.07 \mathrm{eV}) ;{ }^{53}$ and an energy spacing between consecutive absorption lines which also closely follows the experimental one. In panels b and c of Fig. 3, we also show the ionization probabilities associated to antisymmetric (0a) and symmetric (0s) initial states. The assignment of each peak in the vibrational progression also agrees with previous works, ${ }^{52,80-82}$ with the maximum intensity being associated to the $0-7$ transition, dominated by the antisymmetric initial state.

As can be expected, the photoelectron spectrum for ammonia's outer band could already be predicted, to a given extent, by the Frank-Condon (F-C) overlaps, which, in this particular case, give almost the same relative peak intensities as those presented in Fig. 3a, where the variation of the transition dipole moment with the nuclear degrees of freedom is properly accounted for (eqn (8)). However, while the total photoelectron spectra can be predicted overall by the F-C overlaps, it fails to reproduce the separate contributions from the 0s and 0a states. The F-C approximation


Fig. 3 Photoelectron spectra from ammonia's valence shell for different initial vibrational states. Intensities were calculated for a photon energy $\omega=21.22 \mathrm{eV} .{ }^{53}$ Horizontal axes represent the binding energy relative to the $0-0$ peak and the numbers above the peaks correspond to $\nu^{\prime}$. Panel a shows the total spectrum (average of Os and Oa intensities) compared to the experimental one from Edvardsson et al. ${ }^{53}$ Our calculated peaks were convoluted with gaussians (red curve) for comparison purposes. Panels $b$ and $c$ show the transition probabilities from $0 a$ and $O s$ initial states, respectively, with $\nu^{\prime}$ indicated for favored transitions.
only allows for transitions between vibrational states with the same parity, i.e., from 0s to symmetric states ( $\nu^{\prime}$ even) and from 0a to antisymmetric states ( $\nu^{\prime}$ odd), and predicts zero intensities for all other transitions. However, these transitions between vibrational states with different parity are not forbidden, they are just less probable and have smaller intensities due to the smaller couplings. As a result, for every vibrational line, both the 0s and 0a states contribute (see Fig. 3b and c). We will then refer to F-C allowed transitions as "favored" ones (with no parity change) and F-C forbidden transitions as "non-favored" ones (with parity change).

In the following, we discuss the angle- and energydifferential (vibrational and electronic) photoionization cross sections for two different temperature regimes: room temperature, for which there are the same amount of molecules in the 0 s and 0 a initial states, and temperatures below 0.5 K (ultracold regime), for which there are molecules only in the 0s state. In each regime, we obtain the angular distributions that would be observed for
aligned, oriented and randomly oriented molecules. For aligned molecules, the dipole moment is set in a given direction, specifically, along the $C_{3}$ axis, and it can have a positive or negative value. For the oriented molecules, the sign of the dipole moment is also fixed. Alignment can be experimentally achieved, for instance, with non-ionizing laser pulses. But molecular orientation further requires an external field, usually a weak static electric field, ${ }^{18-20}$ which, for ammonia, would break the symmetry of the molecular potential with respect to the planar configuration in the inversion coordinate $z$, leading to a localization of the wave function in one of the wells.

### 3.2 Molecules at room temperature

The thermal energy at room temperature is orders of magnitude larger than the energy gap between the $v=0$ s and 0a states ( 0.1 meV ), but significantly smaller than the energy difference between the 0 s and 1 s (or 0 a and 1a) vibrational states ( $\sim 125 \mathrm{meV}$ ). Consequently, the initial vibrational distribution at room temperature is given by the incoherent mixture of the 0 s and 0 a ground states. It should be noted that the photoelectron spectra and total photoionization cross sections shown in Fig. 3a and 2 a are identical whether we consider the incoherent mixture or the coherent superposition of states 0s and 0a as an initial condition. However, as it is expected, these different scenarios lead to quite different photoelectron angular distributions.

We first explore the scenario of randomly oriented molecules at room temperature. The vibrationally resolved photoelectron spectrum for a given photon energy ( 21.22 eV ) was already shown in Fig. 3a. However, the variation of this signal with photon energy is captured in Fig. 4. In Fig. 4, we plot the photoionization cross section for each final vibrational state of the cation (labeled from 0 to 19) as a function of the photon energy (eqn (11) and (14)). For the sake of clarity, we use dashed lines for the vibrational cross sections where the dominant contribution comes from the antisymmetric state (0a) and full lines for those dominated by the symmetric one ( 0 s ), although as explained above and depicted in panels b and c in Fig. 3, both contribute. For every photon energy, the 0-7 transition presents the largest signal, as was also predicted by the F-C overlap.

We then examine the angle- and energy-dependent cross sections, given by eqn (10), i.e., we incoherently add the


Fig. 4 Vibrationally resolved cross sections for measurements at room temperature and ammonia's valence shell.
contribution from the initial 0 s and 0 a states, respectively. The angular distribution is determined by the $\beta$ asymmetry parameter given by eqn (12) and (17). As we can see in Fig. 5, all $\beta$ parameters present a similar qualitative behavior, therefore, also similar to the vibrationally-integrated $\beta$ value shown in Fig. 2b. One can see, however, a gradual variation of $\beta$ with respect to the final state along the vibrational progression. This dependence on $\nu^{\prime}$ is specially noticeable in the energy range $\varepsilon=5-15 \mathrm{eV}$, with no particular difference between even and odd final states. For a better visualization of the physical meaning of the $\beta$ parameter variation, we also plotted as insets in Fig. 5, the corresponding angular distributions for a given vibrational state $\left(\nu^{\prime}=15\right)$ at two different photoelectron energies (2 and 50 eV$)$. We can see that they are almost identical, except for a slight variation with an increased probability of photoelectron emission along the plane given by the planar structure of the molecule for the lowest photoelectron energy.

We now explore photoionization of aligned molecules at room temperature, for which the total MFPADs are given by the incoherent sum of the MFPADs (eqn (9)) corresponding to 0s and $0 a$. These MFPADs are plotted in Fig. 6 for different final vibrational states of the $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$ band and different photoelectron energies. We have chosen one of the lowest ( $\nu^{\prime}=1$ ) and one of the highest $\left(\nu^{\prime}=15\right)$ vibrational states with a non-negligible ionization probability (see Fig. 3), and the one with the largest F-C overlap ( $\nu^{\prime}=7$ ).

In every subplot of Fig. 6, the polarization direction of the ionizing laser pulse ( $E_{\text {XUV }}$ ) is indicated by a violet arrow, together with the molecular frame axes. We also depict the three hydrogen atoms in one of its equilibrium geometries (although notice that there is the same probability of finding them on both sides of the $x y$ plane, because of the delocalized nature of the initial state). Note that the LF axes are the same as


Fig. 5 Vibrationally resolved $\beta$ parameter for randomly oriented molecules at room temperature as a function of photoelectron energy. Each line corresponds to a transition to a given final vibrational state of the $\tilde{\mathrm{X}}^{2} \mathrm{~A}_{2}^{\prime \prime}$ ground state of $\mathrm{NH}_{3}^{+}$. Full lines correspond to the even transitions and dashed lines are used for odd transitions. See main text for further details. Inset figures: corresponding photoelectron angular distributions for the $\nu^{\prime}=15$ vibrational state of the cation at a photoelectron energy of 2 eV (left) and 50 eV (right).


Fig. 6 Vibrationally resolved MFPADs for aligned molecules at room temperature, ammonia's valence shell and an ionizing pulse linearly polarized in the $z$ axis of the MF. All MFPADs are renormalized, the real scale can be seen approximately in Fig. 4.
the MF ones as a consequence of the laser orientation we have chosen.

As we can see, all MFPADs in Fig. 6 present two symmetrical lobes in the $\pm z$ directions, following the polarization direction of the laser pulse. These lobes are symmetric with respect to the $x y$ plane, which is what one could expect as it reflects the fact that the probability for photoelectron emission is the same in $+z$ and $-z$ directions as a consequence of the symmetry of 0 s and 0a states. These lobes are, however, significantly "thinner" than those obtained in the case of randomly oriented molecules (see Fig. 5), i.e., there is a larger probability closer to the light polarization axis. One of the main observations to be retrieved from Fig. 6 is the tiny variation of these MFPADs with respect to the final state of the cation, slightly more visible for the lowest photoelectron energies (upper row in the figure). Although, not shown here, we did not find any significant difference between even and odd final states either. The variation with the photoelectron energy is also hardly visible (apart from, obviously, the absolute value of the MFPADs, which decreases with photoelectron energy), except for the three small lobes located at $z=0$ that follow the azimuthal angles of the $\mathrm{N}-\mathrm{H}$ bonds, which have a decreasing probability as the electron energy increases. This trend is also
followed at larger photoelectron energies ( $\varepsilon>25 \mathrm{eV}$ ), although not shown here.

In the case of oriented molecules, the initial state is described by a wave function well localized in one of the wells

(a)

(d)

(g)

(j)

(m)

(e)

(h)

(k)

(n)

(1)

(o)

Fig. 7 Vibrationally resolved MFPADs for oriented molecules (in 0+initial state) at room temperature, ammonia's valence shell and an ionizing pulse linearly polarized in the $z$ axis of the MF. All MFPADs are renormalized, the real scale can be seen approximately in Fig. 4.
with respect to the inversion coordinate $z$, i.e., the initial state is a coherent superposition of 0 s and 0 a , i.e., $0-$ or $0+$ (see eqn (3)). As discussed above, orientation can be achieved by applying a weak static electric field, which effectively breaks the quasi-degeneracy of 0 s and 0 a states. It thus leads to new eigenstates ( $0-$ and $0+$ ), with an energy difference ${ }^{83}$ that, depending on the strength of the applied field, can be larger than the thermal energy, so that the molecules will be confined in one side of the vibrational potential. The vibrational wave functions for these localized $0-$ and $0+$ states are shown in Fig. 1. It is important to remark that, in the presence of the electric field, the molecules will always remain in the same $0-$ or $0+$ state as long as the field-induced splitting is larger than the field-free tunneling splitting of the state. Assuming that all the molecules are oriented, for example, with their dipole moment fixed in the $-z$ direction, we calculate the MFPADs using eqn (9) and taking $0+$ as the initial vibrational state (the outcome would be the same taking the $0-$ state, but with the MFPADs inverted with respect to the $x y$ plane). The MFPADs for oriented molecules at room temperature are shown in Fig. 7, again for different final states and photoelectron energies. As in the previous figures, every subplot shows the polarization direction of the ionizing field ( $E_{\text {Xuv }}$ ), the axes of the MF and the molecule's orientation in the equilibrium geometry, although in this case, it actually corresponds to the geometry given by the potential's well where it is localized. As we can see in Fig. 7, there are some important differences with respect to the previous cases, randomly oriented or aligned molecules. The obvious one is that, by fixing the orientation of the molecule, one breaks the symmetry with respect to the $x y$ plane. Now the two principal lobes are no longer the specular image of each other. In fact, they can be remarkably asymmetric for specific final vibrational states. This asymmetry is mostly due to the differences in the electronic potential along the two oposite directions.

In a first inspection of Fig. 7, we can see that, for the higher photoelectron energies ( $\varepsilon>25 \mathrm{eV}$ ), there is a general trend where the larger the photoelectron energy the larger the asymmetry of the photoelectron emission with respect to the plane perpendicular to the light polarization. More interestingly, one can observe that, at these photoelectron energies, the higher the final vibrational state the more asymmetric the photoelectron emission. However, at lower photoelectron energies, these trends are not so clear. For instance, for the lowest final vibrational level plotted in the figure, $\nu^{\prime}=1$, we observe that, for the lowest photoelectron energy, the two lobes are quite similar. However, as the electron energy increases up to $\varepsilon=10 \mathrm{eV}$, the top lobe decreases, before increasing again at higher energies, $\varepsilon=25 \mathrm{eV}$. The bottom lobe, however, remains equally probable for every electron energy and only decreases at higher energies, $\varepsilon=40 \mathrm{eV}$. In contrast, for the highest vibrational state, $\nu^{\prime}=15$, the top lobe dominates at the lower energies, $\varepsilon=2 \mathrm{eV}$, then both lobes become similar as the energy increases up to $\varepsilon=10 \mathrm{eV}$ (although the top one is still thicker), and finally the bottom lobe starts decreasing from $\varepsilon=25 \mathrm{eV}$, although it does it faster than for $\nu^{\prime}=1$ and it practically disappears for $\varepsilon=50 \mathrm{eV}$.

This indicates that the electron emission is more favorable in the direction opposite to the position of the H atoms, at least for the higher energies.

### 3.3 Molecules at ultracold temperatures

In this regime $(<0.5 \mathrm{~K})$, there are only molecules in the 0s initial state, so the photoelectron spectrum corresponds to the one presented in Fig. 3c, where there is a remarkable different signal for the favored (even) and non-favored (odd) transitions. This strong variation is also imprinted in the integrated cross sections, calculated with eqn (11), as they present larger maximum values for the even final states (see Fig. 8).

For consistency, we will again perform a systematic study for randomly oriented, aligned and oriented molecules. First of all, for randomly oriented molecules, the $\beta$ parameter (calculated with eqn (12) only for $0 s$ ) is quite different depending on the parity of the final vibrational state. As we can see in Fig. 9, there are two different branches: the top one corresponding to odd final vibrational states (non-favored transitions) and the bottom one corresponding to even final vibrational states (favored transitions). There is also a gradual variation of $\beta$ with $\nu^{\prime}$ in


Fig. 8 Vibrationally resolved cross sections for measurements in the ultracold regime ( 0 s initial state) and ammonia's valence shell.


Fig. 9 Vibrationally resolved $\beta$ parameter for measurements in the ultracold regime ( 0 s initial state) and ammonia's valence shell. Inset figures: corresponding photoelectron angular distributions for the $\nu^{\prime}=16$ vibrational state of the cation at a photoelectron energy of 2 eV (left) and 50 eV (right).
the bottom branch for all studied energies, while in the top one $\beta$ is practically the same for all odd values of $\nu^{\prime}$.

For aligned molecules at ultracold temperature, we can calculate the MFPADs using eqn (9) only for 0s. We present them for different photoelectron energies and final states in Fig. 10 (for $\nu^{\prime}$ even) and 11 (for $\nu^{\prime}$ odd). We have chosen the same final states as before (odd) and the ones immediately above (even). Also, in every panel of Fig. 10 and 11, we have indicated the polarization direction of the ionizing laser pulse ( $E_{\mathrm{XUV}}$ ), as well as the axes of the MF and the molecule's orientation in one of its equilibrium geometries (although there is the same probability of finding it in both of them because it is delocalized over the two). As we can see, the MFPADs are symmetric with respect to the $x y$ plane for all final states, again as a consequence of the symmetry of the 0s state. But, in contrast with the room temperature case (Fig. 6), in the ultracold regime there is a large difference between even and odd final states, i.e., between favored and non-favored transitions. For instance, the MFPADs for even final states are very similar to those obtained at room temperature for all final states (both even and odd), but the MFPADs for odd final states are really different. This is because, when we take the incoherent
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Fig. 10 Vibrationally resolved MFPADs for aligned molecules in the ultracold regime (Os initial state), final even states, ammonia's valence shell and an ionizing pulse linearly polarized in the $z$ axis of the MF. All MFPADs are renormalized.
sum of 0s and 0 a , favored transitions always weight much more than non-favored ones. This fact can be also seen in Fig. 3b and c , although in MFPADs the differences are much more apparent. Also, the shapes of all the MFPADs for favored transitions are


Fig. 11 Vibrationally resolved MFPADs for aligned molecules in the ultracold regime ( 0 s initial state), final odd states, ammonia's valence shell and an ionizing pulse linearly polarized in the $z$ axis of the MF. All MFPADs are renormalized.
almost the same, both for transitions from 0s to even states and from 0a to odd states. The MFPADs for favored transitions is what we mostly see at room temperature, but when only the 0 s initial state is populated, we can also see the MFPADs for nonfavored transitions (which by the way would be almost identical to the transitions from 0 a to even states).

The favored even transitions shown in Fig. 10 are very similar to those already discussed for aligned molecules at room temperature (Fig. 6). We focus now on the non-favored transitions presented in Fig. 11. As we can see in that figure, for $\varepsilon=2 \mathrm{eV}$ the probability of the photoelectron being ejected in the $z$ direction is almost zero, in contrast with all the MFPADs discussed till now, and the corresponding angular distribution has a shape similar to that of a diabolo. This shape changes with the energy. As the latter increases up to $\varepsilon=10 \mathrm{eV}$, six prominent lobes whose azimuthal angles coincide with the positions of the H atoms emerge (three above and the other three below the $x y$ plane). These lobes clearly reflect the bipyramidal geometry of the ammonia molecule associated with the two wells of the vibrational potential. At higher energies, two additional lobes develop symmetrically in the $\pm z$ directions, finally overcoming the former six lobes at around $\varepsilon=50 \mathrm{eV}$. One can also see a significant change over the final odd states of the vibrational progression. For example, if we look at the MFPADs for $\nu^{\prime}=15$, the already discussed change with the energy occurs much more slowly than for $\nu^{\prime}=1$, and also the main lobes in the $\pm z$ directions remain always thicker.

Finally, if one was able to orientate the ammonia molecules at ultracold temperatures with a weak external field that induces a Stark shift larger than the tunneling splitting in the absence of that field, the lowest vibrational state will be localized in one of the wells of the light-induced potential, which will be close to the $0-$ or the $0+$ states given in eqn (3) depending on the field direction. Therefore, the resulting MFPADs would be identical to those already discussed for the case of oriented molecules at room temperature.

## 4 Summary and conclusions

We have applied the static-exchange DFT method to evaluate vibrationally resolved photoelectron angular distributions resulting from ionization of the $3 \mathrm{a}_{1}$ HOMO orbital of ammonia in both laboratory and molecular frames, in the photon energy range up to 70 eV . We have considered the two extreme cases corresponding to perfectly delocalized and perfectly localized initial vibrational states in the umbrella mode, and molecules whose $C_{3}$ symmetry axis is parallel to the light polarization direction. The calculated angle-integrated cross sections and $\beta$ asymmetry parameters (without vibrational resolution), as well as the angle-integrated vibrationally resolved photoelectron spectrum, are in good agreement with the experimental results available in the literature, showing the appropriateness of the theoretical approach. More importantly, we have found that, at room temperature, the vibrationally-resolved MFPADs for $\mathrm{NH}_{3}$ molecules aligned along the polarization direction, for which
there are no experimental results reported in the literature, are perfectly symmetric with respect to the plane containing the planar $D_{3 \mathrm{~h}}$ transition state, exhibiting symmetric, nearly perfect two-lobe shapes in the whole range of investigated photoelectron energies. In contrast, the MFPADs for oriented molecules, i.e., for molecules where the N vertex of all pyramidal structures point to the same direction, are in general asymmetric and the degree of asymmetry changes with photoelectron energy. Finally, we have also predicted that, at ultracold temperatures, where all aligned molecules initially lie in the ground vibrational state, which is perfectly symmetric for the umbrella mode, the MFPADs are symmetric again, but the two-lobe shape should only be observed when the final vibrational state of the resulting $\mathrm{NH}_{3}{ }^{+}$ cation has even parity. When the final vibrational state has odd parity, the MFPADs are much more involved and at photoelectron energies of $\sim 10 \mathrm{eV}$ they directly reflect the bi-pyramidal geometry of the molecule in its ground vibrational state. These results suggest that, in order to obtain structural information from MFPADs in ammonia and likely in other molecules containing a similar double-well potential, one could preferably work at very low temperatures, which is not the case for most molecules studied so far.
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