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Safe operation of next-generation nuclear reactors is contingent on developing and effectively operating
new diagnostics methods. For helium-cooled fast reactors, one important safety concern is the onset of
fuel-cladding failure, which could be detected from the increased concentration of mobile fission
fragments such as xenon in the helium coolant. In a previous study [Burger et al., JAAS, 2021, 36, 824],
we demonstrated that laser-induced breakdown spectroscopy (LIBS) is a viable candidate for sensitive
xenon detection in helium, offering a limit of detection on the order of 0.2 pmol mol™ for 10* laser
shots. Here, we demonstrate that double-pulse LIBS enhances the xenon signal by approximately 14x at
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Accepted 11th November 2024 a concentration of 1 umol mol™™ in an ambient helium environment, which results in significantly
improved sensitivity. Additionally, we examine the effect of relative energy in two laser pulses, interpulse

DOI- 10.1039/d4ja00358f delay, and laser polarization on the xenon signal enhancement. These results further motivate the
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1 Introduction

Laser-induced breakdown spectroscopy (LIBS) has been
proposed as a diagnostic technique for use in advanced nuclear
reactor systems'® thanks largely to the ability to remotely
detect a wide range of materials across all states of matter and
the rapid analysis it enables.'>'> One potential use case for LIBS
is in the coolant stream of generation IV gas-cooled fast reactors
(GCFRs) to monitor the presence of short-lived fission products
such as certain isotopes of Xe and Kr.>*>** Significant increases
in the concentration of these products within the coolant
stream could serve as an early indication of micro-crack
formation within the fuel cladding. If left unchecked, the
resultant leaks can increase the radioactivity of the coolant
stream, and the released Xe atoms can act as a reactor
poison.™>*

In LIBS, a high-power laser pulse ionizes the analyte of
interest and produces a microplasma that emits material-
specific light upon de-excitation. While LIBS offers the benefit
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development of LIBS sensors for this application.

of near in situ measurements, its sensitivity is lower than that
achieved by many other commonly used chemical assay tech-
niques such as gas chromatography and mass spectroscopy,
which regularly report ppb limits of detection.”>'® Such
concentrations are more representative of the impurity
contamination level that would exist during standard opera-
tion.”” Therefore, diagnostic equipment that monitors the
composition of the reactor coolant for the presence of impuri-
ties would greatly benefit from increased sensitivity.

In a previous study, we demonstrated the feasibility of using
LIBS for monitoring reactors that use He as the primary coolant,
reporting a 0.2 pmol mol " Xe limit of detection (LOD) for 10"
laser shots.®* To improve sensitivity in detecting He, here we
apply double-pulse (DP) LIBS, which is a well-established tech-
nique that can enhance the traditional single-pulse (SP) LIBS
analytical signal. Several reviews of DP-LIBS already exist,
including ref. 18-20, and thus only a brief overview is presented
here. In DP-LIBS, a second laser pulse is introduced following
the initial breakdown-inducing pulse after an interpulse delay
(IPD) that typically ranges from picoseconds to microseconds.
The second pulse reheats the plasma and increases the emis-
sion intensity.'® It has been shown that the use of DP-LIBS can
improve signal intensity by as much as two orders of magnitude
when compared to SP LIBS.**** The mechanism behind the
enhancement has been attributed to several factors including
but not limited to increased plasma temperature,*** longer
emission lifetimes,”* higher breakdown efficiency,”**” and
rarefaction of the gas environment surrounding the generated
plasma.”® Currently, there is no consensus that one of these
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effects is most important for signal enhancement, as different
effects have been shown to be prominent in experiments
employing different chemical species and environmental
conditions.”® The combination of these effects has also been
attributed to lower self-absorption coefficients.*

The majority of these prior findings relate to measurements
of solid samples; few studies have examined the use of DP-LIBS
on gaseous analytes. In contrast to the advantages of DP-LIBS
with solid samples, early studies of gaseous carbon-based ana-
lytes**** noted negligible signal enhancement in DP-LIBS and,
at times, even reduced signal intensity. This discrepancy may be
the result of adverse effects not considered in those studies,
including species reactivity and self-absorption as well as an
incomplete optimization over the available parameter space
that includes recording parameters, IPD, laser configuration,

1064 nm Nd:YAG

Spectrometer

Fig. 1 Simplified schematic of the experimental setup. Digital delay
generator, photodiode, and quarter-wave plate are not pictured. TFP —
thin film polarizer, HWP — half-wave plate, L - lens, C — collimator, PM
— power meter.
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relative energy of two laser pulses, and laser wavelength, among
others.*®

Here, we demonstrate that for constrained energy delivered
to the target, DP-LIBS can improve the signal intensity by
a factor of two for atomic spectral lines and by an order of
magnitude for ionic spectral lines compared to SP LIBS in
experiments with trace Xe detection in He ambient. We estimate
a new limit of detection on the order of 20 ppb for 10* laser
shots and demonstrate that enhancement provided by DP-LIBS
is most significant at lower Xe concentrations. This helps to
further motivate the use of LIBS in nuclear reactor monitoring,
where ppb level sensitivities are required.”” We present
a scheme for signal optimization that seeks to efficiently navi-
gate the large parameter space associated with DP-LIBS. Finally,
we show that further improvement of sensitivity is possible by
the use of circularly polarized beams.

2 Experiment and method

Fig. 1 depicts a schematic of the experimental setup. A 1064 nm,
Nd:YAG double-pulse laser (Evergreen, Quantel) operated at
a repetition rate of 10 Hz was used. Each beam had a pulse
duration of 11 ns and a maximum energy of 300 mJ per pulse.
Taking advantage of the cross-polarized beams, pulse energy
was controlled using a combination of Brewster angle thin-film
polarizers (420-0258E, Eksma Optics) and half-wave plates
(WPHO5M-1064, Thorlabs) in the configuration shown in Fig. 1
to split, independently attenuate, and recombine the beams.
This allowed for the energy to be adjusted without altering the
laser gain, pulse duration, and focusing conditions. Beams were
recombined after the final thin-film polarizer (denoted TFP4 in
Fig. 1) to set up a collinear DP scheme. The beams were focused

Table 1 Wavelengths, transition probabilities, energies, and degeneracies of upper and lower excitation levels of relevant xenon transitions3?

Lower level

Upper level

Wavelength Einstein coeff.

Species (nm) (10°s7™) (eV) g Config Term (eV) g Config. Term

Xe I 419.30 0.22 8.31 5 5p°(*P; ), )6s *[3/2]° 11.27 7 5p° (P, ), )4f ’[5/2]
820.63 20 9.44 1 Sp°(*P, ,)65 [1/2]° 10.95 3 5p°(*P, ,)6p *[3/2]
823.16 28.6 8.31 5 5p*(°P; ,)6s *[3/2]° 9.82 5 5p°(*P°)6s ’[3/2]
826.65 16.2 9.56 3 5p°(*P, ), )6s [1/2]° 11.06 3 5p°(*P, ,)6p ?[1/2]
828.01 36.9 8.43 3 5p°(*P; ,)65 ?[3/2]° 9.93 1 5p° (*P; ,)6p *[1/2]
834.68 42 9.56 3 5p°(°P, ,)6s [1/2]° 11.05 5 5p°(°P, ,)6p ’[3/2]
840.20 3.06 8.31 5 5p°(*P; ), )6s *[3/2]° 8.78 3 5p°(*P,,)6p *[3/2]

Xe 11 417.99 10° 16.07 4 55%5p*('D,)6d 1]e 19.09 4 55°5p*('D )6d ?[1]
418.00 13.86 4 5525p*(°P,)6p 2]° 19.09 4 5525p*(*P,)6d 2]
419.31 15.97 6 5s°5p*('D,)6p ?[3]° 18.93 8 55°5p*('D )6d ’[4]
420.84 13.86 4 55*5p"(°P,)6p ?[2]° 16.80 6 55*5p*(*P,)6d ?[2]
421.37 14.92 2 55°5p*(*Py)6p [1]e 17.87 4 5525p*(*Py)6d ?[2]
423.82 13.88 6 55*5p*(*P,)6p ’[2]° 16.80 6 5525p*(*P,)6d ?[2]
429.64 13.86 4 5s°5p"(*P,)6p [2]° 16.74 2 5525p('D,)5d ?[0]
441.84 13.58 6 55*5p*("D,)6s ?[2] 16.39 6 55*5p*('D,)6p ?[2]e
444.81 15.26 6 5s°5p*(*P,)6p Z[z]o 18.05 8 5525p*(*P,)6d ?[3]
446.21 14.09 8 55*5p*(°P,)6p ?[3]° 16.87 10 55*5p*(*P,)6d ’[4]

“ Of the Xe II lines examined in this study, only the emission at 441.84 nm has published transition probability data.
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using a 100 mm focal length lens. To overcome the high ioni-
zation energy of the ambient He, a Galilean telescope was
placed prior to the focusing lens to modify the beam waist,
providing a 5x beam expansion and a maximum focused laser
irradiance on the order of 10'> W cm 2. The timing was main-
tained using a digital delay generator (DG645, Stanford
Research Systems), and the interpulse delay was optically
measured using a 1 GHz bandwidth photodiode (DET210,
Thorlabs) and a 100 MHz bandwidth oscilloscope (DSO5014A,
Agilent Technologies). The experimental cell was evacuated to
the pressure of 4.6 x 10~ Pa before introducing certified gas
mixtures in He with 99.999% purity of each constituent (Global
Rare Gasses) into the cell. All experiments were conducted at
atmospheric pressure (1.00 bar) and room temperature (~20 °
C). Spectra were recorded using an intensified CCD (PIMAX-4,
Princeton Instruments) cooled to —20 ©°C coupled to
a compact Czerny-Turner spectrogram (MicroHR, 600 lines
per mm grating, HORIBA Jobin Yvon) with a 100 um slit width.
The resultant resolution was approximately 1 nm. The light
produced by the plasma emission was measured from a 200 mm
distance with a collimator (CC52, Andor) and directed to the
spectrograph with a 0.4 mm diameter optical fiber bundle.
Wavelength calibrations were performed using standard Xe and
Ar lamps (Pen Light, Oriel).

In the previous study,® the Xe I spectral line located at
823.16 nm was used for analytical measurements due to its
relatively high intensity and the limited contribution of plasma
continuum within the near-IR spectral region. This study also
examined this line to demonstrate repeatability and establish
a reference result in a different experimental setup. Addition-
ally, to compare the enhancement of atomic and ionic Xe
emissions, analysis was also performed on the Xe II 441.84 nm
emission. The emission wavelength, transition probability,
energy levels, and degeneracies of all observed transitions are
displayed in Table 1. Due to the limited resolution of the
spectrometer in our setup, several ionic emissions in the range
of 418-420 nm cannot be resolved.

Signal improvement can be quantified in terms of
enhancement and signal-to-noise ratio (SNR). In this study,
enhancement is defined as the ratio of the spectral line area in
DP measurement to that of the SP measurement conducted at
the maximum pulse energy of 300 mJ. SNR is defined as

SNR = X/O'B, (1)

where X is the peak area and oy is the standard deviation of the
background. To calculate the peak area, each measurement
frame is fit to a Voigt distribution such that

R [e"zerfc(—iz)}
aV2Tm
where I is the spectral intensity as a function of the wavelength
A, I is the amplitude term, ¢ is the half-width at half-maximum

(HWHM) associated with the Gaussian component G(1), v is the
HWHM of the Lorentzian component L(1), y, is the vertical

offset, and z= (A+iy)/(ov2).

I _ r GO)L(A—X)dA +yy =

2
IO + Yo, ( )

A Levenberg-Marquardt
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nonlinear least-squares regression is performed; if no
minimum of the residuals is found at this point, that spectral
frame is rejected for not reaching convergence. Because the
Voigt profile is a convolution of two normalized profiles, the
spectral peak area is equal to the amplitude term, I,. The noise
term is calculated as the standard deviation of all vertical offset
terms divided by the square root of the number of laser shots
within the measurement set. Due to possible interference from
the nitrogen molecular band beginning at ~820.5 nm,* line
symmetry is assumed such that fits of the Xe 1 823.16 nm can be
biased towards the longer-wavelength part of the spectral line
and exclude the shorter-wavelength part that may be affected by
interference. In cases where the limited resolution acts to blend
spectral lines such as for the Xe II emissions between 418 nm
and 420 nm, if all emissions could be attributed to the same
ionization level (i.e., atomic Xe or ionic Xe), numerical inte-
gration was used over the span of blended features.
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Fig.2 Time-resolved measurements of (a) Xe | spectral region and (b)
Xe |l spectral region. Blue curves represent SP measurements while red
curves represent DP measurements. Spectra are normalized to the
ICCD gate width, and both plots are normalized to the maximum
intensity recorded in the DP case.

This journal is © The Royal Society of Chemistry 2025


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ja00358f

Open Access Article. Published on 12 2024. Downloaded on 01.11.2025 21:13:04.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

3 Results and discussion

The known transience of the LIBS plasma merits a careful
investigation of its temporal behavior. Fig. 2 displays visuali-
zations of the temporally resolved spectral data for the 1% Xe in
He gas mixture. To improve measurement statistics at later
observation times when the plasma is cooler, the ICCD gate
width is gradually increased with increasing ICCD delay. DP
measurements were conducted at an interpulse delay of 150 ns
and a pulse energy combination of 175 mJ and 125 mJ for initial
measurements. For both spectral regions, the emission is
brightest over the first microsecond of the plasma lifetime.
However, due to the strong continuum during this period,
avoiding early points in the lifetime improves the SNR of
characteristic spectral lines. The optimization of ICCD light
collection parameters is discussed in more detail below.
Immediately, the increased intensity of ionic emissions relative
to the atomic emissions, particularly when the second pulse is
introduced, can be observed. This is a central advantage of
analysis with the ionic lines. However, the increased number of
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lines in the 420 nm region prevents lines from being uniquely
resolved. This would present a challenge in the use case where
other elements would be present in the analyte, complicating
the spectrum.

Several studies have observed that relative pulse energies
and IPD in DP LIBS significantly affect the emission intensity of
observed spectral features.**** To quantify these effects in our
experiment, measurements were taken for different pairs of
pulse energies such that the total energy delivered to the focal
spot did not exceed 300 mJ, as shown in Fig. 3. Each data point
corresponds to a DP measurement resulting from the accu-
mulation of 1000 laser shots for 932 ppm (umol mol ') Xe in
ambient He. Measurements were taken using a gate width of
100 ps and gate delay of 10 ps for the atomic emission, based on
optimized spectral collection parameters from our previous
study.’ To account for the shorter expected lifetime of the ionic
emission, a delay of 2 us was selected based on Fig. 2, with
further optimization of the ICCD collection parameters dis-
cussed later. The error bars in Fig. 3 result from shot-to-shot
variations as determined by the signal standard deviation.

o o =
o ® o

o
'S

Normalized Intensity

(d)

o o =
o ® o

N
IS

Normalized Intensity

430
WaVelength (l’lm) 435

440 1 A

Fig. 3 Signal enhancement for the (a) Xe | 823.16 nm and (b) Xe Il 441.84 nm spectral lines over a range of IPD for several combinations of pulse
energies. Spectra in (a) are recorded at a gate delay of 10 us and gate width of 100 ps while spectra in (b) are recorded at a gate delay of 2 us and
gate width of 100 ps. Spectra recorded for a range of IPDs for (c) Xe | and (d) Xe Il at the optimal 200 mJ and 100 mJ pulse energy combination.
Figures (c) and (d) were measured using delays of 10 ps and 1 us respectively, and gate widths of 100 ps.
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While previous studies on solid samples noted the results are
best when the energy of the second (reheating) pulse exceeds
the energy of the breakdown pulse,***” the threshold for He
breakdown was observed at approximately 150 m], meaning
that measuring such a condition was not feasible in this
experiment while keeping the energy delivered to the focal spot
constrained to 300 mJ. Results indicate that the best enhance-
ment and highest SNR both occurred at an IPD delay of ~100 ns
for all conditions measured, nearly identical to the trend
previously observed in ref. 34 for a similar experimental setup
with steel samples. All subsequent DP measurements were
conducted using this IPD. When pulses overlap in time (IPD =
0), negligible enhancement is observed. This agrees with
expectations, as the intensity should be equivalent to a SP
measurement used for normalization. The characteristic time-
scale for optimal IPD may suggest that an increase in the
amount of ionized material and increases in plasma tempera-
ture and density are significant contributors to the observed
enhancement based on analyses from previous studies with
similar results.'®*® After an IPD of 1 us, the enhancement of the
atomic lines plateaus. Similar results were observed in ref. 23
and 38. Within the Xe matrix, a similar (albeit less pronounced)
trend was observed for ionic lines as well. The DP plasma
exhibits longer persistence than its SP counterpart for ionic
lines, as shown in Fig. 2. This may be attributed to the increased
plasma temperature more readily exciting these higher-energy
features.

Using the results in Fig. 3, a pulse energy combination of 200
m] and 100 mJ was selected for subsequent measurements.
Fig. 3(c) and (d) display the spectra as a function of IPD for this
combination. To determine the optimal point within the
plasma lifetime for spectral measurement, a scan of gate width
and gate delay of the ICCD was performed for the Xe I
828.01 nm and Xe II 441.84 nm spectral lines. These lines were
selected for their respective spectral regions due to their
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Fig. 4 SNR dependence on ICCD gate width and gate delay for (a) SP
measurements of the Xe | 823.16 nm line, (b) DP measurements of the
Xe | 823.16 nm line, (c) SP measurements of the Xe Il 441.84 nm line,
and (d) DP measurements of the Xe Il 441.84 nm line.
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relatively high intensity and ability to be unambiguously

resolved under the given measurement conditions. The SNRs
measured for each combination of gate width and gate delay for
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the SP and DP measurement conditions are shown in Fig. 4.
Each set of parameters is measured with 1000 laser shots. For
atomic measurements, regardless of the pulse modality, the
optimal SNR is observed at a delay of 200 ns and gate width of
100 ps. The optimal combination of ICCD recording parameters
for ionic lines is observed at the same gate width, but at a delay
of 1 ps. These parameters were used for all remaining
measurements. While the optimal SNR characteristics for
longer delay may seem counterintuitive given the earlier
prominence of ionic lines, this result can readily be observed by
inspecting the time dependence of continuum emission. Ionic
emission occurs in the spectral region where the continuum is
most intense. This acts to limit the SNR at early delays. In
contrast, at 800 nm and longer wavelengths, the continuum
emission is comparatively weak, allowing for line emission to be
clearly observed over essentially the entirety of plasma lifetime.
In both measurements, the presence of metastable states in the
He-Xe mixture likely contributes to a long plasma lifetime for
signal to be collected.?**°

Fig. 5 displays the optimized spectra measured across
various Xe concentrations for SP and DP LIBS. Spectra are
normalized to their dark count subtracted continuum base-
lines, such that the signal to background ratio (SBR) can be
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Fig.6 Calibration curves constructed for (a) Xe | 823.16 nm line and (b)
Xe Il 441.84 nm spectral line (open markers) and Xe Il spectral line
cluster in the range of 420 nm (closed markers).
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estimated as SBR = H — 1, where H is the peak height. While
signal enhancement is observed in all DP measurements, it is
most significant at low concentrations: the atomic spectral lines
measured at 1 ppm experienced up to a 4-fold increase in peak
intensity while the ionic spectral lines experienced up to a 15-
fold increase. In contrast, spectral lines measured at a 1% Xe
concentration experienced no perceptible change for either
ionization state.

Using the results from Fig. 5, the limit of detection (LOD) is
estimated based on calibration curves. The constructed cali-
bration curves for the SP and DP measurements are shown in
Fig. 6. Each point on the curve represents the integrated peak
area of the spectral feature at the referenced Xe concentration.
Similarly to ref. 3, a deviation from linearity is observed at
higher concentrations that is likely associated with self-
absorption.*! Because of this nonlinearity, linear regressions are
performed only on the data measured below 100 ppm, where
clear linearity is achieved. Using the data from these regres-
sions, LOD is defined based on the 3¢ criterion such that

LOD = 3oyp/k, (3)

where £ is the slope of the calibration curve. Due to limitations
on availability of certified He-Xe mixtures, the LOD value was
extrapolated from measured data. Results from the calculation
are shown in Table 2. The baseline normalized value of o was
found to be approximately constant (0.08 < o < 0.17) in various
measurements, such that the LOD was mainly affected by the
differences in signal intensity. The best results are seen with the
intense Xe II features emitting around 420 nm where a nominal
LOD of 20 £ 21 ppb is calculated.

Finally, we examined the effect of laser polarization on signal
enhancement. Previous femtosecond LIBS studies reported
higher emission intensities with circular laser polarization.
This phenomenon has been attributed to faster plasma expan-
sion and improved laser-analyte coupling.*>** To examine the
effects of circular polarization on the Xe emission in nano-
second LIBS, measurements were performed with a quarter-
waveplate placed before the expansion telescope and
compared to those performed without it; the results are shown
in Fig. 7. Line thickness indicates the magnitude of error bars as
determined by the standard deviations at each spectral
sampling point. Within the region that predominantly contains
ionic spectral lines, the effect of circular polarization is statis-
tically insignificant. However, an average enhancement of 1.2 is
observed for atomic emissions, suggesting there may be a slight

Table 2 Xe limits of detection

Spectral line Modality Limit of detection (ppm)
Xe I 823.16 nm Sp 0.32 £ 0.08
DP 0.15 + 0.04
Xe II cluster at 420 nm Sp 0.17 £ 0.03
DP 0.02 £ 0.02
Xe I 441.84 nm Sp 0.22 £ 0.05
DP 0.09 &+ 0.03
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Fig. 7 Comparison of spectra measured for linearly and circularly
polarized beams for (a) Xe | region and (b) Xe Il region. Spectra are
normalized to their respective baselines. Shaded regions represent the
error bars as determined by the standard deviation of 1000 laser shots.

advantage to the use of circularly polarized beams. As with the
prior femtosecond measurements, further studies are required
to understand the plasma interaction mechanisms sensitive to
polarization.

The enhancement of the Xe signal observed with DP-LIBS
motivates considering DP-LIBS as a diagnostic for fuel clad-
ding failure monitoring in advanced reactors. However, the
determination of LOD using standards of known concentration
is still required to evaluate whether DP-LIBS can achieve suffi-
cient sensitivity for day-to-day monitoring of GCFR coolant
streams. Additionally, previous studies found that several Xe
spectral lines are prone to self-absorption.>® Therefore, it is
recommended to determine the extent to which this is the case
for the spectral lines used in this study and to determine if there
are correction factors that may be applied. Future work will also
explore time-resolved plasma imaging to examine the plasma
morphology throughout its lifetime. The information obtained
will also provide the parameters necessary to model the spectra
from first principles, which can yield valuable information on
the role of self-absorption and other phenomena relevant to the
analytical sensitivity of DP-LIBS.**
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4 Conclusions

We demonstrated that, for 1 ppm Xe, DP-LIBS offers up to 14 x
signal enhancement over traditional LIBS in He at atmospheric
pressure and room temperature. A LOD between 20-170 ppb is
estimated depending on the spectral line used for analysis. We
also propose analytical methods to account for possible sources
of interference such as closely spaced Xe lines or N impurity
features, avoiding the need to use larger spectrographs with
better spectral resolution. Furthermore, we show that using
circularly polarized beams increases the peak area by a factor of
1.2 for atomic spectral lines. The present study is limited by the
range of investigated parameters, and future studies may
benefit from more complex configurations that use orthogonal
laser pulse incidence or different laser pulse wavelengths and
durations. Reliable implementation of LIBS within a GCFR will
also require examination of the impact of pressure and
temperature, operation in a moving gas stream, and the
measurement performance within a chemical matrix that
includes other fission fragments."”
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