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Dynamics of hydrogen shift reactions between
peroxy radicals†

Imon Mandal, a Christopher David Daub, b Rashid Valiev,b Theo Kurtén*b and
R. Benny Gerber *ac

Peroxy radicals are key intermediates in many atmospheric processes. Reactions between such radicals

are of particular interest as they can lead to accretion products capable of participating in new particle

formation (NPF). These reactions proceed through a tetroxide intermediate, which then decomposes to

a complex of two alkoxy radicals and O2, with spin conservation dictating that the complex must be

formed in the triplet state. The alkoxy complex can follow different pathways e.g. hydrogen(H)-shift

reactions, dissociation reactions etc., but the details of the full processes are not yet fully understood.

This paper establishes the microscopic mechanisms of the H-shift and other associated pathways in the

context of a self-reaction between methoxy radicals, with focus on the roles of the singlet and triplet

states involved. Dynamics in time is explored by two methods: the multireference XMS-CASPT2 and very

recently developed mixed reference spin–flip TDDFT (MRSF-TDDFT). The metadynamics method is used

to compute energetics. The XMS-CASPT2 and the MRSF-TDDFT dynamics simulations yield similar

results. This would be very encouraging for future simulations for large radicals, since MRSF-TDDFT

simulations enjoy the advantages of linear response theory. Our calculations demonstrate that the

reaction between methoxy radicals, though initiated on the triplet state, leads to products predominantly

on the singlet surface, following efficient intersystem crossing (ISC). The computed branching ratio

between H-shift and dissociation channels agrees well with experiment.

Introduction

The most abundant atmospheric oxidant biradical, molecular
oxygen, oxidises organic molecules primarily by creating radical
intermediates. Oxidation is first initiated by some reactive
oxidants (e.g. OH radical, O3 etc.) and then oxygen addition
occurs. Organic molecule oxidation is essential to metabolism,
food spoilage,1 production of electricity and transportation
fuel, and for the formation and degradation of atmospheric
pollutants.2 One of the crucial and abundant classes of inter-
mediates during these processes are the organic peroxy radicals
(RO2), which form when a carbon-centered radical (R) com-
bines with molecular oxygen. Their reactions have been studied
across a broad range of chemical fields, including atmospheric
chemistry,3–6 combustion,7 and polymer chemistry.8 Due to
their relative stability, RO2 radicals can accumulate at high

concentrations in the atmosphere and react via various com-
peting degradation and aggregation pathways which play an
essential role in the formation of tropospheric secondary
organic aerosols (SOA).9 These tropospheric aerosols and other
fine particulate matter pose severe respiratory and cardiovascular
health risks in polluted areas as they are the main drivers of air
pollution related mortality.10 Despite the health and climate
impact of secondary organic aerosol (SOA), the gas-phase pro-
cesses involved in the formation of SOA remain incompletely
understood.

In the atmosphere, peroxy radicals can undergo both uni-
and bimolecular reactions, with unimolecular H-shift channels
of complex RO2 gaining recent attention as possible routes to
very highly oxidized, low-volatility products participating in the
formation of aerosol particles.11 Nevertheless, bimolecular
reactions are the main fate of most RO2 in most atmospheric
conditions.3 In polluted conditions, the dominant bimolecular
reactant is nitrogen monoxide (NO), while in cleaner condi-
tions, reactions with hydroperoxy radicals (HO2), OH radicals
and other peroxy radicals can play a role. Peroxy radical self-and
cross-reactions (RO2 + R 0O2), while relatively minor overall
sinks for RO2, are intriguing especially for aerosol chemistry,
as they are one of the very few gas-phase processes potentially
leading to accretion products– compounds with more carbon
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atoms than in the original precursor molecules (e.g. hydro-
carbons).

Despite numerous experimental and computational studies,
many details about RO2 + R0O2 reactions are still poorly under-
stood. There exists a general consensus that the reaction proceeds
through a singlet tetroxide (RO4R0) intermediate,12–18 which has
also been observed experimentally in a IR matrix study.19 Compu-
tational studies by us and others suggest12,13,16,17 that this tetr-
oxide inevitably decomposes into a complex of two alkoxy radicals
and molecular oxygen. For the formation of the tetroxide, or the
overall reaction from RO2 + R0O2 to (RO� � � R0O) + O2, to be
thermodynamically possible, the O2 must be formed in its triplet
ground state.12 Spin conservation thus requires that the two
doublet alkoxy radicals must also be coupled as a triplet. Model-
ling of the tetroxide decomposition reaction is extremely challen-
ging due to the presence of four unpaired electrons coupled as an
overall open-shell singlet.16 An accurate description of open-shell
singlet states requires the use of expensive and nontrivial multi-
reference methods.20 As the O2 becomes irrelevant for subsequent
reactions after dissociating from the (RO� � �R0O) + O2 complex,
most of our work on RO2 + R0O2 reaction channels has focused on
the remaining 3(RO� � �R0O) complex.13,21 We note, however, that
recent experiments suggest that for some systems, RO� � �O2

reactions may also be important.22

For simple peroxy radicals, the 3(RO� � �R0O) complex has three
reaction channels available. First, the alkoxy radicals may simply
dissociate, leading to the ‘radical’ or ‘dissociation’ channel gen-
erating RO + R0O radicals. Second, if at least one of the two alkoxy
radicals is primary or secondary, a H-shift may happen, leading to
the ‘molecular’ channel (yielding RCQO and R0OH products).
Third, an intersystem crossing (ISC) to a singlet state may occur,
allowing subsequent recombination to a peroxide (ROOR0) accre-
tion product. For more complex RO2, unimolecular in-complex
alkoxy radical reactions open up even more pathways, including
recombination to ether or ester type accretion products.23 From an
aerosol formation perspective, the most interesting RO2 + R0O2

products are those containing more than about 15 carbon atoms
(as well as multiple oxygen-containing functional groups), as this
has been shown to be the threshold for efficient participation in
new-particle formation.24 However, due to the computational
expense of modelling such large systems, much of the modelling
work by us and others has focused on smaller model systems,
especially the simplest possible case of CH3O2 + CH3O2. For
this system, experiments3,25,26 indicate a room-temperature
branching ratio of 63–65% for the molecular channel CH3OH +
HCHO, and 35–37% for the radical channel CH3O + CH3O, with
the CH3OOCH3 peroxide dimer possibly present in trace
amounts,25,27 but never confirmed in further studies.3 However,
a dimer yield of 10 � 5% has recently been reported for the self-
reaction of ethyl peroxy radicals (CH3CH2OO).15

On the computational side, the trajectory model by Franzon
predicted,28 based on the oB97xD/jul-cc-pVTZ binding energy, a
rate coefficient of 7.56 � 1010 s�1 for the dissociation of
3(CH3O� � �CH3O) into CH3O + CH3O at 298 K. Hasan et al. also
reported21 rate coefficients for the dissociation and the H-shift
on the triplet surface, with a similar quantum chemical

method, as 6.21 � 1013 s�1 and 5.42 � 108 s�1, respectively,
when using elementary transition state theory for the rate
calculation (test calculations using variational transition state
theory but a lower-level quantum chemical method suggest that
variational effects likely lower the rate by at most a factor of 3,
while tunneling effects are unlikely to be important due to the
relatively low barrier). However, the former number is likely
unreliable due to the failure of the detailed balance approxi-
mation for this system, as discussed by Franzon.28 Regardless
of which theory-derived dissociation rate coefficient we pick,
these numbers are in seeming contradiction with the experi-
ments, as they suggest that the relative branching ratios of the
radical and molecular channels should be at least 99 : 1, rather
than the experimentally observed B35 : 65. Furthermore, the
ISC rate coefficients computed for the 3(CH3O� � �CH3O) system
by Valiev et al.13 from the ground triplet state (T1) to the
first four excited singlet states (S1–S4) are in the range of 108–
1013 s�1, while internal conversion (IC) rate coefficients from
the excited singlet states to S1 are 1012–1014 s�1, suggesting that
ISC to the singlet surface should out-compete all triplet-surface
reactions by orders of magnitude or occur at least at similar
rates. If recombination to the peroxide dimer were the sole fate
of the 1(CH3O� � �CH3O) system after the ISC, one dominant
product should thus actually be CH3OOCH3 – which has not
been experimentally reported at all. Overall, this suggests that a
more detailed investigation of the dynamics of the (CH3O� � �-
CH3O) system on both the triplet and singlet surfaces is
required to understand the observed product branching ratios,
as well as the seeming discrepancy between computational and
experimental results.

Until now, computational studies13,21 have investigated the
energetics of the possible reaction channels, calculating quantities
such as activation energies (barrier heights) based on energy
differences between various minima and transition states (saddle
points) and rates associated with these pathways. However, to the
best of our knowledge, the dynamics of the (CH3O� � �CH3O)
intermediates formed in methyl peroxy radical self-reactions have
not been directly explored previously. The interaction and involve-
ment of two CH3O radicals in an open-shell system necessitates
the use of computationally expensive multi-reference methods,
making the simulation of long trajectories in sufficient number to
achieve statistical significance prohibitively time-consuming (this
becomes even more daunting for larger peroxy systems).

In this study, we use three different methods to investigate
the fate of the weakly bound (CH3O� � �CH3O) complexes by
simulating molecular dynamics (MD) trajectories on triplet and
singlet surfaces. First, we show that multi-reference trajectories
using extended multi-state complete active space perturbation
theory at the second order (XMS-CASPT2) in the triplet state do
not lead to H-shifts. However, similar trajectories initiated in the
singlet state corroborate the branching ratio obtained in
experiments.3,25 We also employ the MRSF-TDDFT method,
which can generate multi-configurational singlet and triplet
states in a single calculation. This methodology does not require
any prior knowledge of the reaction as it does not require the
definition of a fixed active space as in the above-mentioned
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multireference methods. While the focus of the present paper is
on methoxy radical self-reactions, we note that this methodology
would be even more beneficial for large polyatomic radicals.
Then, to sample the complete free energy surface, metadynamics
simulations have been performed, using multi-reference CASSCF
to calculate energies and gradients on the singlet surface, and
single-reference DFT on the triplet surface.

The outline of the paper is as follows: in the Computational
methods section, we discuss in detail and separately the three
methods that we employed for MD simulations. The Results
and discussion section details the similarities and differences
between the different simulations. Finally, in the Conclusions
section, we compare our findings resulting from the different
methodologies, and present some new insights into the
dynamics of the peroxy radical reactions.

Computational methods
XMS-CASPT2 simulations

The adiabatic ab initio molecular dynamic simulations were
performed using Newton-X29 and BAGEL software.30 The energy
gradients in both triplet and singlet electronic states were calcu-
lated using XMS-CASPT231 and the tzvpp basis set in BAGEL. Then
these were used in the integration of Newton’s equations using the
Newton-X software. We considered 6 electrons in 4 molecular
orbitals (MOs) for both the electronic states. The selected 4 MOs
are lone-pairs, mainly located only on the oxygen atoms with the
main contribution from 2p-AO (atomic orbitals) of O atoms. Their
energies are almost quasi-degenerate. The active MOs are shown
in Fig. S1 (ESI†). The initial geometries for the dynamical simula-
tions were obtained based on the optimized ground triplet electro-
nic state at the XMS-CASPT2(6e,4o) level. Then, starting geometries
were obtained from this using the Wigner distribution (WD) at
100 K based on the Hessian calculation of harmonic oscillators,
whereas the initial velocities were generated using the Maxwell–
Boltzmann distribution (MBD) at 300 K. We used a lower tem-
perature than 300 K for the geometry because the vibrational
amplitudes in the WD sampling are much larger than in the MBD
sampling, likely due to errors in treating low-amplitude motions as
harmonic oscillators.29 The initial velocities correspond to initial
kinetic energies of 7–9 kcal mol�1, which roughly agrees with the
average kinetic energy of this system at 300 K.

10 trajectories were run for 200 fs using a 0.5 fs timestep for
integration at constant energy (NVE ensemble) on the triplet
surface, but no reactions were observed. Therefore, we performed
additional simulations on the singlet surface. Based on the very
rapid spin–flip rates computed in our previous study, we used the
same geometry (the optimized triplet geometry) as the starting
point,13 and generated 100 initial geometries and velocities using
the same method we used for the triplet state. Finally, trajectories
were simulated from each of the 100 different initial configura-
tions with constant energy (NVE ensemble) using 0.5 fs timestep
for integration up to a maximum of 400 fs. However, the active
space became unstable after the H-shift occurred, leading to an
early termination of these MD simulations in many cases.

MRSF-TDDFT calculations

One of the most difficult challenges in electronic structure
theory is to develop a cost-effective method that has a balanced
description of dynamical and non-dynamical (static) correlation
effects. While single-reference density functional theory (DFT)
has been highly successful and widely used, it struggles with
open-shell cases. Multi-reference theories (e.g. CASSCF) on the
other hand, can accurately account for non-dynamical correla-
tion, and are thus essential for electronically degenerate situa-
tions commonly arising in open-shell species. However, the
absence of dynamical correlations in these theories requires
supplementary calculations, e.g. perturbation methods (such as
the above mentioned XMS-CASPT2, MR-MP232 etc.) or configu-
ration interaction methods, making these impractical for large
systems or time-consuming tasks.

In general, single-reference time-dependent density functional
theory (TDDFT) with linear response is the most practical and
popular methodology for studying excited states. Some of its
limitations, including the poor description of multi-reference
electronic states, can be addressed by the spin–flip (SF)-
TDDFT.33 SF-TDDFT uses an open-shell high-spin triplet refer-
ence (Ms = +1,|aai) as reference to generate the singlet states and
(Ms = 0) triplet states as one of its response states as well as
various configurations including important doubly excited ones,
but suffers spin contamination due to missing configurations.
Introduction of a second reference (Ms = �1,|bbi) provides an
alternative way of expanding the response space by generating a
new mixed reference state that has an equi-ensemble density of
the Ms = +1 and Ms = �1 components of a triplet state:34

rMR
0 xð Þ ¼ 1

2
rMs¼þ1
0 xð Þ þ rMs¼�1

0 xð Þ
� �

(1)

The two references are transformed to a single hypothetical
reference by the two spinor-like open-shell orbitals whose one-
particle reduced density matrix (RDM) satisfies the idempotent
condition. Finally, application of linear response on the mixed
hypothetical reference yields a mixed reference spin–flip (MRSF)-
TDDFT.35,36 MRSF-TDDFT provides a method of generating the
multi-configurational singlet and triplet states attempting to bal-
ance the dynamical and non-dynamical electron correlations
simultaneously. This multistate method (i.e., yielding results for
several states in one computation) does not require an active-space
selection, and thus can be used without prior knowledge of the
reaction. Moreover, MRSF-TDDFT not only mitigates the problem
of spin contamination in SF-TDDFT but also simplifies the
identification of the spin states, as here the singlet and triplet
response states are generated by different response equations.
This method naturally combines the advantage of multi-reference
features (strong correlation) without complex and expensive multi-
reference orbital optimization while retaining the practicality of
linear response theory. Semi-emperical multirefernce methods are
also available with lower computational cost but they are less
trusted due to their emperical nature of the potential.37,38

The ab initio molecular dynamic simulations using MRSF-
TDDFT on the ground triplet state and the first singlet state
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were performed in GAMESS(US)39,40 using BHHLYP/6-31G(d)
functional/basis set. MRSF-TDDFT adopts a collinear (one-
component) formalism, therefore the configurations obtained
by different SF transitions couple only via the exact exchange.
Thus, we use the BHHLYP functional which has 50% exact
exchange. The simulation integration timestep was always
0.5 fs initiated with different velocities from MBD with initial
kinetic energy 7–9 kcal mol�1 changing the BATHT parameter.
In these constant energy simulations, to avoid complete dis-
sociation of the (CH3O� � �CH3O) complex, we applied harmonic
restraining potentials (force constant 100 kcal mol�1 Å�2) with
a reference distance between carbon atoms in the two methyl
fragments of 0.25 nm. Since this density based method with
insufficient correlation description does not produce suffi-
ciently attractive potential between the dissociated fragments,
to obtain the reacting conformations for hydrogen shift reac-
tions the restraining potential is necessary. In contrast, for
XMS-CASPT2 trajectories incorporating better dynamical corre-
lations from wave function based first-principles method, the
potential energy surfaces are described more accurately, avoid-
ing dissociation in all instances. These 10 (5 each), maximum 2
ps long constant energy simulations were started from the
weakly bound (CH3O� � �CH3O) geometries optimized in singlet
and triplet states. Another 5 simulations were initiated from an
initial geometry of (CH3O� � �CH3O) where the distance between
the oxygen atoms was 2.35 Å. In total, 30 simulations were
performed on the singlet and triplet surfaces, 15 simulations
on each surface. The limited sampling of the initial geometries
and small number of trajectories are sufficient to demonstrate
comparison of the potentials with XMS-CASPT2 leading to
products in singlet and triplet states. The 2 ps timescales of
the simulations are also enough to capture all hydrogen shift
events. After the H-shift process, SCF convergence failure occurs
in some trajectories, leading to an early termination of these
MD simulations. The high spin triplet state with restricted open
shell Kohn–Sham determinant was always taken as the
reference state.

Metadynamics simulations

The presence of high barriers can pose a challenge for exploring
the dynamics of chemical reactions using ab initio methods. To
supplement the constant energy trajectories, we have used well-
tempered metadynamics.41–43 This method entails the modifi-
cation of the interatomic potential energy U0(r) by the addition
of a bias potential V(s,t) dependent on one or more collective
variables s(r) = (s1,s2,. . .sn). The bias potential gradually intro-
duces repulsive Gaussians along the collective variable(s) coor-
dinates as a function of time. The form of the bias potential is

V s; tð Þ ¼
Xt 0o t

t 0¼tG;t2G...

W exp �
Xns
i¼1

si � s0i
� �2

2si2

 !
(2)

where tG is the time interval for introduction of each Gaussian,
si and s0i are the current and previous values of si when
Gaussians were deposited, si is the width of the Gaussians in
each si, and W is the height of the Gaussians. In contrast to

standard metadynamics, in well-tempered metadynamics W is
history dependent as well,

W ¼W t 0ð Þ ¼W0 exp �V s0; t 0ð Þ
kBDT

� �
(3)

Here DT is a bias temperature which is typically a few times
larger than the system temperature T, or alternately, different
by a bias factor g = (T + DT)/T4.44 As the simulation proceeds,
the height lowers from the initial value W0. The reduction in the
height of the Gaussians with increasing time guards against
overestimation of the free energy during long metadynamics
simulations.

The collective variables s = (s1,s2,. . .sn) chosen must allow the
simulation to be biased effectively in order to explore all of the
relevant phase space.45 One limitation is that the variables
must be continuous and differentiable. To distinguish bond-
making and -breaking events, collective variables of the form

s ¼
Xni
i¼1

Xnj
j¼1

1� rij

r0

� �n

1� rij

r0

� �m (4)

where rij is the distance between two atoms i and j involved in
the reaction process can be used. The parameter r0 is chosen to
distinguish between the bound and unbound states, and the
exponents n and m determine the sharpness of the change of
the function from 1 for rij { r0 down to 0 for rij c r0.

In this study, we use only two collective variables. The first,
s1, determines if there is a bond between the two radical oxygen
atoms in the two methoxy radicals to form a CH3OOCH3

peroxide dimer

s1 ¼
1� rO1O2

r0

� �n

1� rO1O2

r0

� �m (5)

The second variable s2 determines if a H-shift has occurred
to form a CH3OH + HCHO closed shell system

s2 ¼
X2
i¼1

X6
j¼1

1�
rOiHj

r0

� �n

1�
rOiHj

r0

� �m (6)

The sums include both of the oxygens, as well as all of the
methyl hydrogens, in both of the initial methoxy radicals.

In Table 1 we list all of the parameters used in the metady-
namics simulations. The results are described in the following
subsections.

In this part of the work we used ORCA version 5.0.3 to
compute the potential energies and the gradients.46 For propa-
gating the trajectories using metadynamics, we used the ABIN
code47 along with PLUMED version 2.7.2.48 The simulation
timestep was always 0.48 fs = 20 a.u. and the system tempera-
ture T = 300 K.

Although ordinarily simulations of an isolated gas-phase sys-
tem would suggest constant energy simulations,49 metadynamics
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requires the use of a thermostat to prevent the temperature
from rising when the bias is applied. Here we used a Nosé–
Hoover chain thermostat with 4 chains and a relaxation time of
0.25 ps for the singlet surface and 0.1 ps for the triplet surface.
One final complication is that in a long simulation, the weakly
bound (CH3O� � �CH3O) complex may dissociate, and thus any
reactions would not be observed. To prevent this, we applied a
harmonic restraining potential with a force constant of
239.0 kcal mol�1 nm�2 when rO1O2

4 0:50 nm (triplet), and
478.0 kcal mol�1 nm�2 when rO1O2

4 0:75 nm (singlet). We
generated a single trajectory on both triplet and singlet surfaces.
The simulation on the triplet surface started from the weakly
bound (CH3O� � �CH3O) complex and the simulation on the
singlet surface started from the dimethyl peroxide (CH3OOCH3)
(the reason for this choice is provided in the Results and
discussions section).

Results and discussions
XMS-CASPT2 trajectories show H-shift occurring on the singlet
surface

The MD simulations on the triplet surface indicate that the
system remain totally unreactive, as the distance between the
two carbon atoms of the two methoxy fragments does not
increase from the starting value. However, this lack of reaction
might be due to the relatively high activation barrier of the
H-shift, which was calculated with DFT methods to be
6.75 kcal mol�1 on the triplet state.21 Therefore, we simulated
trajectories on the singlet surface. The MD trajectories on the
singlet surface reveal that among 100 trajectories, 65 trajec-
tories result in the H-shift reaction, 19 in the dissociation of
two CH3O radicals, while 16 remain bound in the complex, but
unreactive. The calculated branching ratio of H-shift to dis-
sociation is thus 77% to 23%, which matches the experimental

65% and 35% branching ratio trend reasonably well.3,25 The
average time of reaction for the H-shift is 133.56 � 36.67 fs. The
potential energy difference between 1(CH3O� � �CH3O) and
1(CH3OH� � �CH2O) is high (450 kcal mol�1). Therefore, when
the reaction takes place during a trajectory, the kinetic energy
increases, and the potential energy drops by the same amount
(Fig. S2, ESI†). The error in total energy is a few kcal mol�1 during
this simulation, primarily due to the numerical error from the
Velocity Verlet algorithm. During dissociation, this huge jump is
not observed (Fig. S2, ESI†). However, no CH3OOCH3 peroxide
dimer formation is observed, consistent with experiments.
Fig. 1(a) shows the bond length between the oxygen atom (O)
and the hydrogen atom (H) which shifts from one CH3O radical
to the other during one representative trajectory. The continuous
increase in the carbon–carbon (C–C) bond length during the
dissociation process is shown in Fig. 1(b) for one representative
simulation. Thus, multireference XMS-CASPT2 reveals that H-
shift of (CH3O� � �CH3O) complexes occurs rapidly on the singlet
surface after the (equally rapid) ISC process of 3(CH3O� � �CH3O).

MRSF-TDDFT trajectories also reveal H-shift occurrence on the
singlet surface

Similar to the above mentioned XMS-CASPT2 simulations, the
MRSF-TDDFT trajectories on the triplet surface also remain
totally unreactive. Thus, we performed singlet surface trajec-
tories. Since our previous XMS-CASPT2 simulations on singlet
surface require prior knowledge about the product to choose
the active space, here we have used MRSF-TDDFT dynamics
trajectory calculation, which does not require active space
selection. Among 15 trajectories initiated from three different
structures and five different velocities on singlet surface, all
show a H-shift reaction. Due to the harmonic restraining
potentials applied on the two carbons of the (CH3O� � �CH3O)
complex preventing the fragments from separating too far apart

Table 1 Metadynamics and collective variable parameters used

s1: n, m r0 (nm) s2: n, m r0 (nm) tG (fs) W0 (kcal mol�1) g s1 s2

Singlet 6, 12, 0.25 8,16, 0.15 12 0.717 40 0.060 0.030
Triplet 8,16, 0.14 24 0.239 25 0.015

Fig. 1 Time evaluation of O–H (a) and C–C (b) bond lengths along two representative trajectories where H-shift and dissociation occurs on the singlet
surface. The starting and ending geometries of the (CH3O� � �CH3O) complexes and the colour coded bond lengths are shown in the inset.
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from each other, there is a limitation on simulating the
dissociation channel, and we can thus not compute branching
ratios between the H-shift and dissociation as we did for the
XMS-CASPT2 trajectories. Here, the H-shift takes place with a
range of total trajectory time from 100 to 800 fs (except for one
trajectory where transient CH3OOCH3 peroxide dimer for-
mation takes place, as discussed in the next paragraph).

In the (CH3O� � �CH3O) system, there are 6 possible O–H pairs
which can show an intermolecular hydrogen shift between the
radicals. Fig. 2 shows the O–H distance for the O–H pair where
this H-shift occurs for two representative trajectories initiated
from two different sets of structures. Fig. 2(a) depicts the bond
lengths initiated from a structure where two O atoms are furthest
away, and Fig. 2(b) starts from a structure where two O atoms are
very close. The timescales of the H-shift, as indicated by the O–H
bond reaching the average value B1 Å, do not depend on the
starting structure. A concomitant drop in the potential energy
and rise of the kinetic energy have been observed during the H-
shift, similar to what was obtained with XMS-CASPT2 simulations
(Fig. S2 and S3, ESI†). We also analysed O–O distances to
investigate any indication of CH3OOCH3 peroxide dimer for-
mation. In Fig. 2(a), transient CH3OOCH3 peroxide dimer for-
mation is observed for a few fs (black circle), but the peroxide
dissociates immediately, and the system then undergoes the H-
shift after 1.4 ps. These changes are corroborated with the
changes in the potential and kinetic energies in Fig. S3a and c
(ESI†). Due to the very few degrees of freedom in the (CH3O� � �-
CH3O) system, the energy released in the peroxide formation is
not properly distributed, and the system reverts back to disso-
ciated state. Thus, for larger alkoxy radical systems, more per-
oxide dimer formation is expected, as also observed in
experiments.15,22,23 No other trajectories indicate CH3OOCH3

peroxide dimer formation with MRSF-TDDFT simulations, con-
sistent with experimental detection3,25 and the multi-reference
calculations described in the previous section. Thus, MRSF-
TDDFT trajectories also reveal that H-shift of (CH3O� � �CH3O)

complexes occurs on the singlet surface after the ISC process
from 3(CH3O� � �CH3O), consistent with our previous multi-
reference XMS-CASPT2 simulations.

Metadynamics on triplet and singlet surfaces

Triplet surface. Since each methoxy radical is an open-shell
doublet, they can couple as a single-reference21 triplet. In fact,
attempting to treat this case using multi-reference methods can
lead to problems with SCF convergence, making the generation
of long MD trajectories difficult. Instead, we have had more
success simply treating the triplet with single-reference DFT. We
used the oB97x DFT method including Grimme’s D3 dispersion
correction with the aug-cc-pVQZ basis set. The initial configu-
ration for the metadynamics trajectory on the triplet surface was
the optimized complex of (CH3O� � �CH3O). Since the CH3OOCH3

peroxide is known to be unstable on the triplet state, we have
only used biasing along the s2 collective variable to observe the
H-shift reaction. Fig. 3(a) shows the progress of s2 and the O–H
bond length (one among six possible O–H pairs where the
H-shift could occur) as the simulation proceeds. We can see that
at approximately 12.5 ps, the system undergoes a H-shift to form
CH3OH + HCHO. Fig. 3(b) shows the free energy surface as a
function of the s2 collective variable. Based on this, we calculate
the free energy barrier from (CH3O� � �CH3O) to form CH3OH +
HCHO via a H-shift to be approximately 12 kcal mol�1. This is
somewhat higher than the energy barrier of 6.75 kcal mol�1

without zero-point corrections obtained previously by very similar
DFT methods based on static calculations.21 We note that some of
our metadynamics parameters were quite aggressive, in order to
force the system to cross the barrier in a relatively short time. This
may lead to overestimation of the barrier height.

Singlet surface

As the XMS-CASPT2 simulations did not reveal peroxy dimer
formation (as expected after ISC process), next we perform
metadynamics to explore the complete free energy surface on

Fig. 2 Time evaluation of O–H and O–O bond lengths along two representative trajectories initiated from two different starting geometries where
H-shift occurs on the singlet surface. Snapshots from the trajectories with mentioned time are provided in the last row.
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the singlet state. We have already discussed above in the
Introduction that describing the reactions of a 1(CH3O� � �CH3O)
system on the singlet surface, including formation of the
peroxide bond and H-shift reactions, requires the use of
multi-reference methods. Therefore, we have used CASSCF with
an active space of 6 electrons in 6 orbitals and a cc-pVDZ basis
set (Fig. S4, ESI†). A larger active space was chosen than the
above XMS-CASPT2 calculations to account for more extensive
electronic correlation within the active space with the lower

level CASSCF method. The initial configuration was the
CH3OOCH3 peroxide dimer, optimized at the same level of
theory. This simulation will help us understand the fate of the
CH3OOCH3 dimer, whether it remains stable or converts to
other products. In Fig. 4 we show the evolution of the collective
variables s1 and s2 defined above and the length of the O–H
bond that forms during the simulation. It can be seen that the
metadynamics bias readily leads the system to decompose into
a complex of two methoxy radicals after a few ps. The peroxide

Fig. 3 (a) Time evaluation of collective variable (s2) and O–H bond lengths (one among six where H-shift occurs from one CH3O radical to other) along
the metadynamics trajectory on the triplet surface. (b) Free energy surface computed by metadynamics simulation on the triplet surface, biasing the s2

collective variable. The total length of the trajectory was 14 ps. The geometries of both minima of the (CH3O� � �CH3O) system are shown in the inset.

Fig. 4 (a) and (b) Time evaluation of collective variables (s1 and s2) and O–H bond lengths (one among six where H-shift occurs from one CH3O radical
to other) along the metadynamics trajectory on the singlet surface. (c) Free energy surface as a function of s1 and s2 over the course of metadynamics
simulations on the singlet surface. The total length of the trajectory was 148 ps. All the geometries of all three minimas of the (CH3O� � �CH3O) complexes
are shown in the inset.
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reforms and decomposes a few times (s1 evaluation in Fig. 4(a)),
before finally overcoming the barrier for the H-shift, indicated
by the sudden increase of s2 to a value greater than 1 (Fig. 4(b)).
After 40 ps, continued simulation does not lead to any further
reactions, owing to the very deep energy minimum of the
closed–shell CH3OH + HCHO system. The free energy surface
obtained by the metadynamics simulation is shown in Fig. 4(c).
It is known that, for CASSCF level of theory, use of an active
space including only the electrons and orbitals of the oxygen
atoms is sufficient to qualitatively describe the CH3OOCH3

system energetics.16,50 Our metadynamics simulation indicates
that the free energy barrier for breaking the peroxide bond is
approximately 25 kcal mol�1 (from CH3OOCH3 peroxide dimer
minima to dissociated minima through the highest energy of
�15 kcal mol�1). This calculated value is somewhat below the
bond dissociation energy of B40 kcal mol�1 for CH3OOCH3,
however some of this difference is due to an entropy boost
associated with making two molecules from one.51 However, the
energy barrier to form CH3OOCH3 from the dissociated form is
5 kcal mol�1. Fig. 4(c) also shows that the barrier for the hydrogen
shift is around 10–15 kcal mol�1 (from any dissociated configu-
ration of (CH3O� � �CH3O) with s1 o 0.6 to H-shifted product
CH3OH + HCHO assuming the maximum energy of 0 kcal mol�1),
which is mostly an overestimation of the reaction barriers due to
the CASSCF level of theory or overestimation of dissociated CH3O
radicals minima as discussed below. Overall, the main result of the
metadynamics calculations is that on the singlet surface of
(CH3O� � �CH3O) a minimum exists at the CH3OOCH3 peroxide
dimer, but during the course of time the system moves to the more
stable minimum of CH3OH + HCHO. Another minimum also
appears with dissociated CH3O radicals on the free energy surface.
However, this minimum is likely to be overestimated due to the
over-sampling of configurations with dissociated radicals, com-
bined with the insensitivity of s1 (eqn (5)) when the radicals are far
apart. On the triplet state only metadynamics is able to overcome
the energetic barrier to show the hydrogen shift reaction, corro-
borating the static DFT calculations.21

Conclusions

All three methods used in the dynamical simulations of the weakly
bound (CH3O� � �CH3O) complexes reveal that H-shift occurs from
one CH3O radical to the other radical on the singlet surface. Multi-
reference XMS-CASPT2 constant energy trajectories indicate that
the branching ratio of the H-shift (forming CH3OH + HCHO) to the
dissociation to 2 CH3O radicals is close to the experimental value
of 65 : 35.3,25 The mixed reference SF-TDDFT method, capable of
generating multi-configurational singlet and triplet states in one
computation, also reveals that the H-shift reaction takes place only
on the singlet surface. The triplet surface remains unreactive in
both these methods. None of these simulations show any stable
CH3OOCH3 peroxide dimer formation on the singlet surface,
which also corroborates with experimental results.3

The MRSF-TDDFT methodology, unlike the previously men-
tioned multi-reference methods, requires no prior knowledge of

the reaction, since no selection of an active space is needed.
Although this manuscript focuses on methoxy radical self-
reactions, this approach would be more advantageous for study-
ing large polyatomic radicals where few prior experimental or
theoretical results may exist.

Metadynamics results explore the whole free energy surface
of the (CH3O� � �CH3O) system, indicating that it includes not only H-
shift and dissociation products but also the CH3OOCH3 peroxide
dimer as stable minima. When the dynamical simulation is
initiated from the CH3OOCH3 dimer, eventually it converts to the
H-shifted product, and never reverts back, as this is by far the most
stable minimum. On the triplet surface, only the metadynamics
simulation was able to overcome the potential barrier to show the
occurrence of the H-shift reaction. Thus, if the H-shift reaction has
to occur on the triplet surface, it would be less feasible (or at least
slower) than on the singlet surface. However, for larger peroxy
systems, H-shifts from (RO� � �RO) (R = larger than CH3) complexes
on the triplet surface could have much lower barriers, and thus be
competitive. Moreover, formation of peroxy dimers (ROOR) is
known to occur experimentally for large enough R. This may be
due to interactions between other parts of the large R group,15,22,23

which could enhance the peroxide formation. In some important
ways, therefore, the simple methoxy system is unfortunately not a
representative model of the larger peroxy systems, and distribution
of products between alcohol + aldehyde, peroxide dimer and
dissociated radicals (as well as further reaction channels) is likely
to be strongly system specific.

In summary, our study including dynamical simulations with
different methods demonstrates two main conclusions, a chemical
one and another computational one. Chemically, H-shift and other
associated reactions from the weakly bound (CH3O� � �CH3O)
complex takes place on the singlet surface, following very efficient
ISC from the initial triplet. This removes the previously observed
discrepancy between the rates calculated based on the triplet states
for the H-shift and dissociation and the experimentally observed
branching ratio. Computationally, the close agreement in the
dynamical simulations between those performed with computa-
tionally expensive and time-consuming multi-reference XMS-
CASPT2 and more cost-effective MRSF-TDDFT should prove very
useful for future studies of reactions between larger peroxy radi-
cals. This conclusion may have important implications also for
reactions between atmospheric radicals of other types.
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