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The expertise accumulated in deep neural network-based structure prediction has been widely transferred
to the field of protein—ligand binding pose prediction, thus leading to the emergence of a variety of deep
learning-guided docking models for predicting protein—ligand binding poses without relying on heavy
sampling. However, their prediction accuracy and applicability are still far from satisfactory, partially due
to the lack of protein—ligand binding complex data. To this end, we create a large-scale complex dataset
containing ~9 M protein-ligand docking complexes for pre-training, and propose CarsiDock, the first
deep learning-guided docking approach that leverages pre-training of millions of predicted protein—
ligand complexes. CarsiDock contains two main stages, i.e., a deep learning model for the prediction of
protein—ligand atomic distance matrices, and a translation, rotation and torsion-guided geometry
optimization procedure to reconstruct the matrices into a credible binding pose. The pre-training and
multiple innovative architectural designs facilitate the dramatically improved docking accuracy of our

approach over the baselines in terms of multiple docking scenarios, thereby contributing to its
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Accepted 18th December 2023 outstanding early recognition performance in several retrospective virtual screening campaigns. Further

explorations demonstrate that CarsiDock can not only guarantee the topological reliability of the binding
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Introduction

Accurate characterization of the protein-ligand recognition
process is of central importance for the understanding of
various biological processes, e.g., enzyme catalysis, signaling
transduction and drug binding. Experimental techniques, such
as X-ray diffraction,’ nuclear magnetic resonance (NMR) crys-
tallography” and cryogenic electron microscopy (cryo-EM),* can
be used to decode the structure information of protein-ligand
interactions, but they usually suffer from high cost and poor
accessibility. As an alternative to experimental measurement,
computational docking approaches, e.g., DOCK,** AutoDock,*
AutoDock Vina,”® GOLD® and Glide,'>** have been successively
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poses but also successfully reproduce the crucial interactions in crystalized structures, highlighting its

developed and contribute enormously to structure-based drug
design.*>**

A typical molecular docking protocol generally consists of
two major stages, i.e., sampling and scoring. The former aims to
sample as many binding poses of a molecule as possible in the
desired binding pocket, and the latter tends to assess the
binding strength of each pose using a predefined scoring
function (SF). To reduce the searching space, many heuristic
algorithms have been employed for pose sampling, e.g., genetic
algorithms used by AutoDock and GOLD and the ant colony
algorithm used by PLANTS.™ Another remarkable advance
worth mentioning is the introduction of graphics processing
units (GPU) into docking calculation for acceleration, repre-
sented by AutoDock-GPU™ and Vina-GPU." However, though
the searching efficiency has been dramatically enhanced, their
accuracy is still limited due to the difficulty of complete
convergence in limited searching steps. On the other hand, the
SFs employed in traditional docking programs are primarily
physics-based or empirical approaches, which assume an
additive formulated hypothesis to describe the relationships
between binding affinities and various interaction features such
as van der Waals interactions and electrostatic interactions. The
binding affinities given by these SFs in many cases cannot well
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rank the binding poses, suggesting that their reliability still
needs improvement.'”*®

The rapid development of machine learning (ML) and arti-
ficial intelligence (AI) in the past few years has brought in
several promising directions in the molecular docking field.
One of the most pioneering outcomes is ML-based SFs (MLSFs),
which rely on the powerful non-linear fitting capability of Al
algorithms to capture the intrinsic interactions between ligands
and their targets."** This type of approach could achieve
remarkably superior performance compared to classical
methods on several retrospective benchmarks, but most of
them are just tailored for rescoring, implying that traditional
docking programs are still needed to generate the binding poses
in advance. Two exceptions are Gnina** and DeepDock,** which
have embedded MLSFs with traditional heuristic algorithms as
an integrated protocol for both sampling and scoring; however,
they may be still faced with the limitations mentioned above.
Another hot direction is ML-based docking score predictors,
which are trained on a subset of a compound library and then
employed to predict the docking scores for the remaining
library members.>*?” This strategy could significantly improve
the screening efficiency for ultra-large chemical libraries, but
from another point of view, their prediction accuracy can never
exceed the ones without the use of ML.

Thanks to the revolutionary progress achieved by AlphaFold2
(ref. 2®) for structural biology, a series of deep learning (DL)-
guided docking models for predicting protein-ligand binding
poses without depending on heavy sampling have been
successively proposed.***® Among them, EquiBind* is a pioneer
method, which relies on an attention-based key-point align-
ment mechanism to directly predict the coordinates of the
binding poses. Successive attempts include TankBind,*
E3Bind** and DiffDock.*> These models could generally
outperform traditional methods in the scenario of blind dock-
ing, where the binding pocket of the target is unknown, but
considering that almost all the classical baseline docking
programs are not designed for this scenario, the comparison is
apparently unfair. In contrast, the scenarios with known
binding sites shall be more common in real-world applications,
and even if the pockets are unknown, they can also be easily
detected by some external pocket predictors such as FPocket®”
and P2Rank.*® Of course, there are also a few pocket-centralized
models reported very recently, such as MedusaGraph,* Lig-
Pose,** EDM-Dock?®* and Uni-Mol.** MedusaGraph is more like
a binding pose optimization model, which feeds the docking
poses as inputs and then leverages graph neural networks
(GNNs) to optimize the poses. LigPose relies on equivariant
graph neural network (EGNN) to directly update the coordinates
of the ligand, while EDM-Dock first converts the binding pose
into an intermolecular Euclidean distance matrix and then
reconstructs the distance map of the ligand pose. These models
have achieved substantial improvements compared with tradi-
tional approaches, but they just utilize the limited crystalized
complex structures for model training. Uni-Mol is a universal
molecular representation learning framework and one of its
downstream tasks is to predict protein-ligand binding poses. It
creatively introduces two large-scale pre-training models for the
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independent representation learning of ligands and protein
pockets, but this setting inevitably ignores the potential inter-
molecular relationships in a bound state.

In this study, we propose CarsiDock, to the best of our
knowledge, the first DL-guided docking approach that leverages
large-scale pre-training of millions of docking complexes for
protein-ligand binding pose generation. CarsiDock consists of
two major steps, i.e., using a DL model to predict the protein-
ligand atomic distance matrices and obtain a distance-aware
mixture density model critical for binding pose ranking, and
then reconstructing the final binding pose from the predicted
distance map by updating the translations, rotations and
torsion angles of the initial binding poses with the hierarchical
guidance of three elaborately designed scoring schemes. To
improve the model performance, we create a large-scale
complex dataset containing ~9 M protein-ligand docking
complexes for pre-training, followed by fine-tuning on a well-
recognized dataset composed of just the crystalized complex
structures. In addition to the above innovations, we further
incorporate the triangle self-attention mechanism to enhance
the learning of intermolecular interactions, a customized self-
distillation pipeline to improve model training, and two data
augmentation strategies to enhance model generalization. The
integrated use of these strategies enables our approach to
perform competitively in terms of both the docking accuracy
and screening capability on several widely recognized bench-
marks. Further investigations indicate that CarsiDock can not
only maintain the topological reliability of binding poses but
also successfully recover the key interactions in crystalized
structures, highlighting the excellent applicability of the
approach.

Results and discussion
Overview of CarsiDock

Fig. 1A depicts the overview of CarsiDock, which consists of
a DL model to predict the protein-ligand atomic distance
matrices and a geometry optimization procedure to reconstruct
the distance matrices into a reliable binding pose.

The distance prediction model (Fig. 1B) can be divided into
five major components, including two independent embedding
blocks, two independent encoder blocks, an interactive encoder
block, a distance prediction block and a mixture density
network (MDN) block. Specifically, the initial atomic tokens and
distance matrices of the protein and ligand are first fed into the
embedding layers to obtain their initial atom and pair repre-
sentations, followed by an independent encoder block for both
the ligand and protein to update the corresponding represen-
tations. Then the learned representations are input into the
interactive encoder block to extract the cross-pair representa-
tion of the ligand and protein, and the outputs are either fed
into the distance prediction block to obtain the distance
matrices or processed by the MDN block to learn the parameter
vectors to determine a mixture density model, from which
a statistical potential could be obtained to aid the subsequent
selection of the final binding pose. The model is pre-trained on
millions of docking complexes produced by Glide SP and then

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig.1 Schematic view of (A) the overview of CarsiDock, (B) the architecture of the DL-based distance prediction model in CarsiDock, and (C) the

self-distillation pipeline adopted in CarsiDock.

fine-tuned on crystalized structures using a tailored self-
distillation pipeline (Fig. 1C) along with two data augmenta-
tion strategies (i.e., the introduction of decoy compounds to
replace the portion of the original crystalized ligands and the
utilization of pockets with adjustable sizes).

Considering that directly reconstructing the distance
matrices into coordinates may easily result in significant
distortions in a molecule, here we optimize the coordinates of
the ligand pose by adjusting the translations, rotations and
torsion angles of the initial ligand conformers, whose objective
is to force the updated distances to get closer to the ones output
from the model. Fed with different initial RDKit conformers for
a specific ligand, multiple binding poses could be generated by
repeating this operation, and then they are ranked by Carsi-
Score that is defined as the weighted sum of the distance losses
and the statistical potential, thus resulting in the final binding

© 2024 The Author(s). Published by the Royal Society of Chemistry

pose. The binding strength of the final binding pose is esti-
mated by RTMScore,* a MLSF developed in our previous study
that exhibits extremely outstanding screening power.

CarsiDock achieves state-of-the-art performance for
reproducing near-native binding poses

The docking accuracy of CarsiDock is first estimated on the
widely-recognized PDBbind-v2016 core set (the main compo-
nent of the CASF-2016 benchmark),*® and compared with that of
7 popular conventional docking programs (i.e., Glide SP,*® Glide
XP,"* AutoDock4,® Vina,® Vinardo,* AutoDock-GPU" and Vina-
GPU"'®) and 5 recently developed DL-guided approaches (ie.,
Gnina,* DeepDock,* TankBind,** EDM-Dock* and Uni-Mol*°).
It should be noted that all the baselines here are not retrained
for specific datasets, and instead they are executed directly
through executable scripts and the saved models provided by

Chem. Sci., 2024, 15, 1449-1471 | 1451
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Table1 Docking accuracy in terms of the top1 success rate (RMSD = 2.0 A) and average RMSD value on the PDBbind core set and time-split set

Core set (285)

Time split (363)

Time split (141)¢

Top1 success Average Top1 success Average Top1 success Average

Methods rates (%) RMSD’ (A) rates (%) RMSD (A) rates (%) RMSD (A)
Glide SP 64.91 2.206 43.53 3.551 37.59 3.642
Glide XP 65.61 2.218 44.35 3.754 39.01 3.931
AutoDock4 46.74 3.449 23.14 5.055 16.31 5.132
AutoDock Vina 52.28 3.091 32.23 5.153 24.82 5.656
Vinardo 48.07 3.643 30.58 5.297 29.08 5.614
AutoDock-GPU 39.86 4.189 19.01 5.821 15.60 5.752
Vina-GPU 51.23 2.989 33.33 4.741 28.37 5.293
Gnina 72.63 1.875 49.02 3.957 44.93 3.751
DeepDock 44.91 3.550 19.01 5.523 14.18 6.205
TankBind 68.42 1.860 18.46 5.102 4.26 6.148
EDM-Dock® 46.32 2.631 41.05 3.353 36.88 3.825
Uni-Mol 81.75 1.436 — — — —
CarsiDock 89.82 1.165 66.30 2.354 63.57 2.346

“ This set removes the samples that have duplicated receptors as the fine-tuning set. ” The complexes failing in docking are directly omitted to
calculate the average RMSD. © The pose with the lowest RMSD value across the 10 runs is simply employed as the final pose.

the official repositories, so the performance of some methods
(e.g., TankBind) may be overestimated to some extent due to the
potential overlaps between the training and test sets. Despite
this, the results presented in Table 1 and Fig. 2 still demonstrate
the overwhelming superiority of our approach. Specifically,
CarsiDock could successfully reproduce 89.82% of the top-
ranked poses within RMSD = 2.0 A of the native binding
poses, with the average RMSD across all the samples as low as
1.165 A, while the second-ranked Uni-Mol could just obtain
a corresponding top1 success rate of 81.75% and average RMSD
of 1.436 A, suggesting that the introduction of multiple strate-
gies in our approach could be indeed beneficial to the
improvement of the docking accuracy. The superior perfor-
mance could be further verified through the cumulative distri-
bution plots (Fig. 2A), where our approach could consistently
outperform the baselines under multiple different RMSD
thresholds (except for the overrated TankBind when the RMSD
threshold is above 3.0 A).

Given that the core set is a high-quality subset of the whole
PDBbind dataset and the complexes in it may be easier to be
predicted than the average (Fig. S17), we follow Stérk et al.*® to
retrain CarsiDock according to the time split of the PDBbind-
v2020 dataset, ie., using a subset of 363 (or 141) complexes
released in 2019 or later as the test set and the older ones as the
training and validation sets. Here we majorly compare our
approach with the traditional docking programs since those DL
models (except TankBind) have involved those complexes for
training. As expected, the indicators of all the approaches tested
here decrease a lot, indicating a more difficult scenario that has
been mimicked. However, our approach could still achieve
a top1 success rate of 66.30% and an average RMSD of 2.354 A,
and retain a comparable performance on the smaller set with
the corresponding indicators as high as 63.57% and 2.346 A. In
contrast, the best-performing traditional approach Glide XP
could just obtain the corresponding metrics of 44.35%, 3.754 A,
39.01% and 3.931 A; Gnina that employs a 3D convolutional

1452 | Chem. Sci, 2024, 15, 1449-1471

neural network-based scoring function for rescoring performs
a little better (49.02%, 3.957 A, 44.93% and 3.751 A), but is still
far worse than our approach. We also plot the cumulative
distribution of the top1 success rates across different RMSD
thresholds (Fig. 2C and E), and still, CarsiDock always performs
better than the baselines, which further demonstrates the
robustness of our approach.

We further explore the impacts of three potentially key
contributing factors, i.e., the number of rotatable bonds of
ligands (Nrot), the portion of the ligand buried solvent acces-
sibility surface area (pbSASA), and the ligand net charge, on the
docking accuracy of CarsiDock, with three representative
methods, ie., AutoDock Vina, Glide XP and Gnina as the
controls. As shown in Fig. 4A-D, Nrot that directly determines
the searching freedoms inevitably exerts a significant influence,
whether on AutoDock Vina guided by a heuristic search algo-
rithm (top1 success rates decrease from 59.63% to 31.43% on
the core set and from 50.40% to 2.94% on the time-split set with
an increase in Nrot) or Glide XP that employs an exhaustive
search (74.53% vs. 28.57% on the core set; 56.69% vs. 16.67% on
the time-split set). The introduction of a MLSF for rescoring can
to some extent improve the performance on more flexible
ligands (e.g., Gnina vs. Vina: 48.57% vs. 31.43% on the core set
and 39.22% vs. 2.95% on the time-split set), but there is no
doubt that our approach can enhance the docking accuracy on
the flexible cases to a new level, with the corresponding success
rates for two sets up to 74.29% and 51.96%, respectively. phSASA
is also an important factor, and larger exposure to the solvents
generally suggests worse performance (Fig. 4E-H). The empir-
ical scoring functions embedded in AutoDock and Glide XP
cannot effectively recognize the interactions with the solvents,
thus resulting in their extremely poor performance for exposed
cases (39.39% vs. 57.78% and 10.16% vs. 42.42%; 45.45% vs.
73.33% and 21.09% vs. 55.76%); however, DL-guided
approaches (i.e., Gnina and CarsiDock) can capture these
interactions from the training data, facilitating their weaker

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Prediction accuracy of docking programs based on (A and B) the PDBbind-v2016 core set, (C and D) time split of the PDBbind-v2020
dataset, and (E and F) a smaller time-split set in terms of (A, C and E) cumulative distributions of the RMSD values and (B, D and F) average RMSD
values. The dotted lines in the cumulative distribution plots indicate a 2.0 A RMSD cutoff, while the white square in the box plot denotes the mean

value of each statistic.

sensibility to phSASA. The impact of the ligand net charge is not
so distinct, but it can still be inferred from Fig. 4I-1 that the
poses for the negatively charged ligands are a little harder to be
predicted, and our CarsiDock can consistently produce more
stable results than the other approaches.

CarsiDock demonstrates excellent generalization capability
on an external re-docking dataset

Time-split sets cannot completely avoid the impacts of the
proteins that have already been seen in the pretraining stage, so
we further test our approach on the PoseBusters benchmark set
developed very recently,*” where a total of 428 crystal complexes

© 2024 The Author(s). Published by the Royal Society of Chemistry

released from 2021 onwards are collected. Considering that
both the pretraining and finetuning stages of our approach just
involve the proteins in the PDBbind-v2020 general set, where all
the proteins were released before 2020, the training and testing
sets shall not have any intersection at the level of PDB entry.
As shown in Fig. 3A, CarsiDock could achieve a top 1 success
rate of 79.7%, significantly higher than that of all the baseline
approaches reported before; when considering the various
checks related to physical validity (PB-validity), the indicator
decreases to 47.7%, slightly worse than that of the classical
method AutoDock Vina (51.2%), but still superior to that of the
other DL-based approaches. Further analysis (Fig. S2t) indi-
cates that the potential clashes between the predicted poses and

Chem. Sci, 2024, 15, 1449-1471 | 1453
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Fig. 3 Prediction accuracy of docking programs based on the PoseBusters benchmark set (428 cases) indicated by (A) the overall topl success
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relative to the PDBbind-v2020 general set.

the protein may majorly account for the remarkably decreased
performance with the consideration of PB-validity. As for this,
we prefer to regard our approach as a strategy of soft-docking to
treat protein flexibility, where the interatomic van der Waals
interactions are softened and small levels of overlaps between
the receptor and ligand shall be allowed.****

We also follow Buttenschoen et al.** to stratify the proteins in
the PoseBusters set by using sequence identity relative to the
PDBbind-v2020 general set. It is shown in Fig. 3B that Carsi-
Dock can obtain balanced performance across different
thresholds (i.e., (0%, 30%], (30%, 95%] and (95%, 100%]), and
the metric remains high (80.6%) even when the sequence
identity to the training set is below 30%, suggesting its excellent
generalization.

CarsiDock can maintain the topological reliability of the
binding poses

One of the major obstacles of previous DL-guided docking models
that impedes their further applications in real-world scenarios is

1454 | Chem. Sci, 2024, 15, 1449-1471

the distortion of the topological structures of the generated poses.
Although the introduction of some post-processing strategies such
as aligning the pose to the RDKit-yielded conformers (EquiBind*)
or minimizing the binding pose with an energy-based force field
(EDM-Dock*) could to some extent correct the bonds and angles,
they always lead to a decreased docking accuracy and even
a significantly increased time consumption if conducting energy
minimization. To this end, we introduce an improved local
searching strategy, where the distance matrices are reconstructed
into the final binding pose by tuning not only the translations and
rotations but the torsion angles of the initial ligand conformers,
with the guidance of a scoring function learned beforehand.

The aforementioned PoseBusters benchmark has involved
the checking of topological reliability, and here we define two
additional metrics to aid the evaluation, one is the difference in
the bond lengths/angles between the predicted and the crys-
talized poses as a percentage of the latter, where the bond
length/angle for a pose is determined either using the mean
(PCTmean) Or the maximum (PCT,.x) one within the whole

© 2024 The Author(s). Published by the Royal Society of Chemistry
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molecule, and the other is the root mean square deviation of the
bond lengths/angles (RMSDg;/RMSDg,) derived from the
RMSD. As shown in Fig. 5A-C, compared with traditional Glide
XP and DL-based Uni-Mol and TankBind, the bond lengths and
bond angles given by our approaches are closer to those of the
crystalized binding poses. We further examine the detailed
structures of three representative ligands (PDB entries: 1EBY,
1H22 and 1BCU) and present them in Fig. 5D. As can be seen,
the poses predicted by CarsiDock exhibit almost the same
topological structures as the native poses; Glide XP performs
a little worse in terms of the indicators mentioned above, but
can also generate visibly reasonable bonds and angles. As for
the poses yielded by Uni-Mol, we can observe several signifi-
cantly stretched bonds and angles, as well as the destroyed
coplanarity of the benzene rings in most cases. The poses
produced by TankBind are far more terrible, most of which
huddle into a ball and are even hard to be recognized. Hence,
though Uni-Mol and TankBind could substantially outperform
the conventional approaches in terms of docking accuracy, the
poor quality of the generated poses has proved their unreli-
ability; in contrast, our approach could maintain the high-
quality topological structures of the binding poses, which
shall be considered as a premise of its better applicability.

© 2024 The Author(s). Published by the Royal Society of Chemistry

CarsiDock stays competitive in the scenario of cross docking
or even when the protein is apo

Considering that the above experiments only involve the re-
docking of crystalized ligands into their original protein
entries, which may ignore the potential impacts of protein
flexibility in real-world scenarios, we also turn to two forks of
the PDBbind-v2016 core set, ie., the PDBbind-CrossDocked-
Core* and APObind-Core*® sets, to investigate how CarsiDock
could perform in the more complex scenarios of cross docking
or even when the protein is apo. Here some DL-guided
approaches including DeepDock, EDM-Dock, TankBind, and
Uni-Mol are abandoned either due to the poor topological
reliability of their produced poses or the extremely high
computational consumption.

As presented in Table 2 and Fig. 6, the prediction accuracy of
all these approaches decreases a lot in comparison to the cor-
responding re-docking results, but our method stays competi-
tive. Specifically, CarsiDock could obtain a top1 success rate of
75.09% and an average RMSD of 1.734 A on the cross-docking
dataset, and the corresponding indicators are maintained at
50.66% and 2.778 A when employing the apo proteins for
docking, while the second-ranked Gnina could just obtain

Chem. Sci., 2024, 15, 1449-1471 | 1455
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Table 2 Docking accuracy in terms of the topl success rate (RMSD = 2.0 A) and average RMSD value on the PDBbind-CrossDocked-Core set

and APObind-Core set

PDBbind-CrossDocked-Core (1058)

APODbind-Core (229)

Top1 success

Top1 success

Methods rates (%) Average RMSD? (A) rates (%) Average RMSD (A)
Glide SP 40.64 4.119 16.59 5.197
Glide XP 39.41 4.243 13.97 5.529
AutoDock4 32.79 4.667 17.43 6.088
AutoDock Vina 27.88 4.891 13.10 6.448
Vinardo 27.32 5.325 11.35 6.662
AutoDock-GPU 33.75 4.616 18.35 5.989
Vina-GPU 27.60 4.834 11.79 6.270
Gnina 44.71 3.980 27.07 5.013
CarsiDock 75.09 1.734 50.66 2.778

% The complexes failing in docking are directly omitted to calculate the average RMSD.

corresponding metrics of 44.71%, 3.980 A, 27.07% and 5.013 A.
Though CarsiDock cannot explicitly treat the residues as flex-
ible, the powerful fitting capability of the DL algorithm enables
it to ignore the fluctuations of certain residues, thus leading to
its competitive docking accuracy here.

1456 | Chem. Sci, 2024, 15, 1449-1471

CarsiScore can well fulfill its duty of internal binding pose
ranking

As a critical component of CarsiDock, CarsiScore that is first
proposed here is specifically assessed as an independent SF on
the standard CASF-2016 benchmark, and compared with 33

© 2024 The Author(s). Published by the Royal Society of Chemistry
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traditional SFs reported by Su et al.* (Fig. 7) and some repre-
sentative MLSFs (Table 3) in terms of the capability to distin-
guish near-native binding poses from incorrect poses (docking
power). Overall, CarsiScore could successfully identify the top-
ranked pose within RMSD = 2.0 A of the native binding pose
in 93.7%/95.4% of cases without/with the crystalized poses in
the test set, which is comparable to the performance of our
previously developed RTMScore,” a MLSF that relies on
a similar statistical potential for scoring (the corresponding
indicators are 93.4% and 97.3%), but significantly better than
the other compared approaches. The results of binding funnel
analysis (Fig. 7B and D) further indicate the superiority of
CarsiScore for precise pose ranking, where it exhibits even
higher Spearman correlation coefficients than RTMScore across
almost all the RMSD windows.

To ensure the comprehensiveness of the assessment, the
indicators regarding the other three tasks in CASF-2016, ie.,
scoring (the capability to produce binding scores in a linear
correlation with experimental binding data), ranking (the
capability to rank the known ligands of a specific target by using
their binding scores) and screening (the capability to identify
known binders from decoys), are also supplemented, as shown
in Fig. S3.1 Unfortunately, the performances of CarsiScore here
are far worse than the average. It is not too surprising to see its
poor scoring and ranking powers since the experimental
binding affinity data are not involved in model training, and

© 2024 The Author(s). Published by the Royal Society of Chemistry

RTMScore that utilizes a similar strategy also performs not so
well. As for the awful screening power, perhaps the involvement
of large-scale docking complexes for model pre-training may
partially account for it. Though these complexes could force the
model to learn the docking modes given by existing docking
programs, thus enhancing the performance for pose
generation/ranking, after all, almost all of them are not real
binding complexes, thereby increasing the difficulty to identify
known binders from non-binders. However, as a built-in scoring
scheme for pose ranking, the excellent docking power is enough
for CarsiScore to exert its basic functions, and other tasks such
as binding affinity prediction and virtual screening (VS) could
be achieved by combining our CarsiDock with other customized
rescoring approaches,”* just as we have done to embed
RTMScore into existing docking programs.

We also test CarsiScore as a rescoring tool to re-rank the
binding poses directly produced by Surflex-Dock® or Glide SP,
and explore whether the approach could be employed for pose
selection for other docking methods. As shown in Fig. 7E-H,
CarsiScore could indeed improve the pose quality for both the
docking programs, with the top1 success rate increasing from
70.88% to 82.46% for Surflex-Dock and from 65.60% to 76.24%
for Glide SP. When it comes to the average Spearman correla-
tion coefficient of the binding poses across all the targets, the
superiority of CarsiScore is more remarkable, with the corre-
sponding indicators increasing from 0.344 to 0.741 for Surflex-

Chem. Sci., 2024, 15, 1449-1471 | 1457
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Fig.7 Docking powers of CarsiScore on the CASF-2016 benchmark indicated by (A and C) the success rates at the top 1%, 2% and 5% levels and
(B and D) the binding funnel analysis either (A and B) without or (C and D) with the crystalized poses in the test set, and on the poses generated by
(E and F) Surflex-Dock and (G and H) Glide SP indicated by (E and G) the success rates at the top 1% and 3% levels and (F and H) the average
Spearman correlation coefficient across different complexes. For the binding funnel analysis, the x-axis denotes the RMSD range (e.g., [0-2 A]
[0-3 Al, etc.), where the Spearman correlation coefficients between the RMSD values and the predicted scores are calculated.
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Table 3 Docking power of multiple scoring functions in terms of the
top 1 success rate (RMSD = 2.0 A) on the CASF-2016 benchmark

Excluding native
poses in the test set

Including native

Scoring function poses in the test set

Autodock Vina”*° 0.846 0.902
ChemPLP@GOLD"*° 0.832 0.860
GlideScore-Sp*%*° 0.846 0.877
KORP-PL”® 0.856 0.891
AvinaRFy (ref. 71) 0.849 0.891
AvinaXGB”? — 0.916

Apin poXGB”? — 0.867
OnionNet-SFCT + Vina”™* — 0.937
DeepRMSD + Vina” 0.916 0.944
DeepBSpP’® 0.872 + 0.014 0.885 + 0.013
PIGNet”” 0.870 —
DeepDock** 0.870 —
RTMScore*’ 0.934 4 0.002 0.973 + 0.012
CarsiScore 0.937 0.954

Dock and from 0.422 to 0.758 for Glide SP, which further
demonstrates the excellence of our approach in precise pose
ranking.

CarsiDock can obtain excellent screening performance with
RTMScore as the final scoring function

CarsiScore exhibits unsatisfactory screening power on the CASF-
2016 benchmark, but we wonder how CarsiDock with RTMScore
as the final scoring function will perform in large-scale VS
campaigns. Therefore, we further conduct several retrospective
screening experiments on the DEKOIS2.0 (ref. 51) dataset, and
present the results measured by AUROC, BEDROC and EFs in
Table 4 and Fig. 8, with the data from our previous study* as
a comparison. As can be observed, CarsiDock could obtain
a mean AUROC of 0.793, BEDROC of 0.568, EF, 5o, of 20.46,
EF;q, 0of 18.91 and EFs., of 9.38, significantly superior to those of
the widely employed docking programs Glide SP, Surflex-Dock
and AutoDock Vina (the corresponding indicators of the best-
performing Glide SP are 0.747, 0.385, 14.61, 12.47 and 6.30).

View Article Online

Chemical Science

The involvement of RTMScore for rescoring could improve the
early recognition performance for these traditional docking
approaches; moreover, owing to the high sensitivity of
RTMScore to the quality of the binding poses, the cases of
generating at most 10 poses for rescoring generally performs
better than those just based on the top-ranked poses. Interest-
ingly, CarsiDock that only relies on the top-ranked poses for the
RTMScore rescoring can achieve comparable performance to
the case using at most 10 poses produced by Glide SP (mean
BEDROC: 0.568 vs. 0.558; EF, 50,:20.46 vs. 20.99; EF;0,: 18.91 vs.
18.53; EF50,: 9.38 vs. 8.45), let alone the case just employing the
optimal poses predicted by Glide SP (mean BEDROC = 0.522;
EF( 50, = 20.08; EFy, = 17.53; EF54, = 7.76) or those based on
the poses generated by Surflex-Dock and AutoDock Vina. These
findings indicate that CarsiDock embedded with RTMScore can
be indeed applicable to docking-based VS; on the other hand,
these results also suggest the superior docking accuracy of our
approach, which could be generalized to more complex VS
scenarios to provide more reliable binding poses for high-
precision rescoring.

CarsiDock can recover the key interactions in crystalized
structures

The reliability of CarsiDock is also assessed from the perspec-
tive of learning crucial interactions, with Glide XP and Gnina
that could not only obtain acceptable docking accuracy but
maintain the reliable topological structures as the controls.
Specifically, six types of noncovalent interactions, i.e., hydro-
phobic interactions, hydrogen bonds, halogen bonds, salt
bridges, and pi-stacking and pi-cation interactions, defined by
protein-ligand interaction profiler (PLIP),> are detected to
calculate the interaction similarities between the predicted and
the crystalized poses. When the similarity is defined at the
residue level (Fig. S41), CarsiDock could obtain generally higher
interaction similarities than Glide XP and Gnina for almost all
types of interactions (except the halogen bonds and the pi-
cation interactions, potentially due to the lack of samples) in
terms of both the average similarity (Fig. S4Af) and

Table 4 Screening performance of multiple approaches on the DEKOIS2.0 dataset

BEDROC
AUROC (a = 80.5) EFy.50, EF,, EFso,
Docking Rescoring Number of poses
methods methods for rescoring Mean  Med Mean  Med Mean  Med Mean  Med Mean  Med
Glide SP* — — 0.747 0.754 0.385 0.314 14.61 13.30 12.47 9.61 6.30 5.97
RTMScore Top-ranked 0.730 0.731 0.522 0.540 20.08 24.79 17.53 18.66 7.76 7.62
RTMScore At most 10 0.768 0.773 0.558 0.602 20.99 26.31 18.53 21.73 8.45 8.64
Surflex-Dock — — 0.673 0.675 0.220 0.180 8.36 4.43 7.30 4.77 4.00 3.50
RTMScore Top-ranked 0.711 0.738 0.461 0.464 18.59 22.14 16.04 16.69 6.93 6.50
RTMScore At most 10 0.760 0.793 0.514 0.544 19.24 22.14 17.13 19.08 8.33 8.50
AutoDock Vina — — 0.633 0.637 0.140 0.070 5.46 0.00 4.51 0.00 2.82 2.38
RTMScore Top-ranked 0.659 0.651 0.367 0.376 16.54 17.71 13.39 14.28 5.29 5.00
RTMScore At most 10 0.729 0.760 0.455 0.463 18.36 17.71 16.18 15.08 7.09 7.00
CarsiDock” 0.793 0.839 0.568 0.632 20.46 26.55 18.91 21.43 9.38 10.48

@ The results based on Glide SP, Surflex-Dock and AutoDock Vina are directly retrieved from our previous study.*® ? CarsiDock here employs
RTMScore as the final scoring function to estimate the binding strength of the protein-ligand complexes.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Screening performance of multiple approaches on the DEKOIS2.0 data set, in terms of (A) AUROC, (B) BEDROC (« = 80.5) and (C)
enrichment factors at different thresholds (0.5%, 1.0%, and 5.0%). The white square in the box plot denotes the mean value of each statistic.
CarsiDock here employs RTMScore as the final scoring function to estimate the binding strength of the protein—-ligand complexes.

distributions (Fig. S4Bt); when using the more difficult atom-
level similarity as indicators (Fig. 9), the superiority of our
approach seems more dominant, suggesting its greater experi-
ence in the precise capturing of atomic interactions.

Two cases (PDB entries: 2XII and 4HGE) are further pre-
sented to demonstrate the detailed differences in the poses
produced by these docking programs and the crystalized poses.
For 2XII (Fig. 10A-D), though the poses predicted by different
docking methods could yield similar RMSD values with respect
to the crystal pose (0.309 A, 0.486 A and 0.564 A for CarsiDock,
Glide XP and Gnina, respectively), the slight fluctuation of the 9-
fluorenone region in the poses generated by Glide XP and Gnina
leads to the loss of crucial pi-cation interactions with Arg262 as
well as multiple hydrophobic interactions with Arg262 and
Glu288. Regarding 4HGE (Fig. 10E-H), the pose predicted by
CarsiDock even has worse RMSD values (0.718 A vs. 0.206 A and
0.322 A) due to the slight shift of the overall structure, but it
could still obtain the highest similarity score. The minor

1460 | Chem. Sci, 2024, 15, 1449-1471

translational difference does not make it lose too many key
interactions; in contrast, the poses from Glide XP and Gnina
lose the crucial hydrogen bond with Ser936, and Gnina even
forces the pose to form an excessive halogen bond with Gly861,
thus leading to their worse reconstruction of interactions here.

Ablation study

The superior docking accuracy of our approach can be attrib-
uted to the incorporation of multiple innovative designs, i.e.,
pre-training the model on a large-scale docking dataset, intro-
ducing the triangle self-attention mechanism and MDN in the
model architecture, and the self-distillation pipeline for model
training, as well as applying multiple initial ligand conformers
for data augmentation. On the other hand, the involvement of
two data augmentation strategies at both the ligand and pocket
levels in model training shall be the major driving force to
enhance model generalization, thus improving the screening
performance. Here we first conduct the ablation experiments on

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(A) Interaction similarity at the atom level and (B) the corresponding distributions for seven types of interactions of the poses predicted by

three docking programs, including all interactions, hydrophobic interactions, hydrogen bonds, halogen bonds, salt bridges, and pi—stacking, and
pi—cation interactions. The white square in the box plot represents the mean value of each statistics.

the PDBbind-v2016 core set to explore whether the former five
main strategies could indeed be beneficial to the enhancement
of docking accuracy (Table 5), and then emphatically discuss
the impacts of the two data augmentation strategies on the
docking accuracy on multiple docking datasets and the
screening performance on the DEKOIS2.0 dataset, with the
results summarized in Table 6 and Table S1.}

Effect of pre-training. One of the most primary innovations
of our approach is the introduction of millions of docking
complexes for pre-training, and hence the effect of pre-training

© 2024 The Author(s). Published by the Royal Society of Chemistry

is specifically investigated. As can be seen, the model directly
trained on the PDBbind-v2020 dataset from scratch could just
obtain a top1l success rate of 82.81% and an average RMSD of
1.491 A; the corresponding indicators turn to 89.12% and 1.137
A when using ~1.5 M complexes for pre-training, and the values
further increase to 92.28% and 0.982 A with the involvement of
~8 M complexes, indicating that pre-training indeed plays
a critical role in performance improvement. Though the mole-
cules randomly selected from the database shall be non-binders
to the docked targets in almost all the cases, we can infer that
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Fig. 10 Binding modes of (A and E) the crystalized poses and poses produced by (B and F) CarsiDock, (C and G) Glide XP and (D and H) Gnina for
the PDB entries 2XIl and 4HGE. The proteins and ligands are colored in blue and orange/green, respectively. Grey dashed lines denote the
hydrophobic interactions, blue solid lines denote the hydrogen bonds, orange dashed lines denote the pi—cation interaction, and the green-cyan
solid line denotes the halogen bond.
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Table 5
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Impacts of several strategies on the docking accuracy based on the PDBbind-v2016 core set

Amount of data Top1 success Average
Strategy” for pre-training rates (%) RMSD (A)
Without pre-training — 82.81 1.491
Pre-training using only a small amount of data ~1.5M 89.12 1.137
Without triangular self-attention and pre-training — 78.25 1.760
Without self-distillation ~8 M 89.47 1.019
Without MDN ~8 M 90.53 1.002
Without conformer augmentation ~8M 91.58 1.021
CarsiDock (without decoy compound and pocket ~8M 92.28 0.982

augmentation)

¢ All these models are trained without decoy compound and pocket augmentations.

Table 6 Impacts of two data augmentation strategies on the docking
performance based on the DEKOIS2.0 dataset

accuracy based on the PDBbind-v2016 core set and the screening

PDBbind core set DEKOIS2.0
BEDROC
AUROC (a = 80.5) EFy.50, EF,, EFso,

Top1 success  Average
Strategy rates (%) RMSD (A) Mean Med Mean Med Mean Med Mean Med Mean Med
Without decoy compound ~ 92.28 0.982 0.667 0.685  0.392 0.316  15.91 17.67 13.48 9.54 5.97 4.50
and pocket augmentation
Without decoy compound 89.82 1.044 0.744 0.782 0.507 0.529 19.08 22.13 17.13 19.05 8.18 8.50
augmentation
CarsiDock 89.82 1.165 0.793 0.839 0.568 0.632  20.46 26.55 18.91 21.43 9.38 10.48

these docking complexes shall contain a lot of physical infor-
mation that is produced through the conventional docking
process. The existence of these complexes could force the model
to learn the meaningful protein-ligand interactions given by
traditional docking programs (i.e., Glide SP), thus enhancing its
performance for pose generation/ranking.

Effect of triangular self-attention. Different from the
conventional self-attention mechanism, triangular self-
attention needs three nodes to update the representations,
and thus is in better accordance with the geometric learning
scenarios in 3D space. As expected, the ablation of triangular
self-attention leads to the remarkable decrease of both the top1
success rate (78.25 vs. 82.81%) and the average RMSD (1.760 A
vs. 1.491 A) on comparison to the model without pre-training,
implying its importance to maintain the prediction accuracy.

Effect of MDN. The introduction of MDN shall not only yield
a statistical potential for the estimation of protein-ligand
binding strengths but also force the model to learn the distance
likelihood for each ligand-target pair, which could be consid-
ered as an inductive bias to aid the learning of distance
matrices. Our inference could be verified by using Table 4,
where the docking accuracy after the ablation of the MDN
module will decrease from 92.28% to 90.53% in terms of the
top1 success rate and from 0.982 A to 1.002 A regarding the
average RMSD.

Effect of self-distillation. Our approach could also benefit
from the dedicatedly designed self-distillation pipeline, which
facilitates the docking accuracy increasing from 89.47% to

© 2024 The Author(s). Published by the Royal Society of Chemistry

92.28% and from 1.019 A to 0.982 A for the two indicators,
respectively. The rich information stored in the teacher model
can be well transferred to the Student model through the
procedure, thus forcing the yielded binding poses to be closer to
the crystalized ones.

Effect of ligand conformer augmentation. Using ten initial
ligand conformers rather than the one routine conformer in
model training could be regarded as a data augmentation
strategy. As expected, the model without conformer augmen-
tation could just obtain a topl success rate of 91.58% and
average RMSD of 1.021 A, which is slightly poorer than those
given by the corresponding model initialized with multiple
conformers. Considering that molecular docking shall be
a dynamic process, the introduction of more initial coordinates
could force the model to learn more docking paths for a specific
ligand-target pair, thus enhancing the performance.

Impacts of decoy compound and pocket augmentations. As
shown in Table 6, the application of two data augmentation
strategies in the fine-tuning stage will result in a minor decrease
in docking accuracy on the PDBbind core set (e.g., average
RMSD changes from 0.982 A to 1.044 A and 1.165 A with the
sequential introduction of pocket augmentation and decoy
compound augmentation) and substantial decrease in predic-
tion accuracy regarding the other three docking datasets (Table
S1t), but significant improvement of screening performance
(e.g., the corresponding mean EF,q, increases from 13.48 to
17.13 and 18.91). We guess that a lot of noise yielded at either
the ligand or the pocket level may majorly account for these
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phenomena, which on the one hand, may exert a negative effect
on the learning of the binding modes for the known binding
complexes, but on the other hand, enhance its decision-making
capability when faced with more complex scenarios (e.g., the
prediction of the binding modes for the non-binders). Addi-
tionally, these findings also suggest that DL-guided approaches
with high docking accuracy do not necessarily indicate their
good applicability in VS. It should be noted that all the ligands
for these docking datasets are known binders, but it is very
possible that non-binders will also obtain an ideal prediction.
Hence, extra validation of a docking program from the
perspective of screening is necessary, which is actually lacking
for most previous DL-guided docking approaches.

Conclusion

In this work, we have reported a DL-guided docking method
that exploits large-scale pre-training of millions of docking
complexes for protein-ligand binding pose prediction. Our
approach is composed of two primary stages, i.e., a DL model to
predict protein-ligand distance matrices and a geometry opti-
mization procedure to reconstruct the matrices into a credible
binding pose. Besides the pre-training, multiple effective strat-
egies such as the triangle self-attention mechanism to enhance
geometric learning, the MDN to assist the learning of distance
matrices and a self-distillation pipeline to aid model training
are also incorporated, thus facilitating a noticeable perfor-
mance improvement of our docking program in binding pose
prediction in terms of both the prediction accuracy and the
capability to reproduce crucial interactions in crystalized poses.
The introduction of data augmentations in model fine-tuning
could further improve the generalization of our approach,
thereby leading to its excellent performance in docking-based
VS when combined with high-precision rescoring. More
importantly, the geometry optimization procedure executed by
tuning the translations, rotations and torsion angles of the
initial ligand conformers further enables our approach to
maintain the topological reliability of the predicted binding
poses, which shall be a premise of its better applicability.
Finally, extensive ablation experiments are presented to
demonstrate the effectiveness of multiple designs introduced in
our approach. Although here we just focus on protein-ligand
semiflexible docking, a scenario where the proteins are fixed as
rigid, similar strategies could be also employed to explicitly take
the protein flexibility into consideration, and further extended
to the other more complex biosystems, such as protein-peptide,
protein—protein and nucleic acid-ligand systems.

Methods

Dataset preparations

The PDBbind-v2020 general set that had been further pre-
processed by Zhou et al.** was employed as the core training set
here. The preprocessing operations included adding missing
atoms, manually fixing file-loading errors, and eliminating the
structures highly similar to the ones in the CASF-2016 bench-
mark by taking both the protein sequence identity and ligand

1464 | Chem. Sci, 2024, 15, 1449-1471
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similarity into consideration, thus resulting in a total of 18 404
complexes, which were randomly divided into the training and
validation sets with a ratio of 9:1.

The complex dataset utilized for pre-training was created by
docking 500 randomly selected compounds from the ChemDiv
library into the pocket of each protein in the PDBbind-v2020
general set. The proteins and molecules were first prepared by
using the Protein Preparation Wizard> and LigPrep* modules in
Schrodinger 2020, respectively, with all the default settings, and
then Glide SP was employed for docking. Only the pose with the
highest docking score was retained for each protein-ligand
pair, thus leaving a total of 9341657 docking complexes, in
which 8318054 complexes whose proteins were the same as
those in the above-mentioned training set were employed for
training and the other 1023 603 for validation.

For each protein-ligand pair, the protein was truncated to
the binding pocket defined as the residues within 5.0-7.0 A
around the co-crystalized ligand to save the computational cost.
Specifically, if one of the heavy atoms in a residue was within
the predefined threshold, this residue was considered as
a component of the pocket. As for each ligand, its initial coor-
dinates were determined using the experimental-torsion basic
knowledge distance geometry (ETKDG)** algorithm in RDKit,*®
and a total of 10 conformers were generated for each ligand. The
initial inputs for each pocket/ligand included a group of atomic
type tokens to record the atomic type for each atom, the intra-
molecular atomic distance matrix, and the initial coordinates
for each atom. To map the atomic type tokens into a series of
consecutive integers, we predefined a dictionary that contained
26 common atomic types (C, N, O, S, H, Cl, F, Br, I, Si, P, B, Na,
K, Al, Ca, Sn, As, Hg, Fe, Zn, Cr, Se, Gd, Au, and Li) for ligands
and 5 atomic types (C, N, O, S, and H) for proteins. Besides, we
added four auxiliary tokens in the dictionary, i.e., [CLS] for
recording the beginning of the sequence, [SEP] for recording the
ending of the sequence, [UNK] for recording the unknown
atomic type, and [PAD] for padding sequences to a fixed length.

Framework of CarsiDock

Fig. 1 depicts an overview of CarsiDock, which consists of a DL
model to predict the protein-ligand atomic distance matrices
and a geometry optimization procedure to reconstruct the
distance matrices into a reliable binding pose. In this section we
only introduce the framework of the DL model, and the geom-
etry optimization details that are not involved in the training of
CarsiDock will be provided in the later section.

The model architecture can be divided into five major
components, including two independent embedding blocks,
two independent encoder blocks, an interactive encoder block,
a distance prediction block and a mixture density network
(MDN)*” block. Specifically, the initial inputs for the ligand and
protein are first fed into the embedding layers to obtain their
initial atom and pair representations, followed by an indepen-
dent encoder block for both the ligand and protein to update
the atom and pair representations. Then the learned represen-
tations are input into the interactive encoder block to extract the
cross-pair representation of the ligand and protein, and finally

© 2024 The Author(s). Published by the Royal Society of Chemistry
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the outputs are either fed into the distance prediction block to
obtain the distance matrices or processed by the MDN block to
learn the parameter vectors to determine a mixture density
model, from which a statistical potential could be obtained to
guide the selection of the final binding poses.

Embedding blocks. To obtain the initial atom representa-
tions, here we employ two independent embedding layers to
map the atomic type tokens of the ligand and protein into their
corresponding embeddings, thus resulting in a ligand embed-
ding matrix A€ RN and a protein matrix A9, € R"?*9, where
N; and N, are the numbers of the atoms for the ligand and
protein, respectively, and d denotes the dimension of hidden
representations.

We further adopt a spatial positional encoding strategy
proposed by Zhou et al.,*® which relies on the atomic distance
map and the resulting pair-type aware Gaussian kernel,*® for the
description of the relative positions between different atoms in
3D space. The D-dimensional positional encoding of atom pair
ij can be described as:

pi = {G(A(dy, ty;u,v), 1, 0*) }Se [1,D]}, Ad, t;u,v) = ud + v,
1)

1 @ . . .
is a Gaussian density function

e 202

where G(d, u,0) =
a\/ 2T

parametrized with u and o; d; denotes the Euclidean distance
between the atoms i and j, and ¢; corresponds to the atomic
types of pair ij; A(dy,t;;m,n) represents the affine trans-
formation parametrized with m and n, which is employed to
affine dj; to its corresponding atom types t;; u, g, u and v are all
learnable parameters. Then the initial representation for atom
pair #j (¢§) can be computed through the following equation:

¢ = MoGELU(M,p;) )

where M;eRP*P and M,eRF*P are learnable parameters for
linear projections, and GELU is a type of nonlinear activation.
This operation guarantees the dimension of gj the same as the
number of the attention head H employed in the following
transformer encoder.

Independent encoder block. In this module, we utilize an
expanded transformer encoder*>* framework to learn the intrinsic
representations for both the ligand and protein. The updates of
the atom representation for atom 7 (4) and the pair representation
for atom pair 7j [qyl) in the /th layer are described as:

0, = W “'Dropout(LN(A,1)) (3)
K = Wi Dropout(LN(h/)) (@)
v, = W/ 'Dropout(LN(#/)) (5)

|
h; oo '+ 0, Dropout

Qijk'l (Kijk'l) ' Kl
Concaty. Softmax; | ———2 2|y, 6
( oncat, l,,,,,H(iEEN o max/< N i (6)

h,’l+l —
Ji*! + Dropout(@,,(Dropout(GELU(@, (LN( 1)) (7)
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I+1 _
qi =

T
q,-j/—f—Dropout Concatye,. | Softmax; w
vDi

(8)

where W, W, wyklerdxd 0,le R g ler¥xd and
Oh,'e R44 are all learnable weights for linear layers; H and d;
represent the number of attention head and the dimension of
each head, respectively, and their product is the hidden
dimension d; N represents the number of atoms for either the
ligand or the protein; Dropout, LN, Concat and Softmax repre-
sent the dropout, layer normalization, concatenation and soft-
max operations, respectively, and GELU is a type of nonlinear
activation.

We further introduce the triangular self-attention mecha-
nism that is first proposed in the Evoformer**** module of
AlphaFold2 to update the outputs from the last layer of the
transformer encoder, thus not only enhancing model learning
for 3D space but to some extent, reducing the computational
cost. For the atom representation for atom i (7**") and the pair
representation for atom pair §j (q}j—*“) from the last layer, a series
of operations are exerted, including the “Outer product mean”
operation to transform the atom representation into an update
for the pair representation, the “Triangular multiplicative
update” operation to update the pair representation by
combining information within each triangle of atom pairs i, ik
and jk, the “Triangular self-attention” operation to further
update the pair representation, and a transition layer to output
the final pair representation z; The algorithmic details are
given in the ESL{

z;; = Triangular_Attention(h*",g}**") 9)

Interactive encoder block. The learned representations for
the ligand (h;; and zj,) and protein (Aproe and zpro) are
concatenated at both the atom and pair levels, thus resulting in
the representations for the protein-ligand complex, ie.,
heome RNHN)*d and zo,e RMTN) NN XH where N; and N,
are the numbers of the atoms in the ligand and protein,
respectively. They are then fed into an encoder that has the
same framework as the one in the previous module (a combi-
nation of a Transformer encoder and triangular attention) to
learn the cross-pair representation from scratch with recycling.

Distance prediction block. Here two projection layers are
employed to project the outputs from the previous module into
the distance matrices that are crucial for pose reconstruction.
The protein-ligand pair distances can be obtained through:
Dj" = ELU(Wp RELU(Wpy Concat([h}€,hP™" z5°*)))) + 1 (10)
where /¢ and 7™ denote the updated representations for the
ith atom of the ligand and the jth atom of the protein, respec-
tively, and zj7°**denotes the corresponding cross-pair repre-
sentation; Wpp,e RCIFHXCIHH) and Wy e R1¥C4HH) gre the
weight matrices for linear projections; RELU and ELU are
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nonlinear activations. The distance matrix for the ligand is also
updated as:

Dy = Wi (LN(RELU(W; (Concat([h}, z;]))))

D#:ELU( Dy + (ny) 41

(11)

(12)

where A}'¢ and zi-}g are the representations of atom i and pair jj in
the ligand, respectively; Wy, e R(AF*(+H) and wy e RV () gre
weight matrices.

MDN block. The representations from the interactive
encoder block are simultaneously fed into an MDN to calculate
three parameter vectors important for the construction of
a mixture density model, including the means (u;), standard
deviations () and mixing coefficients (p;):

Mij = )
ELU( WME(LN(RELU( Wu](Concat([h}-‘g,h}’“",zg”“])))))) +1 (13)

Tij =

ELU(W, (LN(RELU( W(Tl(Concat([hi-ig,lzfmt,z?,-m”])))))) + 1.4 (14)

Pij =

Softmax(W,, (LN(RELU(W,, (Concat([h{¢,hP"*" z*))))))) ~ (15)
where W, , W,, and W, eR4HH*CH) and w, = W, and
W,,e RVe*(24H) are weight matrices; Ny is the number of
Gaussians to compose the mixture density model. The model
can well simulate the probability density distribution of the
distance between protein-ligand atom pairs, thus serving as
a guidance for the subsequent selection of the final binding
pose.

Model training

We pre-train the model on millions of docking complexes yiel-
ded by Glide SP and then fine-tune the model on crystalized
structures. The pre-training and fine-tuning stages share the
same model architecture except for some specific hyper-
parameters. The detailed hyperparameter settings can be found
in Table S2.7

Loss function. The model is trained by minimizing the
SmoothL1 loss between the predicted and true distances for
both the protein-ligand atom pairs (Leross dist) and intra-
molecular pairs in ligand (»Cligfdist)y which can be computed as:

O'S(Adcross)z, if‘Adcross| <1

Lcross_disl = SmOOthLl(AdﬂOSS) - { |Ad ‘ — 0.5, otherwise
cross ]

(16)

0.5(Adye)’, if|Adye| <1

) 17)
|Adye| — 0.5, otherwise

Ly gisi = Smoothy, (Ady,) = {

where Ad . and Adj, denote the differences between the
predicted and true distances. Additionally, an MDN loss (Lypn)
defined as the negative log-likelihood of the distance between
atom I in the ligand and atom j in the protein (dy) is also
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calculated. The probability for atom pair ij can be computed
through the mixture density model N parameterized by u;, 7
and pj;, as:

EMDN = flog P(d,j

hiig , h/[)rot , Z;ross)
(18)

Ne
= _10g Z piJ,nN(dij‘:uiJ,m a-fvj«,”)
n=1

By accumulating the negative log-likelihood values of all
protein-ligand atom pairs, a statistical potential representing
the binding strength of a protein-ligand binding complex could
also be calculated, which has been proved to be an efficient
indicator to rank binding poses.>***¢

Scorempn = *ZZlog P(d,-j

prot lig

hl_lg hPml Zcross)

(AR A ] (19)

Self-distillation. To further improve the model performance,
a dedicatedly designed self-distillation pipeline is introduced
into the fine-tuning stage. Specifically, two networks (denoted
as Student and Teacher) that share the same architecture but
different inputs are constructed. The Student model relies on
RDKit to yield the initial coordinates for the ligand while the
corresponding coordinates for the Teacher model are directly
inherited from the crystal pose. Considering that crystal poses
shall be much closer to the true poses than those produced by
RDKit, the hidden representations learned from the Teacher
shall be more informative and less noisy, and therefore
a distillation loss could be designed to capture these informa-
tion gaps. As shown in Fig. 1C, for the outputs from all the
encoders, we can introduce an individual distillation loss,
whose objective is to force the representations from the Student
to approach those from the Teacher. Of note, the information
gap for the outputs from the protein encoder shall come from
different dropouts in two sub-models, and the existence of the
loss can still force the two outputs to be consistent with each
other, thereby enhancing the model stability in inferencing.®
To update the model, we stop the gradient calculation on the
Teacher and force the network to propagate gradients only
through the Student, and then the loss can be computed as:

Hais
Ldistillation = Z MSE(hn hs) (20)
h
where 7, and &g denote the output representations for Teacher
and Student, respectively, Hg;s denotes the number of repre-
sentations that is set to 6 here (3 encoders with both the atom
and pair representations), and MSE denotes the mean square
error operation. Hence, the final loss function employed in the

fine-tuning stage can be described as:
L= ﬁleacher + »Csludeul + [fdislillation X Wedistillation (21)

where Licacher aNd Lgudent can be further described as the
weighed sum of Leross_dists Llig_dist and Lmpn, as:

E - Ecrossfdisl X Weross_dist + Eligﬁdisl X Wligﬁdisl + ['MDN X WMDN
(22)
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where Waistillations Weross_disty Wlig_dist and Wwmpn are ad.jUStable
weights. Of note, considering that the self-distillation pipeline
is just introduced in the fine-tuning stage, the loss function
used in the pre-training stage is simply calculated through
eqn (22).

Data augmentations at both the ligand and pocket levels. We
also employ two data augmentation strategies in the fine-
tuning stage to enhance the generalization capability of our
approach, ie., the introduction of decoy compounds to
replace the portion of the original crystalized ligands, and the
utilization of pockets with adjustable sizes. For a specific
ligand-pocket pair in each epoch, each crystalized ligand has
a chance of 20% to be replaced by the corresponding decoy
ligand (randomly selected from 500 docked compounds for
pre-training); meanwhile, instead of the pocket defined as the
residues within the fixed 6.0 A around the co-crystalized
ligand, a pocket randomly selected from the pre-generated
10 pockets with cutoffs of 5.0-7.0 A is employed. For the
preparation of pockets, two pockets defined with cutoffs of 5.0
Aand 7.0 A are first produced, and then the differences of their
residues are randomly added to a pocket of 5.0 A, thus
resulting in 10 augmented pockets.

Geometry optimization

This procedure intends to convert the outputs from the DL
model into the final binding pose with the hierarchical guid-
ance of three customized scoring schemes (i.e., distance loss,
CarsiScore, and RTMScore). Specifically, fed with 10 initial
RDKit conformers for each ligand, the neural networks could
output 10 groups of distance matrices and 10 mixture density
models. To obtain more diverse poses, the 10 initial poses are
combined with 10 groups of distance matrices in a pairwise
manner (rather than a consistent one-to-one match) to conduct
coordinate transformations, thus resulting in a total of 100
potential binding poses. Then, these poses are ranked by Car-
siScore, which consists of two distance loss terms and a statis-
tical potential obtained by averaging the 10 mixture density
distributions, thus resulting in the final binding pose, with its
final binding strength given by RTMScore.

Coordinate transformation. To maintain the topological
reliability of the ligand poses, we update the ligand coordinates
by adjusting the translation, rotation and torsion of the rotat-
able bond of the ligand, which is inspired by Corso et al.**
Specifically, each ligand conformation can be characterized as
a vector with a length of 6 + m:

V:{x7y727(,07\//7070(17012,...701,”} (23)

where x,),z represent the relative position of the ligand in the
Euclidean space, ¢,,0 are the Euler angles, and «4,0,,...,a,, are
the dihedral angles of the m rotatable bonds in a ligand. The
initial pose is first moved into the center of the pocket, and then
the optimization is executed by minimizing the SmoothL1 loss
between the updated distances and the distances output from
the model for both the protein-ligand atom pairs
(Ldistacoords_cross) and the intramolecular pairs in ligand
(LdistZCoords_Iig) :

© 2024 The Author(s). Published by the Royal Society of Chemistry
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ﬁdisthoords = Ldisthoords,cross + ‘Cdisthoords,lig

= Smoothy, (Adross,) + Smoothy, (Adhy, ) (24)

where Ad.ross, and Ad;g, represent the differences between the
distances updated in each iteration and those predicted by the
model. The optimization is conducted by using the LBFGS*
algorithm, and it proceeds unless the loss does not improved in
5 successive iterations. The coordinates with the lowest loss are
then converted to the final binding pose for the specific initial
conformer. Of note, this optimization procedure is the rate-
limiting step of our docking program in high-throughput
docking. To this end, we further develop a GPU-accelerated
engine for coordinate transformations, which is 26x acceler-
ated compared to the corresponding CPU version with the
docking accuracy almost unchanged. As shown in Table S3,}
a protein-ligand pair with 10 initial conformers (100 poses
finally generated) can be achieved within ~6 s on a single-core
single-card NVIDIA Geforce RTX 3090 machine, and the speed
could be further improved with the decrease in initial
conformers or the use of more machines. As can be observed in
Table S4,1 CarsiDock could produce generally stable docking
accuracy as long as the number of initial ligands is more than 2.

Scoring. The scoring function CarsiScore employed for
internal pose ranking can be described as the weighted sum of
the loss from the above stage (Laistacoords) and the statistical
potential computed from the mixture density model (Scoreympx,

eqn (19)):

CarsiScore = 5 X Laistrcoords — SCOTEMDN (25)

This scoring function can not only guide the pose selection
here, but also serve as an independent rescoring tool for
ranking the poses produced by other docking programs.
However, considering the poor screening power of CarsiScore,
we also embed RTMScore as another built-in scoring function
in CarsiDock to estimate the binding strength of the final
binding pose. The detailed description of RTMScore can be
found in our previous paper.*

Baselines

Seven representative traditional docking programes, i.e., three in
the latest version of AutoDock Vina® (AutoDock4,® AutoDock
Vina’” and Vinardo*'), two GPU-accelerated approaches (Auto-
Dock-GPU** and Vina-GPU'), and two available in widely
employed commercial software Schrodinger (Glide SP* and
Glide XP"), and five recently developed DL-guided approaches,
i.e., Gnina,” DeepDock,* TankBind,** EDM-Dock® and Uni-
Mol,*® were utilized as the major baselines to be compared with
CarsiDock. Of note, both the classical and DL-based approaches
were executed directly based on the executable scripts and the
saved models provided by the official repositories rather than
retrained for specific datasets/tasks. To alleviate the impacts of
initial ligand coordinates (Table S51), we did not employ the
routine crystal pose as the docking input, and instead fed 10
conformers yielded with the ETKDG algorithm in RDKit, thus
leading to 10 individual runs of docking calculations. For each
docking run, the pose with the best score was retained, and then
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the best pose among all runs was selected as the final pose.
TankBind that was originally designed for blind docking relied
on P2Rank to detect the binding pocket first, and here we
manually determined the binding site with the co-crystalized
ligand, just the same as the other approaches. As for EDM-
Dock, the poses without minimization were employed for the
calculation of metrics since quite a few complexes could not be
successfully minimized. Besides, EDM-Dock could just predict
the binding poses but could not give the binding scores, and
hence the pose with the lowest RMSD value across the 10 runs
was simply employed as the final pose. The pockets for DL-
guided approaches (including DeepDock, TankBind, EDM-
Dock and Uni-Mol) were defined just according to the guid-
ance they provided, while for traditional search-based
approaches, some empirical settings were employed. Specifi-
cally, for Glide SP and XP, the sizes of the inner box and outer
box were set to 10 A x 10 A x 10 A and 30 A x 30 A x 30 A,
respectively; for AutoDock4 and AutoDock-GPU, the number of
grid points in each dimension was set to 60 with the grid point
spacing set to 0.375 A; and for AutoDock Vina, Vinardo, Vina-
GPU and Gnina, the size of the binding box in each dimen-
sion was explicitly set to 20 A. The other parameters were all set
to default. Regarding the assessment of CarsiScore, the results
of several classical SFs and recently developed MLSFs evaluated
on the same dataset were directly fetched for comparison.

Calculation of buried SASA

The buried SASA was computed as the sum of the atomic SASA
changes between the unbound and bound structures using the
MDTraj* program with a probe radius of 1.4 A, and then the
PpbSASA defined as the portion of buried SASA to the total SASA
of the ligand could be correspondingly calculated.

Model evaluation

The PDBbind-v2016 (ref. *°) core set that contains 285 high-
quality complexes was employed as the primary test set here.
Additionally, CarsiDock was retrained according to the time
split of the PDBbind-v2020 dataset, i.e., using a subset of 363
complexes released in 2019 or later as the test set, and the older
ones as the training and validation sets, to further validate the
performance. Moreover, two forks of the PDBbind-v2016 core
set, namely PDBbind-CrossDocked-Core* constructed by
docking a specific ligand in a crystal structure into the pockets
of the other four crystal structures in the same cluster, and
APObind-Core that uses the apo structures in APObind*® to
replace the corresponding folo structures in the core set, were
also employed to investigate how our approach could perform
in more complex scenarios. The former contains 1058 cross-
pairs with the guarantee that the ligands in a single pair shall
bind to the same pockets and the two pockets shall have
consistent residues, while the latter retains 229 samples by
eliminating the proteins that do not have appropriate apo
structures. The RMSD between the predicted pose and the
corresponding crystalized pose is utilized as a basic parameter
to estimate the quality of a binding pose. If one of the RMSD
values for top-ranked poses is below a predefined threshold, the
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prediction is considered successful, and therefore the success-
ful rate (SR) can be calculated as the percentage of the
successful cases among all the cases. Here the docking accuracy
is majorly indicated by the topl success rate under a RMSD
threshold of 2.0 A as well as the average RMSD value across all
the samples. All RMSD values were calculated by using the
spyrmsd®® module.

The PoseBusters benchmark set*” developed very recently
was also employed here to further test the docking accuracy of
our approach. It contains 428 unique protein-ligand crystal
structures that are released from 2021 onwards and thus does
not contain any complexes present in PDBbind-v2020, which is
utilized to train most DL-guided docking approaches. Besides
using the routine top1 success rate under an RMSD threshold of
2.0 A as the indicator, it further introduces the concept of “PB-
valid”. A detailed definition could be found in the original
paper.

The topological reliability of the predicted structures is
evaluated through two derived metrics, one is PCTyean OF
PCT,,x at either the bond or angle level, defined as:

BLpred - BLIrue

PCT =
C BLU‘UE

x 100% (26)
where BLpreq and BLgy denote the overall bond length/angle of
the predicted and the crystalized poses, respectively, and the
overall bond length/angle for a pose is determined either using
the mean (PCTypean) OF the maximum (PCT,y,,x) one within the
whole molecule; the other is the root mean square deviation of
the bond lengths/angles (RMSDg;/RMSDg,) derived from the

RMSD, calculated as:

where ¢; denotes the difference in the ith bond/angle between
the predicted and the crystalized poses; N is the number of
bonds/angles in a specific molecule.

To assess the performance from the perspective of repro-
ducing key interactions, we further introduced the interaction
similarity first proposed by Paggi et al.®” here:

1 + Interpeeq NInter e

Interaction similarity = 2 + Inter,. U Inter
pre: true

(28)

where Interpq and Intery,. denote the number of a specific
interaction in predicted and crystalized binding poses, respec-
tively. A total of six types of noncovalent interactions, i.e.,
hydrophobic interactions, hydrogen bonds, halogen bonds, salt
bridges, and pi-stacking and pi-cation interactions, defined by
PLIP* as well as the total interactions were captured, and then
the metrics at both the residue and atom levels could be
calculated. For residue-level similarity, an interaction is
considered as shared if it is formed by the same residues in two
poses, while the interaction should be strictly constrained to the
same atoms if an atom-level indicator is adopted. If none of the
specific types of interaction are observed for a protein-ligand
complex, the corresponding similarity score for that complex is
directly eliminated.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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DEKOIS2.0 (ref. 51) that contains 81 structurally diverse
targets with each containing 40 active ligands and 1200 decoys
was used to assess the screening performance, which was
indicated primarily according to the area under the receiver
operating characteristic curve (AUROC), Boltzmann enhanced
discrimination of receiver operating characteristic (BEDROC,
a = 80.5), and enrichment factors (EFs) at different thresholds
(0.5%, 1%, and 5%), just as defined in our previous studies.***®

As for the assessment of CarsiScore, the standard CASF-2016
benchmark was employed here. It estimates a SF from four
aspects, ie., scoring, docking, ranking and screening powers.
Here we primarily focused on docking power, which is indicated
by the success rate that has been defined above, as well as the
binding funnel analysis where the Spearman correlation coef-
ficients between the RMSD values and the predicted scores for
multiple RMSD windows are calculated. The detailed descrip-
tion of the benchmark as well as the metrics for other tasks
could be found in the original publication.*® Additionally, Car-
siScore was also tested as a rescoring tool for Surflex-Dock and
Glide SP. For the two docking programs, up to 20 poses were
retained, and then rescored by CarsiScore to select the top-
ranked poses. The detailed settings can be found in our
previous studies.*>*®

Data availability

The PDBbind dataset and CASF-2016 benchmark are available
at http://www.pdbbind.org.cn, PDBbind-CrossDocked-Core is
available at https://zenodo.org/record/5525936, APObind-Core
is available at https://github.com/carbonsilicon-ai/CarsiDock/
tree/main/example_data/apobind_core, and DEKOIS2.0 is
available at http://www.dekois.com. The codes and execution
details of CarsiDock can be found at https://github.com/
carbonsilicon-ai/CarsiDock.
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