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Predicting and analyzing organic reaction
pathways by combining machine learning and
reaction network approaches†

Tomonori Ida, *a Honoka Kojimaa and Yuta Hori b

A learning model is proposed that predicts both products and

reaction pathways by combining machine learning and reaction

network approaches. By training 50 fundamental organic reactions,

the learning model predicted the products and pathways of 35 test

reactions with a top-5 accuracy of 68.6%. The model identified the

key fragment structures of the intermediates and could be classified

as several basic reaction rules in the context of organic chemistry,

such as the Markovnikov rule.

The generation of novel functional molecules using existing
compounds is challenging because the vastness of organic
chemical space should be explored.1,2 For hundreds of years,
chemists synthesized novel compounds using only their knowl-
edge and creativity,3,4 but various theoretical methods of identify-
ing potential routes, such as quantum chemical calculations, have
emerged. In addition, recent developments in terms of computa-
tional and machine-learning techniques have rapidly expanded
the field of chemoinformatics, which has been successful in
various respects, such as in elucidating quantitative structure–
property(–activity) relationships,5,6 identifying novel functional
materials,7,8 and predicting the products of chemical reac-
tions.9–13 Recent machine-learning models based on deep neural
networks have predicted the major products using organic reac-
tants, reagents, and solvent species with a probability of 90%, and
the prediction accuracy can exceed that of a human.12 As the
prediction accuracy improves, the learning model becomes a
black box, making it impossible to understand or explain why
such predictions are generated. In terms of the required capacities
of a machine-learning tool, Ferguson stated, ‘‘Comprehensible
explanation can be absolutely critical for particular tasks to ensure
that we are getting the right answer for the right reasons.’’14 Thus,

a model that can explain the reasons for product selection is
essential for scientific prediction.

The simplest method of explaining the prediction of a product
is to display the reaction pathway. In the past 50 years, novel
computational approaches have been developed to identify reac-
tion pathways.15–21 In the case of a basic pathway search, the
structural formula of a compound is considered a graph, and a
reaction network is constructed by iteratively forming and dis-
sociating chemical bonds. Among these methods, the Chematica
system developed by Grzybowski et al.22,23 was pivotal in advan-
cing computer-aided organic synthesis. This system generates
multiple reaction pathways toward a target compound based on
several reaction templates (rules). For most target compounds, the
final pathway is determined by researchers based on their knowl-
edge and experience, as the combination of numerous reaction
rules obscures the reasons for pathway selection.

In our previous work, we developed a method for efficiently
generating reaction networks using simple reaction rules,24 and it
was applied to formic acid decomposition to discuss the reaction
mechanism. The reaction network approach can generate some
favorable reaction pathways, not only a unique chemical reaction
pathway. Thus, in a product search using the reaction network
approach, multiple correct and incorrect reaction pathways can be
obtained, even for a single reaction. Recently, some studies have
been reported on the use of machine learning to predict reaction
products by regarding the formation and dissociation of chemical
bonds as a combination of electron flows.25,26 In these studies, the
electron flows were learned from the structural differences
between reactants and products. Thus, it is expected that the
chemical knowledge required to predict the products and reaction
pathways could be learned from the reaction networks con-
structed by simple reaction rules.

We herein propose a method that can predict the product
and reaction pathway of organic chemical reactions by combin-
ing machine learning and reaction network approaches. This
study focuses on fundamental organic chemical reactions as
found in organic chemistry textbooks. By training the reaction
network using simple organic reactions containing several
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molecular structures and connections, we construct a model
that can predict the reaction pathways. A simple machine-
learning model is employed to avoid black boxing and facilitate
the analyses of the selection criteria. After training, the learning
model is validated by predicting the products and pathways of
named and relatively complex reactions. The used program
codes are available on GitHub.

The training reactions used in this study were fundamental
organic reactions with clearly understood reaction pathways.27–30

Note that the correct reaction pathway used for the learning
process does not always correspond to the chemically correct
reaction pathway. For computation, the selected reactions were
limited to those in which all atoms obeyed the octet (duet) rule,
with no radical state or catalyst required. For the selected 50 reac-
tions as shown in Fig. S1 (ESI†), the reaction networks generated
53 753 reaction pathways as a training dataset. The details of
reaction network construction are presented in Fig. 1.

The obtained pathways were learned using pairwise logistic
regression. During training, the proposed model adjusted the
points of the fragment structures in the molecular graphs to
ensure that those on the correct pathway displayed a higher
number of points than those on the incorrect pathways. The
points of the fragment structures in the molecular graphs were
obtained after learning, and these values are shown in Table S3
(ESI†). The details of the learning method and conditions are
described in the computational method24,27–31 of the ESI.†

To verify that our model can be applied to reactions other
than the learned examples, reaction pathways were predicted
using test data with higher numbers of reaction steps than
those in the training reactions. The test data, comprising
35 reactions, were selected from textbooks.29,30 In each
reaction network, molecular graphs were generated for steps
with 43000 nodes because of the numerous reaction steps in
the test data.

Pathway predictions were performed using only the struc-
tural formulae of the reactants as inputs. In all reaction

networks, the total number of reaction pathways was
3 902 558, with only 2107 correct pathways. The pathways of
each reaction were ranked by the average number of points on
the molecular graphs of each reaction pathway, and the five
highest pathways were designated as the top 5. Therefore, the
probability of randomly selecting the top 1 is 2107/3 902 558 E
0.05%. In contrast, in the proposed model, the respective
probabilities of predicting the top 1 and within the top 5 were
45.7% and 68.6%. Although these values are lower than those
recently reported for learning models that predict reaction
products,12,13 the proposed learning model predicted the pro-
ducts and their reaction pathways, thereby advancing chemical
knowledge. All predicted reaction pathways of the test data
corresponding to the top 1–5 are shown in Fig. S2 (ESI†),
wherein all pathways are purely the result of computer predic-
tions following learning of the fundamental reactions.

Fig. 2 shows the reaction pathways predicted by the learning
model for the aldol reaction and the halogen addition to
butadiene as correct and incorrect predictions, respectively.
Although the reaction steps are redundant as general steps,
this is due to the simplified construction rule of the reaction
network, multiple steps are considered as one step in actual
reactions. In the aldol reaction, the proposed learning model
predicts the correct product within the top 1, 2, and 5 (Fig. 2(A)
and Fig. S2–5 in ESI†), where the only difference in the reaction
pathways is the order of protonation. Notably, the learning
model can predict pinacol rearrangement reactions (Fig. S2–7
in ESI†), although the training data contain no rearrangement
reactions, and thus, the proposed model is a good predictor of
fundamental reactions with multiple steps. Conversely, in the
halogen addition to butadiene, all products predicted within
the top 5 are incorrect (Fig. 2(B) and Fig. S2–6 in ESI†). As
butadiene contains two double bonds, predicting the reaction
pathways is challenging owing to the presence of multiple
carbon reaction centers. These results suggest that the
proposed learning model yields criteria for determining reac-
tion directions.

Following the successful prediction of the correct pathways
of various types of reactions using the proposed model, the
evaluation of the molecular graphs in the reaction pathway
using this model was considered. For this purpose, the

Fig. 1 Schematic diagrams outlining the construction and analysis of the
organic reaction network. (A) Construction of the network, (B) selection of
a reaction pathway within the network, and (C) analysis of a feature of the
reaction pathway. See the computational method in the ESI.†

Fig. 2 Top predicted reaction pathways in (A) the aldol reaction and (B)
halogen (X) addition to butadiene as respective examples of correctly and
incorrectly predicted reaction pathways.
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molecular graphs in the pathways of the addition, elimination,
and substitution reactions of the training data were evaluated,
and the points of the graphs in the various reaction steps were
examined. Fig. 3(A) shows the evaluated points of molecular
graphs in each reaction step, where step 0 corresponds to the
reactant and the final step corresponds to product generation.
The evaluated points of the reactants and products are low, and
those of the reaction intermediates are high. Although the
highest values of the intermediates appear to be related to
the activation energy of the reaction, the points generated via
learning do not contain energy data. In contrast, this model
learns to increase the points of the intermediates. The values of
fragment structures that appear more frequently in the inter-
mediates are higher, and thus, the average points of the overall
reaction increase, i.e., the higher the points associated with the
intermediates are, the more likely the reaction is to proceed.
The proposed model can thus predict the pathways of different
reactions by focusing on the fragment structures of the inter-
mediates. This perspective differs significantly from those of
other product prediction methods, which focus only on the
various reactants and products of a reaction.

The correlation between fragment structure and prediction
accuracy was examined to determine which fragment structure
was considered by the learning model as critical in an organic
reaction. To clarify the correlation, pathway predictions were
performed using the training data by omitting descriptors in
order of decreasing absolute points of the fragment structure,
while maintaining the other calculation conditions unchanged.
The greater the positive point of fragments of a structure, the

more likely the structure is to be selected as an intermediate;
the lesser the negative point of fragments, the more likely the
structure is to be avoided. Therefore, we considered that,
regardless of the sign, a large absolute point contributes
significantly to the prediction. In these predictions by omitting
descriptors, the prediction accuracy was estimated by scoring
the correct ranking instead of using the top 1 correct prob-
ability. The detailed method of the scoring correct ranking is in
the computational methods of the ESI.† The estimated score
based on the descriptors used is shown in Fig. 3(B), which
indicates the contributions of the omitted descriptors (frag-
ment structures) in pathway prediction. The fragment struc-
tures are divided roughly into three groups based on the change
in scores. The fragment structures for which the scores do not
change when they are omitted are defined as group 1, while
those for which the scores rapidly decrease are defined as group
2. After the scores rapidly decrease (group 2) depending on the
number of omitted descriptors, they decrease gradually. The
structures are defined as group 3.

The fragment structures in group 1 include ionic states,
such as O� and X�, and structures containing phenyl groups,
such as PhQN and PhQC, which are generated only in specific
reactions. All fragment structures are shown in Table S3 (ESI†).
When the fragment structures in group 1 are not used in the
prediction, the prediction accuracy remains constant. There-
fore, the fragment structures in group 1 do not contribute to
determining the reaction pathway, and thus, considering
whether they are generated is unnecessary.

Most fragment structures in group 3 had large negative
points. The structures containing CQC and CRC bonds, in
particular, are considered unsuitable intermediates because
unsaturated bonds are reaction centers in numerous reactions.
However, this large negative point of the unsaturated bond
causes the ring-closing reaction to be preferred in the predic-
tion for the addition of a halogen to butadiene, as shown in
Fig. 2(B). The other species in group 3 are structures that
should be avoided as intermediates in all reactions, such as
C+H3 and H2. The structure in this group with a positive point
value is H+. Although conventional learning models ignore
protons in product prediction, these results suggest that proton
behavior is crucial in predicting organic reaction pathways.

In the proposed learning model, removing the fragment
structures in group 2 significantly reduces the prediction accu-
racy, because the scores rapidly decrease depending on the
number of omitted descriptors. Therefore, these structures are
critical in determining the forward direction of a reaction net-
work. Focusing on these points in group 2 (see Table S3 in ESI†),
the proposed learning model identifies three types of rules in the
context of organic chemistry, as shown in Fig. 4. The detailed
relationships between the points and rules are as follows.

First, focusing on the carbocations, a tertiary carbocation
attached to three alkyl groups (C+R3) provides higher addition
points, whereas secondary and primary carbocations (C+HR2

and C+H2R) provide lower points. These results suggest that
tertiary and secondary carbocations are more likely to form as
intermediates based on this learning model, whereas primary

Fig. 3 (A) Points of each reaction step in the molecular graphs of the
following reactions: (i) addition of a halogen to an alkene, (ii) substitution of
a halogen, and (iii) elimination of an alkyl halide. (B) Variation in the
prediction accuracy with the number of the fragment structures (descrip-
tors) in the feature. The prediction accuracies were estimated by scoring
the correct ranking.
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and zero-degree carbocations (belonging to group 3) are unli-
kely to form. This trend is consistent with the Markovnikov rule
in the context of organic chemistry, and thus, the developed
learning model obeys this rule (Fig. 4(A)).

In addition, only the carbanion (C�) in group 3 is avoided as
an intermediate, whereas the two carbanions in group 2, i.e.,
NRC� and C�(CQO), are acceptable as intermediates due to
their higher positive points. This result is also consistent with
the reaction rules of organic chemistry, where the stable base
NRC� and the presence of an anion at the a-position of a
carbonyl group are favorable (Fig. 4(B)).

As a slightly unique rule, HN+ and HO+ exhibit higher
positive points than their anions, i.e., the learning model
selects the pathway with HO+ as the intermediate rather than
that with HO�. This is consistent with the formation of HO+

during the second step of the aldol reaction, as shown in
Fig. 2(A). Thus, the proposed model suggests that protons
initially react with not only unsaturated bonds but also N and
O atoms in the functional groups (Fig. 4(C)). However, this rule
may have been influenced so that some reactions used as
training were acid-catalyzed reactions. The generality of the
rule needs further investigation.

In conclusion, we proposed a learning model that predicts
both products and reaction pathways by combining machine
learning and reaction network approaches. After learning fun-
damental reactions, the model predicted the products with a
top-5 accuracy of 68.6%. In addition, the proposed model could
classify several basic reaction rules in the context of organic
chemistry and predict the reaction pathway using the acquired
chemical knowledge. It was found that the combination of the
two simple approaches can provide an explainable learning
model for the chemical reaction. Further improvements in the
construction of the reaction network and the selection of
descriptors are expected for the practical scientific predictor.
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Fig. 4 Three rules identified by our learning model: (A) strong Markovni-
kov, (B) permitted carbanions, and (C) advantages of the cationic states.
The numbers under the fragment structures represent their points on a
molecular graph.
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