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Materials learning from life: concepts for active,
adaptive and autonomous molecular systems

Rémi Merindol and Andreas Walther*

Bioinspired out-of-equilibrium systems will set the scene for the next generation of molecular materials with

active, adaptive, autonomous, emergent and intelligent behavior. Indeed life provides the best demonstrations

of complex and functional out-of-equilibrium systems: cells keep track of time, communicate, move, adapt,

evolve and replicate continuously. Stirred by the understanding of biological principles, artificial out-of-

equilibrium systems are emerging in many fields of soft matter science. Here we put in perspective the

molecular mechanisms driving biological functions with the ones driving synthetic molecular systems.

Focusing on principles that enable new levels of functionalities (temporal control, autonomous structures,

motion and work generation, information processing) rather than on specific material classes, we outline key

cross-disciplinary concepts that emerge in this challenging field. Ultimately, the goal is to inspire and support

new generations of autonomous and adaptive molecular devices fueled by self-regulating chemistry.

1. Introduction

A fruit fly lands on an apple, another event mesmerizing in
complexity goes unnoticed. The millimeter big fly consists of a
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dissipative, self-organized molecular system fueled by glucose
oxidation, and capable of autonomous flight, sensing and
adaptation for hours. Such complex chemical out-of-equilibrium
systems are ubiquitous in living organisms. In fact, most life-
distinguishing features rely on non-equilibrium dynamics,
involving constant energy dissipation, kinetic control, and are
orchestrated through feedback loops.

We are now at a point in time, where an increasing amount of
molecular mechanisms at the origin of these functions in living
organisms has been unraveled. They provide a considerable source
of inspiration for new generations of molecular materials and
systems with unprecedented levels of functionalities – adaptive
and interactive properties. Temporal control, the ability to
accumulate work, sensing, adaptation or communication depend
on dissipative chemical systems, and the ultimate goal of life-like,
self-organizing systems requires to combine and integrate them
using feedback loops.

In contrast, synthetic chemistry, soft matter nanoscience
and materials research have mostly focused on the genera-
tion of equilibrium or metastable (kinetically trapped) struc-
tures. Progress in the synthesis of intrinsically functional
building blocks (e.g. conducting polymers), hybridization with
(in)organic nanomaterials or biological moieties has greatly
contributed to reach a high level of structural control through
molecular design (space domain), and to integrate functional
properties.

Such materials have become switchable via responsive mole-
cular components. Yet the switching of states always requires
an outside trigger and autonomous behavior is largely absent
(aside simple relaxation events).

The next disruptive change in the property profiles of soft
matter will arise from developing far-from-equilibrium, fueled
and feedback-controlled molecular systems, because they can
show orchestrated, pre-programmed and autonomous dynamics
in the time domain, because they will be able to sense, adapt,
communicate, learn, evolve and replicate, and because it will take
the present-day ‘‘dead’’ materials to a more interactive, intelligent
and life-like state (Fig. 1). Even though this is a profound
challenge and in parts a distant dream for soft matter research,
the understanding of molecular biological mechanisms and the

design of synthetic out-of-equilibrium molecular systems are
improving quickly, and it is timely to identify some unifying
and thought-provoking principles.

In this review, we aim to fuel the inspiration of scientists with
examples from biology, and steer cross-disciplinary exchange of
knowledge and concepts towards new functional autonomous
molecular devices and material systems.

We focus on functions and their underlying enabling principles
rather than on a specific field of chemistry or soft matter
nanoscience. We identify four categories of functions that rely
upon out-of-equilibrium systems:
� temporal control (Section 2)
� autonomous structures (Section 3)
� motion and mechanical work (Section 4)
� information processing (Section 5)
We will use biological mechanisms at the origin of these

functions to illustrate each category and point to some ultimate
goals. Without aiming to be exhaustive, we discuss the most
relevant publications across the fields of non-linear, enzymatic,
supramolecular and DNA-based chemistries. Some outlooks
from computer simulations are also reviewed.

Our goal is to outline some strong and weak points of different
types of chemistries to achieve a given function – indeed future
outcomes are hardly predictable.1 Whenever appropriate we direct
the reader to specific reviews related to relevant topics. We
recommend complementary perspectives on supramolecular
systems chemistry,2 reaction/diffusion in nanotechnology,3

temporal programming of self assemblies,4 programmable
reaction networks,5 non-equilibrium nanomaterials,6 the physics
of pattern formation,7 or life’s relation to nanotechnology8 and
supramolecular assemblies.9

We are confident that this cross-disciplinary review will
stimulate further research in the exciting new area of out-of
equilibrium molecular systems engineering – where autonomous
functions and intelligent materials can be designed.

2. Temporal regulation of chemical
potentials

In this section we introduce the mechanisms at the origin
of temporal regulation in biological and synthetic systems. We
review how oscillating reactions, initially disregarded, can now
be rationally engineered in synthetic molecular systems. At this
point we mostly focus on the temporal regulation of chemical
potentials and chemical species. Later on, we will connect these
tools to autonomous structure formation, work generation and
information processing.

2.1. Temporal control in biological systems

Living organisms present a multitude of synchronized or dis-
connected time-regulated functions. Cells periodically alternate
growth and division, the heart pumps blood with rhythmic
pacemaker activity, and the metabolism of most living organisms
is synchronized with the night and day cycle on earth. These
oscillations are controlled by chemical signals forming a

Fig. 1 Correlation between complexity and functionality in molecular
systems. From structural control to responsive and adaptive systems.
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hierarchical regulatory network consisting of independent sub-
unit oscillators with different characteristic time scales that
communicate with each other.

Provided that the molecular signals are degraded at a
constant rate, oscillatory behavior only requires a feedback
control of their formation rate. An oscillatory mechanism
requires at least a negative feedback loop, which allows the
system to return to its starting point. The negative feedback
reduces the production rate of a molecular signal when its
quantity in the system increases, prompting the signal level to
return to its original value as the constant degradation takes
over. In Fig. 2A this corresponds to an increase of the negative
regulator ‘‘b’’ when the quantity of ‘‘a’’ increases (see Fig. 2A–C
for the basic formalism of regulatory networks). The negative
feedback loop must be delayed in time to prevent stabilization
of an intermediate steady state (where formation and degrada-
tion balance each other; an example of a delayed negative
feedback is given in Fig. 2B). Although these conditions are
sufficient to obtain chemical oscillations, most biological
systems also include a positive feedback mechanism (Fig. 2C)
to further increase the robustness of the oscillations (also
Fig. 2F).10,11

For instance, the circadian clock is an oscillating system
with a period of 24 hours that synchronizes physiological
functions such as sleep cycles, glucose metabolism and cell-
replication with the day and night cycles on earth. This
oscillator relies on several transcription–translation–regulation
feedback loops (Fig. 2D–F). In mammals, a protein complex,
CLOCK–BMAL1, binds to the nucleic DNA and activates the
transcription of a gene coding for their own inhibitors, the
PER and CRY proteins (negative feedback). These proteins
accumulate in the cytoplasm after translation, undergo post-
translational phosphorylation (time delay enabling 24 hours
long oscillation period) and eventually re-enter the nucleus to
repress their activation by the CLOCK–BMAL1 complex. This
reduces the transcription of the PER gene leading to a decrease
of PER proteins, and hence allowing for a new cycle to start.12,13

In parallel the CLOCK–BMAL1 complex activates the expression
of ROR and REV-ERB genes that respectively activate (positive
feedback) and repress the expression of BMAL1 stabilizing the
oscillatory behavior.14 This 24 hour core oscillator then couples
to peripheral oscillators to guide further macroscopic functions
(Fig. 2D).15

This robust feedback system allows the core and the peri-
pheral oscillators to maintain their periods for days even when
extracted from the organism (Fig. 2E).16,17 The overall behavior
demonstrates processes that are coupled hierarchically in the
time domain – an important principle.

At the other extreme, the fast oscillations of the trans-
membrane potentials in nerves actuate muscle contractions,
and maintain the cardiac pacemaker activity with a period
of seconds. The propagation of a single oscillation of the
trans-membrane potential consists of the cooperative opening
(positive feedback) of sodium and potassium channels upon
depolarization allowing fast propagation of the electric signal,
while slower ATP-fueled sodium–potassium pumps regenerate

Fig. 2 Biological regulatory networks for autonomous temporal control.
(A) Schematic representation of the down-regulation of ‘‘a’’ production by
‘‘b’’, symbolized by an arrow with a flat head (top), and an exemplarily
corresponding reaction profile, where the amount of signal ‘‘b’’ is positively
correlated with the activation barrier of formation of ‘‘a’’ (bottom).
(B) Schematic representation and reaction rate profile of a delayed negative
feedback, where the delay induced by the transformation of ‘‘a’’ into ‘‘b’’ is
represented by an arrow with empty head. (C) Autocatalytic positive feed-
back for the formation of ‘‘a’’, symbolized by an arrow with a filled head
(top), and the corresponding reaction profile, where ‘‘a’’ decreases its own
activation barrier of formation (bottom). (D) Schematic representation of the
hierarchical circadian network, in which the core clock synchronizes the
metabolic clock in the lungs while being regulated by the day/night cycles.
(E) Real time visualization of PER expression using PER::luciferase fusion
proteins in the supercharismatic nucleus (core oscillators) and in lungs
(peripheral oscillators) in mice. Tissues were explanted at day 0.5, white
and dark lines show day/night cycles. (F) Schematic representation of the
feedback loops controlling circadian oscillations. Adapted with permission
from (E) ref. 16 Copyright 2004, the National Academy of Sciences and
(F) ref. 13 Copyright 2007, Nature Publishing Group.
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the trans-membrane potential after signal propagation (delay).18,19

Hyperpolarization-activated ion channels provide the negative
feedback mechanism necessary to drive autonomous oscillation.
These channels open at high cross-membrane potential and
spontaneously trigger new action potentials by depolarizing
the membrane below the propagation threshold to generate
an autonomous peacemaker activity. Their activation voltage,
regulated by the presence of cyclic nucleotides (cAMP), is adjusted
in the function of the oxygen demand of the organism and
controls the heartbeat rate.20

Overall, temporal control in living organisms relies on
combinations of positive and negative feedback loops, as well
as delay mechanisms. The diverse molecular effectors of these
mechanisms (cross membrane potential, gene expression or
enzyme activity. . .) define the characteristic time scales of the
systems. Engineering time delays is crucial. Many of these
systems also interact and synchronize with each other in a
hierarchical fashion (for example the slow circadian cycle
regulates the fast pacemaker activity). Finally, in addition to
autonomous temporal control, these networks involve further
adaptation mechanisms that adjust the temporal control to
variations of external parameters (jet-lag, effort induced
tachycardia. . .), making them adaptive to external signals.

Although feedback-regulated reactions are common in bio-
logical organisms, their implementation in synthetic systems is
challenging, in particular for autonomous systems.

2.2. Synthetic oscillators in open and closed reactors

The fascination for non-linear, feedback-controlled chemical
reactions emerged with the discovery of an oscillating reaction
by Belousov in the early 50s,21 later developed and brought to
broader attention by Zhabotinsky.22 The system consists of a
solution of sulfuric acid, potassium bromate, malonic acid and
a catalytic amount of cerium sulfate to produce brominated
malonic acid as well as formic acid. Sustained oscillations of
the concentrations of bromide and cerium(IV) form during this
transformation based on a complex chemical reaction network,
whose exact mechanism involves more than 10 individual
reactions.23 The core of the oscillating process relies on
the autocatalytic formation of bromous acid (HBrO2) (positive
feedback) that is inhibited by the later formation of bromine
(delayed negative feedback). Cerium ions are oxidized and
reduced stoichiometrically during each cycle, leading to
periodic color variations. The catalytic amount of cerium
limits the autocatalytic formation of the bromous acid
intermediate and maintains oscillations in closed reactors
(Fig. 3A and C).

Other synthetic chemical oscillators in a closed system are
scarce.24,25 One of the reasons is that, in addition to non-linear
chemical reactions regulated by suitable positive and negative
feedback, sustained oscillations require a constant formation
and degradation of the interacting chemicals, which is pro-
foundly challenging to de novo engineer in a closed and homo-
geneous system.

One way to explore new oscillating reactions is to use open
reactors (Continuous Stirred Tank Reactors, CSTRs), where the

reactants can be fed and the products drained (Fig. 3B).26 The
use of such open reactors has led to the development of dozens
of new synthetic oscillating reactions.27–32 Among those,
pH-oscillators are especially interesting because pH is one
of the most ubiquitous stimuli for the actuation of soft respon-
sive materials (Fig. 3D).33–37 While the development of oscilla-
tions in open reactors helps to understand non-equilibrium
chemical dynamics, their possible applications in functional
systems may be limited – in particular regarding the level of
autonomy. Tricks to overcome constant feeding and drainage
involve compartmentalization. For example the key reactants
of an oscillating reaction can be loaded in a silica bed from
which they slowly diffuse back in solution, leading to the
equivalent of a semi-batch reactor. As the reactants are con-
stantly fed (from the silica to the solution), such a design
enables the generation of sustained pH oscillations in a closed
system.38

Even though there has been progress in the direction of other
oscillators, the Belousov–Zhabotinsky (BZ) reaction remains one
of the main workhorses for the exploration of functional out-of-
equilibrium oscillating systems. This is due to the long lasting
periodic oscillations, the possibility to tune the kinetics by
light,39 or chemicals,40 as well as the easy coupling with redox
responsive materials.41

Overall, most inorganic feedback-controlled systems, including
the BZ reaction, rely on comparably harsh and toxic reactants
such as concentrated acids, halogen derivatives and transi-
tion metals, which limits their developments beyond the
proof of concept stage. Hence, the design of feedback-
controlled reactions under mild conditions is of prime interest
for the development of user-friendly, environmentally benign
and potentially even biocompatible functional devices. For
instance, a system based on the competing base-catalyzed hydro-
lysis of gluconolactone (lowering the pH) and formaldehyde–
sulfite reactions (increasing the pH) in a constantly fed

Fig. 3 Oscillations of chemical potential from synthetic feedback-regulated
systems. The minimal reaction system generating sustained oscillations
(for a triple negative feedback loop) (A) in a closed reactor and (B) in an
open continuous flow stirred tank reactor (CSTR). (C) Example of the
spontaneous bromide oscillation in the Belousov–Zhabotinsky (BZ) reaction
in a closed system. (D) Example of a pH oscillation in an open CSTR based
on the sulphide/hydrogen peroxide reaction. Adapted with permission from
(C) ref. 23 Copyright 1972, the American Chemical Society, and (D) ref. 35
Copyright 1985, the American Chemical Society.
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reaction led to pH oscillations without halogen or transition
metal derivatives (yet the presence of formaldehyde remains
problematic).42

2.3. Biocatalytic temporal control under mild conditions

An interesting alternative for the design of benign oscillators
consists in the development of hybrid systems combining
synthetic chemicals and enzymatic reactions. Cascades of
enzymatic reactions are at the origin of many temporal regula-
tion mechanisms in living organisms. While this has been
known for a long time,43 the translation into the synthetic
world has been limited by the availability of purified enzymes
and complex experimental setups.44–46

Recently, research in this direction has however been blos-
soming. Focusing first on pH-modulating systems, it was for
instance shown that the glucose oxidase-catalyzed hydrolysis of
glucose in the presence of ferricyanide generates a time-controlled
pH-drop in a closed system. Oscillations could also be forced
using a computer-assisted negative feedback.47 An opposite time-
controlled pH-jump in a closed system was demonstrated based
on the enzymatic urea/urease system. The reaction also displays
bistability and oscillatory behavior in open CSTRs.48

The origin of the temporal control in these systems relies
on the pH-dependent activity of enzymes that self-regulates
(feedback) by acid or base production (Fig. 4A). For instance,
urease is more active at pH 7 than at pH 3. When urea is mixed
with urease at pH 3.5, the initial activity of the urease is low and
urea is slowly hydrolyzed into ammonia. As ammonia accumulates
in the mixture, the pH progressively increases, thereby increasing
the production rate of ammonia and eventually leading to the
abrupt transition from low to high pH at the maximum of
urease activity (Fig. 4A and B).

A further exciting example of the great potential of enzymatic
reaction networks for the design of temporal control mechanisms
under mild conditions relies on the autocatalytic conversion of
trypsinogen to trypsin.50 Trypsin (Tr) is a protease capable of
hydrolyzing a peptide chain next to a lysine or arginine residue.
Trypsinogen (Tg) is a trypsin precursor inactivated by the pre-
sence of a lysine bound tail. Trypsin can therefore catalyze
its own formation from trypsinogen (hydrolysis at the lysine
residue), naturally leading to a positive feedback. A trypsin-
inhibitor precursor that is activated by trypsin (similar mecha-
nism) generates a negative feedback loop. The addition of a
supplementary enzyme-controlled deprotection step before the
trypsin inhibitor becomes active implements the delay necessary
to obtain oscillations (Fig. 4C–E). The system displays oscillations
in open reactors (CSTR) and the periods can be adjusted between
5 and 10 hours depending on the flow rate and composition of the
feed solutions. Another beneficial feature of bio-catalytic systems
is their sensitivity to the molecular structure of the interacting
species. Hence, small changes in the protecting group of the
trypsin-inhibitor dramatically modify the behavior of the
oscillatory reaction.51

Obviously, the increasing understanding of enzyme kinetics and
the broader availability of purified and re-engineered enzymes
open up new opportunities to design biocatalytic systems for

temporal regulation under mild conditions. Time-controlled
switches in closed systems are already available, oscillators
are operational in fed CSTRs, and only a few steps are
missing to develop autonomous oscillatory behavior in closed
reactors. Examples from synthetic biology are already paving
the way.

2.4. Rational design of DNA-based temporal control
mechanisms

In living organisms, temporal control on long time scales relies
extensively on gene expression (Fig. 2F). Rather than assembling
such a complex reaction network in a flask, one can introduce a
sequence of genes programming an oscillatory protein expression
directly in bacteria.52 The ‘‘repressilator’’ implemented in E. coli
consists of a plasmid with three genes, where each gene encodes
a protein inhibiting the expression of the next gene, thereby
providing a triple negative feedback loop (Fig. 5A). Since one of
the gene expressions is also coupled with a functional output
(a variant of the green fluorescent protein), the periodic increase
of fluorescence in E. coli enables to directly monitor the oscilla-
tions with periods of around 160 min.

The introduction of a positive feedback loop in a similar
system improved the robustness of the oscillations, allowing
at the same time to decrease the oscillation period down to

Fig. 4 Enzymatic systems for temporal regulation. (A) Schematic repre-
sentation of positive feedback for urea/urease system under acidic con-
ditions together with the bell-shaped activity curve of urease. (B) pH profile
of a system containing urea (5 mM), urease (1.4 U mL�1) and increasing
concentrations of (a) acetic acid (i = 0.2, ii = 0.58, iii = 0.93 mM) or
(b) sulphuric acid (i = 0.05, ii = 0.11, iii = 0.18 mM). (C) Schematic representa-
tion of the feedback mechanism in the trypsin oscillator and (D) actual
molecular network. (E) Trypsin oscillations obtained with the conditions
shown in the inset. Adapted with permission from (A) ref. 49, Copyright
2008, John Wiley and Sons, (B) ref. 48 Copyright 2010, the American
Chemical Society, (C–E) ref. 50, Copyright 2015, Nature Publishing Group.
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13 min (Fig. 5B).53 Such systems can be disconnected from a
biological level using for instance cell-free gene expression
systems embedded in microfluidic systems. Those not only
enable a further control of the dynamic behavior but also a
deeper understanding of the feedback processes driving the
oscillations.54–56

Going one step simpler, on the DNA level, DNA nanotechnology
has paved the way for the design of complex reaction networks
based on enzymatic replication57 or transcription.58 Both prin-
ciples are related and we will shortly describe the PEN system
(Polymerase–Exonuclease–Nickase) based on DNA replica-
tion (Fig. 5D). The underlying network is programmed in

(exo)nuclease-resistant single-stranded DNA strands, which
serve as the template for the replication by DNA polymerases.
The produced copies are then cut by nicking enzymes, released
in solution, and interact with complementary templates by
hybridization before being eventually degraded by exonucleases.
The transient DNA copies activate (positive feedback) or inhibit
(negative feedback) the replication of specific templates, which
enables the construction of arbitrary reaction networks for
autonomous temporal control in closed systems.

This flexible platform was used to implement delayed nega-
tive feedback networks with autocatalytic amplification, lead-
ing to robust oscillations in a closed system as well as a
molecular mimic of the predator/prey (fox/rabbit) ecosystem
(Fig. 5B–D).57,59 Controlled kinetics and custom design of
synthetic DNA sequences makes the PEN system powerful to
implement rationally designed dynamic networks in closed
environments. A further walkthrough for the design and imple-
mentation of reaction networks can be found elsewhere.60

Towards a more simplistic control, it is also possible to
remove the enzymes and implement dynamic DNA networks
only using strand displacement reactions, where a partially
complementary strand in a DNA duplex is replaced by another
strand with a higher binding affinity.63–65 In these reactions,
a single strand binds to a duplex via a toe-hold (single-
stranded segment) and initiates a reversible branch migration
which ends up in the formation of the most stable duplex and
ejection of the less binding strand (Fig. 5E). The dynamics
of strand displacement reactions depend mainly on the pre-
sence and length of the toe-hold. The exchange rate increases
over six orders of magnitudes as the toe-hold length increases
(from 1 to 6 bases) before reaching a plateau.63 The example
in Fig. 5E shows an irreversible strand displacement as the
absence of a toe-hold on the formed duplex prevents any back-
ward reactions.

Toe-hold control allows inhibiting the strand displacement
reactions by hiding toe-holds in the hybridized duplex form,66

or designing catalytic strands that reveal inaccessible toe-holds
(via a first displacement reaction) before regeneration by a
later displacement.67 Released strands can induce downstream
displacement reactions (cascade reactions), capture catalytic
strands (negative feedback) or catalyze their own release (positive
feedback).

As a major advantage, sequence-defined DNA oligonucleo-
tides enable the design of multiple strand displacement reac-
tions that can either behave orthogonally to each other, or exert
coupled feedback. Integration of such arbitrary networks
of cascading strand displacement reactions allows complex
system behavior, including periodic and chaotic model networks
such as the Oregonator and Rössler oscillators (Fig. 5E). We will
later on discuss how they can be used for motion (Section 4.2) and
computations (Section 5.3).62

Consequently, it becomes obvious that the high levels of
programmability in DNA-based systems provide the finest
design control over temporal regulation in molecular systems
at the moment, both on a gene/oligonucleotide level, as well as
on a protein expression level.

Fig. 5 Rational network architectures for oscillatory behavior based on
DNA systems. (A) The ‘‘repressilator’’ triple negative feedback architecture.
(B) Delayed negative feedback with autocatalytic positive feedback loop.
(C) A predator/prey ‘‘ecosystem’’, where the predator ‘‘b’’ consume the prey ‘‘a’’.
(D) Elementary steps in the PEN toolbox applied to the implementation of a
predator/prey model. Evolution of the prey and predator populations in an
actual experiment (bottom right). (E) Schematized strand displacement
reaction, based on toe-hold hybridization and branch migration. (F) Example
of a chaotic oscillator (Rössler) implemented from strand displacement
reactions. The reaction network (left) leads to chaotic oscillations (right)
both in theory (dotted lines) and in experiments (full lines). Adapted with
permission from (D) ref. 59 Copyright 2013, the American Chemical Society,
(E) ref. 61 Copyright 2011, Nature Publishing Group and (F) ref. 62 Copyright
2010, the National Academy of Sciences.
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3. Driving mechanisms and temporal
behavior of autonomous structures

A key intermediate challenge for the development of autonomous
devices and materials is the creation of autonomous structures.
Such systems go beyond passive responsiveness to external signals
by actively orchestrating dynamics (formation, steady-state, decay)
and properties in time by out-of-equilibrium reaction networks
and controlled internal dynamics. While such concepts are
common in living organisms their synthetic design remains
challenging. We will give an overview of the types of temporal
behavior and some underlying principles for the design of
autonomous artificial materials.

3.1 Out-of-equilibrium biological structures

Cells can rapidly contract, generate protrusions, divide, move and
organize internal organelles according to internal (or external)
signals. Many of the internal signals are generated by the temporal
control mechanisms described previously (see Section 2.1). The
cytoskeleton, a network of dynamic structures, takes care of
generating the appropriate response to these signals.

The cytoskeleton contains three main out-of-equilibrium
supramolecular assemblies, constantly polymerizing and depoly-
merizing: microtubules, actin filaments and the intermediate
filaments.68 The microtubules, the largest of these structures,
are mechanically stiff, highly dynamic, and alternate between
stable growth and fast depolymerization.69 They are the proto-
type of chemically fueled, energy-dissipating self-assembly with
dynamic and adaptive properties. Microtubules consist of a
tubular assembly of a hetero-dimeric protein (a/b-tubulin) bound to
a guanosine di- or triphosphate (GDP or GTP). The binding of GTP
is the energy uptake step and renders the GTP-tubulin building
blocks metastable. Those metastable GTP-tubulins add to the end
of the microtubule and hydrolyze into GDP-tubulin soon after their
incorporation (energy dissipation step). The microtubules contain
therefore mostly (deactivated) GDP-tubulin, and are spun like
springs, ready to undergo disassembly. Once hydrolysis reaches
the tips and overcomes growth by addition of (activated) GTP-
tubulin, the microtubules turn fully unstable and depolymerize
rapidly (Fig. 6A). These dynamic instabilities allow for a quick
reorientation and a fast search of the cellular space. Target
organelles emit signals that stabilize microtubules that have
found their targets. Microtubules are important for sorting the
chromosomes during cell division (Fig. 6B), and also serve as
tracks for molecular motors (Section 4.1) to transport large
cellular components.70–73

An important feature of this dissipative self-assembly is the
fact that structures only form as long as there is energy (GTP)
in the system. Hence, the overall lifetime of the steady-state
microtubule self-assembly (e.g. in vitro) is bound to the GTP fuel
present in the system. Once all GTP is consumed, the structures
decay entirely.

Taking another example from the cellular cytoskeleton, actin
proteins also form dynamic polar filaments. Their assembly is
based on a similar mechanism where adenosine triphosphate
bound-actin (ATP-actin) monomers are polymerized at one

end of the fibrils, hydrolyzed to ADP-actin and depolymerized
at the other end. Actin filaments are not designed for spatial
search and therefore do not switch between polymerization and
depolymerization as quickly as microtubules. In contrast, their
steady unidirectional growth, regulated by over hundreds of
accessory proteins, provides a reconfigurable network capable
of deforming the cell membrane. Actin polymerization powers
for example the extrusion of filopodia allowing cell crawling and
spreading. It also polymerizes as a ring at the middle of the cell
during mitosis, which contracts after segregation of the chromo-
somes, to generate two new cells.74–77

To summarize, actin and tubulin are catalytic structural compo-
nents fueled by ATP and GTP hydrolysis, respectively. They can exist
simultaneously with different dynamics and regulated properties
because they use orthogonal fuels. Their dissipative nature enables
new functionality such as quick spatial search and autonomous
reconfiguration, which are driven by two hierarchical feedback and
signaling mechanisms. One at the supramolecular assembly level,
which drives their dynamic growth/depolymerization, and one at
the cell environment level, which regulates the global behavior
(cellular re-organization, localized membrane deformation. . .).

Obviously such autonomous biological materials (powered
by stored and on demand produced chemical fuels) are of
overwhelming complexity. Discussing synthetic out-of-equilibrium
self-assembling structures in the next part will hopefully dissipate
some confusion and promote future advances.

3.2 Principles of synthetic out-of-equilibrium temporal
structures

Fueled out-of-equilibrium structures consume energy to maintain
a steady-state and spontaneously disappear in the absence of it.

Fig. 6 Microtubule self-assembly and dynamics. (A) Schematic representa-
tion of dynamic instabilities during microtubule polymerization. (B) Immuno-
fluorescence images showing DNA (in blue) and microtubules (in green)
during human cell division. Adapted with permission from ref. 70 Copyright
2008, Nature Publishing Group.
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Examples are very diverse and range from the reversible light-
induced aggregation of gold nanoparticles78,79 (further description
Section 3.3) to the GTP-fueled spatial search of microtubules.70

Obviously, molecular mechanisms, levels of autonomy and
temporal behavior differ strongly. It is therefore necessary to
refine classification based on these parameters.

We identify two characteristics of out-of-equilibrium struc-
tural systems that strongly impact their functions. The first
characteristic is their capacity to store energy and induce
structural transitions in autonomy. We already began this
discussion in Section 2 concerning homogeneous oscillators in
open or closed reactors (exchanges of matter); only the latter ones
can store energy and display complex behaviors in autonomy.
Here, it is further important to consider the exchange of energy
(light, heat, dynamic magnetic field. . .).

A system is truly autonomous when the temporal control is
effective in isolation, that is, in the absence of exchange of
either matter or energy (Fig. 7A and B). We already see here that
light-driven assembly is conditioned to the ingress of light
(externally powered), while tubulin systems can store energy in
the form of GTP and use it on demand to work autonomously. In
the case of autonomous systems, self-assembly is powered by the
transformation of a chemical fuel (high chemical potential) into
more stable products (Fig. 7C).

We believe that out-of-equilibrium structures will find most of
their applications if they have the capacity to store energy and
operate autonomously, or have energy available to adapt to
external signals in an active fashion. Additionally, light is the

most attractive external regulator as it can be delivered with high
spatial, temporal and energy resolution. Therefore, we emphasize
on autonomous systems and light throughout this Section.

The different examples are classified primarily according to
the level of complexity (the number of structural transition)
that they achieve in autonomy (that is once the energy input
has stopped). We will start from decay of structures that
spontaneously disassemble (one transition), and then discuss
transient structures that undergo successive assembly and
disassembly (two transition) before looking at oscillating struc-
tures (with three or more structural transitions). This may be
the most natural classification because it defines potential
applications and matches the complexity of the regulatory
network involved.

The second important characteristic is the nature of the
active component in the system. This can either be the structural
elements themselves or the environment. The active component
of the system is the one in charge of harnessing the energy by
fuel conversion.

In Section 2 we discussed the temporal regulation of chemical
potentials in solution. These can actually serve as active environ-
ments to generate out-of-equilibrium structural systems. To create
such systems one needs to choose a responsive structural element
that is actuated by the temporally controlled chemical potential.
In contrast, in systems with active structural components
(e.g. tubulin), the latter can directly catalyze the consumption
of the fuel present in the environment (GTP hydrolysis) to drive
their autonomous behavior.

This difference has a strong impact on the system behavior.
Active environments promote the synchronous actuation of all
the structural elements in the system, necessarily leading to the
corresponding macroscopic effect (gelation, dissolution. . .).
In contrast, systems driven by active structural elements can
sustain persistent macroscopic properties (self-healing, reorga-
nization, homeostasis. . .) but can feature continuous assembly/
disassembly of the underlying structures (Fig. 7D).

3.3 Decay of metastable and steady-state structures

The simplest autonomous behavior of an out-of-equilibrium
system is the spontaneous transition from a high energy state
to a state of lower total energy.

Relaxation events and transitions occur in any responsive
material where the application of a stimulus, hence a change
in the thermodynamic environment, leads to the induction
of a new equilibrium structure. Metastable structures are
obtained when the transient state persists in time (without fuel
consumption). The decisive time-scale coupled to this process
relates to the kinetic bottlenecks or the activation energy of the
pathway to fulfill the transition. Thermal energy or an external
chemical trigger is needed for metastable structures to reach
thermodynamic equilibrium. It is possible to control the time-
scale of such a process by modification of the molecular
structure or the thermal energy available. In this context,
kinetic structural control based on enzymes,80 supramolecular
assemblies,81 dynamic building blocks82–84 or reaction-
precipitation85,86 are exciting tools to prepare new nano- and

Fig. 7 Classification of out-of-equilibrium structural systems. Schematic
representation of (A) open and closed non-autonomous dissipative sys-
tems and (B) an autonomous isolated system. (C) The decrease of
chemical potential in an autonomous chemical system. (D) Molecular
representation of autonomously transforming structural systems driven
by an active environment (left) or active structures (right).
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microstructures with complex shapes and observable time
scales and transitions. We also point to controlled degradation
of hydrogels87–89 or self-immolative polymers90 which are at a
relevant interface between responsive and metastable systems.

Fundamentally different from such kinetically trapped systems
are far-from-equilibrium, energy-dissipative systems, which require
a constant energy supply to maintain a form of organization
(Fig. 8A). A seminal example deals with magnetic discs floating
at the surface of water and which are powered by a rotating
magnetic field to form steady-state patterns.91,92 The regular
organization of the discs disappears as soon as the magnetic field
stops rotating. The decay of this structure can be considered an
autonomous process, where, similar to above, the relaxation to a
thermodynamic ground state appears.

More advanced molecular mechanisms are encountered
in light-driven systems. Light can interact with many molecular
systems (absorption) and can be precisely controlled in time,
space and intensity. It is hence an energy source of choice to
start with the design of out-of-equilibrium self-assemblies.

We first focus on active environments (Fig. 7D). It is for example
possible to create light-fueled self-assemblies by combining a
pH-responsive system with reversible photoacids or photobases
present in the environment. For instance, malachite green is
an efficient photobase, which releases a hydroxide ion upon
UV-irradiation and re-captures it when light is stopped.93 This
photoswitch was used to drive the opening of the pH-responsive
DNA i-motif,94 and to create light-fueled hydrogels.95

Similarly, spiropyran derivatives can release protons upon
irradiation and recapture them in dark, which were used to drive
supramolecular and nanoparticle self-assembly (Fig. 8B).96,97

Interestingly, spatial patterning using masks can create pH-
gradients in solution.97 The equilibration of the pH gradient
once the irradiation is stopped can then be used to prepare self-
erasing patterns in hydrogels containing pH-responsive nano-
particles (Fig. 8D).78

Note that these examples are instructive to point to the often
unclear boundaries between classical acid/base triggered systems,
where a trigger changes the situation infinitely in closed systems,
and self-reverting, energy-sustained systems where a change is
only maintained under continuous external energy input. The
systems discussed above are interesting because the environment
is driven out-of-equilibrium by constant energy uptake, and the
structural element, material or molecular switch follows. Once the
energy supply is switched off, even in a closed system, the system
will return to the ground state with a time delay defined by the
reversing process (Fig. 8A).

The previous examples are typical of an active environment,
as the photosensitizer (malachite green/spiropyran) does not
take part in the self-assembly process. However, light can also
be used as a direct dissipative switch to trigger photoactive
structural components while leaving the environment unmodified
(Fig. 7D). Such light-driven materials rely on molecular photo-
switches that revert back to their original state spontaneously.
Azobenzenes are possibly the best understood molecules and
undergo UV-induced isomerization resulting in an unstable
cis-conformation that spontaneously returns to the thermo-
dynamically more stable trans-conformation. The cis–trans iso-
merization modifies the dipole moment of the azobenzene
molecules and creates molecular motion. These are the two
main effectors to impose changes on structures.

Azobenzenes have had a strong impact on realizing photo-
responsive actuators based on liquid crystalline elastomers in
bulk (Fig. 16A),98,99 and for manipulating self-assemblies in
solution.100,101 For instance, gold nanoparticles partially covered
by azobenzene derivatives aggregate under UV-irradiation in
organic solvents due to changes in the polarity (Fig. 8C). Since
the absorption spectra of the trans and cis isomers overlap
substantially, continuous irradiation produces typically a photo-
stationary state with a maximum of ca. 80% cis.102 This gives
rise to annealing of the structures due to constant switching in
the steady-state. Such gold nanoparticle lattices spontaneously
disassemble when the light is switched off.103

Changing the nature of the azobenzene derivative creates
nanoparticles that selectively aggregate at different wavelengths.104

The first self-erasing nanoparticle patterns were actually made

Fig. 8 Autonomously decaying structures. (A) Temporal behavior of stimuli
induced assembly regarding the speed of formation and the structural
stability. Active environments: (B) schematic representation of blue-light-
induced aggregation of pH-responsive nanoparticles associated with the
photoinduced merocyanine to spiropyran transformation, which releases
protons. (D) Self-erasing image due to the spontaneous reaggregation of
blue light dispersed pH responsive NPs. Active structures: (C) schematic
representation of UV-induced aggregation of azobenzene-decorated
Au-NPs. (E) Self-erasing images due to the spontaneous decay of the
azobenzene-decorated Au-NP aggregates. Adapted with permission from
(B and D) ref. 78 Copyright 2015, Nature Publishing Group and (C and E)
ref. 79 Copyright 2009, John Wiley and Sons.
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from such azobenzene-decorated nanoparticles dispersed in
an organogel (Fig. 8E),79 and recent work suggested the use
of transiently formed nanoparticle crystals as nanoflasks to
accumulate chemicals and bias reactions.105

Towards an engineering of the relaxation time-scale once
the energy input is stopped, it is possible to change the type of
azobenzene (as derivatives have different thermal half lives102)
or the azobenzene coverage on the gold nanoparticles.79

3.4 Transient self-assemblies with active environments

Autonomous materials with a controllable lifetime require
chemical fuels and orchestrated chemical reaction networks
to maintain a time-programmed functionality. As discussed in
Section 3.1 such transient states can either be obtained by
targeting active structural elements in a relatively constant
environment, or in a system approach by coupling responsive
self-assemblies to an active environment (Fig. 7).

Towards the latter approach, we recently developed a generic
concept to create time-controlled pH transitions that can be
coupled to virtually all pH-responsive systems to generate
transient self-assemblies.49,106

The developed pH control system consists of a combination
of a fast acting alkaline buffer (alkaline TRIS buffer as promoter)
with a simultaneously added ester (dormant deactivator) that
spontaneously hydrolyzes (with pH-dependent speed) in water
to form a carboxylic acid (time delay). The direct availability
of the alkaline buffer first increases the pH and the slow and
pH-dependent, non-linear hydrolysis of the ester restores the
original pH levels. Once coupled to a suitable pH-responsive self-
assembling system, it is possible to regulate their lifetimes by
superimposing the two pH actuating systems. Since the pH-driving
environmental system and the building blocks are coupled, a part
of the chemical potential (extent of the pH-jump) is consumed by
the coupled building blocks. The strongest effect on the regulation
of the timescale of the transient structures is provided by the
hydrolytic stability of the used ester. The amount/ratio of ester
and buffer then fine-tunes the lifetime of the self-assemblies
with time scales from minutes to days. Using this system it
was possible to successfully program the temporal stability
(‘‘lifetimes’’) of transient oligopeptide, nanoparticle and block
copolymer self-assemblies (Fig. 9C and D).106

Other approaches to control lifetimes by modulation of a
signal include for instance slow degradation of a complexation
agent using enzymes to shift the equilibria of supramolecular
assemblies and create transient fluorescence signals107 or self-
assembled vesicles.108

We recently realized a more advanced, biocatalytic feedback-
driven transient state at low pH by combination of the urease/urea
switch (Fig. 4A) with an acidic buffer (activator). The duration of
the transient acidic profile can be controlled by changing the
urease concentration driving the feedback-regulated pH reversal
(dormant deactivator). Coupling of this transient acidic state to
peptide hydrogelators, forming solid gels at low pH, enabled the
generation of the first time-programmed hydrogels with widely
tunable lifetimes ranging from a few minutes to several hours
(Fig. 9E). Those autonomously self-regulating hydrogels have been

proven to be useful to temporally block microfluidic channels and
reroute fluid flow in simplistic vascular network models for a pre-
programmed time.49

In the examples above, temporal control relies on the modula-
tion of the chemical environment of responsive structural elements
that drove their assembly and disassembly. This concept allows a
robust implementation of temporal control mechanisms based
on well-understood responsive structures. It however cannot
reproduce the dynamic behavior of microtubules or actin filaments,
as all responsive building blocks switch in a synchronized fashion
with the environment (Fig. 9A and B). Even though dynamics occur
between activation and deactivation of building blocks (as it
does in all acid/base responsive systems), they are unlikely to be
of similar subtleness as found in the kinetic balance of micro-
tubule self-assembly featuring dynamic instabilities.

Fig. 9 Transient structures driven by an active environment involving pH
feedback systems. (A) Temporal behavior of the assembly as function of
the amount of activator/dormant deactivator and (B) the corresponding
assembly and disassembly rates of the structural elements. (C) Scheme for
the temporal regulation of pH-responsive assemblies using such internal
pH feedback systems. (D) Photographs showing the transient formation of
vesicles by a pH-responsive block copolymer, as indicated by the turbid
dispersion. (E) Opposite transient acidic pH profile obtained by combining
urease/urea with an acidic buffer, and its application to the temporal
control of a peptide hydrogel assembling at low pH. Adapted with
permission from (C and D) ref. 106 Copyright 2014, American Chemical
Society, and (E) ref. 49 Copyright 2015, John Wiley and Sons.
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3.5 Transient self-assemblies from active structural elements

Autonomous materials made of active structural components
are closer to biological systems, and may lead to new function-
alities arising from the concurrent assembly and disassembly
processes (Fig. 10A and B). One of the most interesting long
term prospects could be in the direction of multicomponent
systems with orthogonally self-assembling active, dissipative
elements, such as actin (ATP-driven) and microtubule (GTP-driven)
in cells, able to perform independent tasks in a single environ-
ment. Hence there is profound interest in making transient self-
assemblies based on active structural components using specific
and selective fuels.

Peptide modifications by enzymatic reactions represent one
promising approach to create dynamic building blocks with
potentially high selectivity.89 Chymotrypsin was for example used
to catalyze the formation and dissolution of transient peptide
hydrogels. Chymotrypsin catalyzes the rapid trans-acylation of a
soluble methyl-ester gelator precursor to form an aromatic
dipeptide that forms fibrils and gels the system. It also catalyzes
the slower hydrolysis of the (just formed) gelator to its soluble
carboxylate form, thereby driving a time-delayed disassembly of
the structure.109 The lifetime of the transient hydrogel can be
modulated by the amino acid sequence of the gel-forming

peptide.110 It is interesting to note that the gelator precursor is
the fuel (high energy chemical consumed during the reaction)
while the enzyme is indeed the catalytic unit. Re-initiating the
self-assembly involves the addition of more gelator precursor,
which limits the number of cycles the system can undergo.

In a chemically triggered system, methyl ester-based hydro-
gelators were generated in situ from soluble carboxyl-containing
precursors using different methylation agents (methyl iodide111

or di-methyl sulphate112). Under alkaline conditions the methyl
ester groups are however prone to spontaneous hydrolysis
back to their soluble carboxylic form by hydroxide ions.111

At a sufficient concentration of the methylation agent and at
an appropriate pH, it is possible to reach a steady-state of
methylated gelators that form self-assembled fibrils and even
hydrogels while consuming the methylation agents. Here, the
system is based on a reusable active structural component that is
driven out-of-equilibrium by a chemical fuel (methylating agent,
Fig. 10C). More importantly, the supramolecular fibers show simul-
taneous assembly (fuel uptake) and disassembly (hydrolysis) micro-
scopically, while maintaining a macroscopic integrity – a behaviour
quite reminiscent of that of microtubules (Fig. 10E and F).

Such fuel-driven instabilities also provide a new mechanism
for self-healing, as the constant re-organization of the network
autonomously repairs damaged areas (Fig. 10D).112 The study
sets a benchmark for autonomous systems built from active
structural components, but the necessity to develop systems
relying on less toxic fuels and operating at physiological pH
leaves plenty of room for future developments.

Furthermore, autonomously transforming materials with
complex temporal behavior beyond peptide self-assemblies
and in particular approaching multiple macroscopic transi-
tions would also be attractive.

3.6 Oscillating structures

In Section 2 we reviewed how feedback-regulated reaction net-
works can generate oscillating chemical potentials. We will now
connect these principles to driving interactions in structural
components to reach dynamic structures (Fig. 11A and B). Again
we will learn about system approaches with building blocks and
environments being in synchronized behavior, and about active
building blocks within a relatively steady environment.

As discussed in Section 2.2 the BZ reaction has been established
as a reliable workhorse to study long lasting redox oscillations in
closed systems. To create an autonomous material driven by this
reaction, it needs to be coupled to redox-responsive structures with a
suitable potential window. A major breakthrough was achieved for
poly(N-isopropyl acrylamide) hydrogels (PNIPAM) with covalently
bound ruthenium tris-(2,20-bipyridine) catalysts (replacing the
cerium described in Section 2.2).41 In the presence of the BZ system
the ruthenium catalyst oscillates between the reduced (Ru2+) and
oxidized form (Ru3+), promoting the shrinking and expansion of
the hydrogel due to the charge modification of the polymer back-
bone (which shifts the volume phase transition temperature of the
modified PNIPAM below and above the working temperature). The
key is to directly bind the catalytic redox center to the polymer to
create an active compound central to the oscillatory mechanism.

Fig. 10 Transient structures using active structural elements. (A) Macro-
scopic temporal behaviour of the assembly as a function of the amount of
fuel introduced and (B) the corresponding assembly and disassembly rates
of the structural elements. (C) Schematic model for the mechanism of fibril
formation with active building blocks where methylation and hydrolysis
compete. (D) Photograph of the self-healing properties of the gel. (E) Length
and relative growth rate of individual fibrils measured by confocal micro-
scopy. (F) Confocal visualization of the simultaneous growth and shrinkage
of the fibrils at pH 10.7. Image length is 30 mm. Adapted with permission
from (C–F) ref. 112 Copyright 2015, the AAAS.
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Due to the feedback mechanisms involving soluble intermediates
with fast diffusion coefficients (bromous acid and bromide) the
systems undergo synchronous transitions in well-stirred polymer
solutions or microgel suspension, but as we will see in Section 4.4,
reaction/diffusion fronts with coupled volume changes occur
for unstirred systems with large dimensions.

Based on this principle several autonomous materials were
developed, e.g., a polymer dispersion undergoing rhythmic
solubility/insolubility transitions,113 a block copolymer periodically
assembling into micelles (Fig. 11C and D),114 microparticles
spontaneously flocculating and dispersing,115 or microgel
suspensions with oscillating viscosity.116

In parallel, several examples of oscillating structures and
materials emerged by coupling of pH-responsive elements with
pH oscillators. Direct actuation of pH-responsive hydrogels
led to materials that swell periodically,117–119 gold or silver
nanoparticles decorated with pH-responsive ligands presented
oscillatory aggregation,120 carboxylic acid surfactants showed
rhythmic micelle-to-vesicle transitions,121 and pH-responsive
i-motif DNA sequences switched periodically from the canoni-
cal duplex to the intermolecular quadruplex.122–124 One should
however note that these examples differ from the active BZ-based
materials because they consist of responsive structures driven by
an active environment, and are not involved directly as a catalytic
species in the original reaction network. The pH-induced
collapse of a responsive hydrogel can nevertheless induce an
additional feedback mechanism as proton diffusion in the
hydrogel differs in the swollen and collapsed states. A hydrogel
system exploiting this feedback displayed oscillatory behavior
in a static environment.125,126

Another sophisticated oscillatory system was built by embedding
epoxy posts with a catalyst at their top into a thermo-responsive
hydrogel, so that the tips stick out of the hydrogel. Below the
critical temperature for the volume phase transition of the
hydrogel, the catalyst posts are in contact with their substrates
(in a microfluidic setup) and produce heat due to an exothermic
reaction. The heat generation induces the collapse of the hydrogel,
and the posts bend downward, thereby separating the catalysts
from their substrate. The interruption of the exothermic reaction
subsequently causes the temperature to drop, which reinitiates the
cycle as the catalyst at the tip of the posts is re-exposed to its
substrate when the hydrogel re-swells. The time-delay in thermal
equilibration and the hysteresis of swelling the polymer network
contribute in establishing robust oscillations (Fig. 11E).127 This
example is particularly interesting as chemical reactions, complex
hybrid structures, thermal transport and the hysteresis of a poly-
mer network are all combined in a functional microfluidic system.

Towards biomolecular oscillating systems, we described above
how DNA systems enable high levels of programmability and
operation in an autonomous fashion, and therefore open consider-
able opportunities for precise materials design. For instance, the
transcription oscillator discussed in Section 2.4 was used to actuate
DNA-tweezers.58 Since opening and closing the DNA tweezers con-
sume some of the interacting strands driving the oscillatory network,
they act as load on the system and damp the oscillations. Depending
on the position in the network where the load is applied (and on the
amount introduced), the responsive tweezers can completely prevent
the system from oscillating.128 Unlike previous examples for pH
driven systems,120,122 here the amount of responsive structures
is comparable to the interacting species driving the oscillations.
However, the addition of insulating network features acting as an
intermediate between the transcription oscillator (temporal control)
and the load (responsive structural elements) assisted in making the
system practically load-insensitive.128

Such components increasing the robustness of out-of-
equilibrium systems will certainly play an important role in
future autonomous materials where responsive structures are
driven by autonomous reaction networks.

Fig. 11 Oscillating structures. (A) Macroscopic temporal behavior of some
oscillatory structures and (B) the corresponding assembly and disassembly
rates of the structural elements. (C) Scheme of self-oscillating micelles.
(D) Variation of turbidity associated with micelle formation. (E) Chemo-
mechano-chemical oscillations of rigid posts embedded in a temperature
responsive hydrogel. The catalyst at the top of the posts contacts the
reagents, leading to heat-up and subsequent bending of the posts into
the reagent free layer until the temperature drops to reinitiate a cycle.
Adapted with permission from (C and D) ref. 114 Copyright 2013, the Royal
Chemical Society, and (E) ref. 127 Copyright 2012, Nature Publishing Group.
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4. Motion and work generation

The ability to move is one of the most fascinating properties of
living organisms. Motion requires energy that is converted into
work by biological molecular motors, which are optimized for
specific functions, such as intracellular transport, micro-propulsion
or macroscopic motion. Those motors convert chemical energy
in mechanical work with an efficiency close to the one of our
thermal engines.129 Whiles there is a profound understanding
of the underlying mechanisms in biology, translating the
principles into synthetic, chemically fueled, molecular systems
remains one of the grand challenges.130

We will review here the mechanisms driving fueled motion
from the molecular to the macroscopic scale in biological and
synthetic systems, and place an emphasis on distinguishing
molecular switches from molecular motors, and derive some
implications for autonomous systems in general.

4.1 Motion mechanisms in biology

Molecular motors convert a chemical fuel to mechanical work
to control many cellular functions. They power the active
transport of cargo in the cytoplasm, regulate the mechanical
properties of the cytoskeleton, power flagellar propulsion of
bacteria and are at the origin of muscular contraction for macro-
scale movement. The challenges to achieve powered motion
depend on the involved length scales, and understanding some
of the solutions evolved in biology can guide the design of
efficient artificial systems.

At the nanoscale, organelle transport is powered by proces-
sive molecular motors, such as kinesin that uses microtubules
as tracks. Those motor proteins consist of a globular motor
head containing a microtubule binding sequence and an ATP
binding sequence attached to a tail domain that binds to the
cargo.131 Conventional kinesin walks along the microtubule by
forming dimers where the two heads work in a coordinated
fashion.132 ATP binding to the forward head of the kinesin
motor creates a twisting motion in the neck linking the two
sub-units, moving the rear head forward. ATP is hydrolyzed to
ADP while the head brought forward binds to the microtubule,
and ADP is released. ATP binding in the front head will then
initiate a new 8 nm step (Fig. 12A).133–135 Coordinated motion
of the two heads and constant contact with the microtubule
enables the directed displacement of cargoes on long distances.
The direction of the motion relative to the asymmetry of the
microtubule track is directed by the chirality of the neck-coil.136

In fluids motion cannot rely on solid tracks to fight random
Brownian noise. As the mass to surface ratio decreases, inertia
also becomes insignificant compared to viscous drag. This
renders reciprocal, time-symmetric movements such as simple
flapping useless.137 Bacteria like E. coli swim by rotating a left-
handed chiral filament with a rotary motor, the ATP-synthase.
Time symmetry is broken by the chirality of the flagella. Counter-
clockwise rotation of the ATP synthase fueled by a trans-membrane
proton gradient pushes the bacteria in the direction opposed to the
flagella, while clockwise rotation promotes chaotic movement,
called tumbling, as the chirality of the flagella and of the rotation

are opposed (Fig. 12B).138–140 We will also see in Section 5.1 how
bacteria use alternating linear motion and random reorientation
to direct itself in chemical gradients.

Nature has evolved other ways to generate asymmetry at the
nanoscale for propulsion. For example listeria bacteria move
inside the cytoplasm of eukaryotic cell by recruiting protein
complexes promoting the assembly of actin fibrils. The energy
released by the localized actin polymerization propels the bacteria
in the direction opposed to the polymerizing actin,141,142 a strategy
that has also been used by some viruses.143

To summarize, propulsion in fluids requires an asymmetric
distribution of forces on the objects, either created by non-
reciprocal motion or by a localized reaction.

Harnessing the individual motion of thousands of molecular
motors to generate macroscopic movement on the other hand
requires synchronization in space and time. In muscle sarcomeres,
myosin are threaded in thick-filaments interdigitized with actin
fibrils.144 Myosins are ATP-fueled molecular motors similar to
kinesin that use actin as tracks (instead of microtubules).
In contrast to kinesin, muscular myosins only bind to actin
filaments for a short time, and motion is induced by the twisting
of a lever arm generating a forward stroke transferred to the

Fig. 12 Biological motion. Schematic representation of (A) the coordi-
nated walk of kinesin motors on microtubules fueled by ATP hydrolysis,
(B) the flagellar propulsion of bacteria and (C) the organization of myosin
motors and actin filaments in the muscle sarcomere. Adapted with
permission from (A) ref. 133 Copyright 2000, the AAAS.
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filament before unbinding.133,145 Coordinated series of strokes
orchestrated in space by the sarcomere organization and in time
by calcium signaling enables fast and large scale contraction
(Fig. 12C).146 This is indeed one of the most exquisite motion
mechanisms as it requires both temporal and spatial synchroniza-
tion at several hierarchical levels.

One possible strategy to power micro- or nanoscale motion
is to extract and purify biological motor proteins and drive new
out-of-equilibrium functions in man-made biohybrid material
systems, as also reviewed recently.147–152 Yet, most of the
mechanisms at the origin of the behavior hide inside these
purified motors. In order to draw essential concepts and foster
the development of new synthetic materials we focus here only
on the synthetic design of work-generating modules.

4.2 Atomically precise motors and walkers

Classical organic chemistry has been one of the drivers towards
molecularly defined machinery.153,154 Right at the beginning of
this Section it is important to insist on the key conceptual
difference between a molecular switch and a molecular motor.
Only the latter are able to accumulate work under continuous
cycling, while switches mostly induce reversible changes in
matter.130 For example, a rotaxane moving on a thread between
two positions depending on the system state represents a
switch. There is no accumulation of work in a cycle as returning
the switch to its initial position opposes the work generated by
the first switch (Fig. 13A).155 On the other hand, a molecular
motor accumulates work as it returns to its original state via a
non-identical pathway (Fig. 13B).

At least three intermediate states are necessary to create a non-
reciprocal cycle of switches capable of returning to their initial
position while accumulating work. Systems consisting of catenanes
rotating unidirectionally along a macrocycle with three (or more)
binding sites (Fig. 13C),156 an unidirectional four-step rotating
motor,157 and a three-step supramolecular linear pump have been
demonstrated.158 Yet these systems rely on extensive external triggers
to perform a cycle because each step requires the addition of a
specific fuel. Even though they clearly present a work-generating
mechanism, these structures are multi-responsive rather than
autonomous and continuous as actual motors.

Some of the most promising molecular motors consist of
light-powered molecules that rotate unidirectionally along a
central double-bond upon UV irradiation.159 The four-step rota-
tion consists of two UV-induced cis–trans isomerization and two
thermal relaxations. The presence of at least one stereogenic
center enables uni-directional rotation (Fig. 13B).160,161 The speed
and direction of rotation can be modified by changing the
structure of the molecular motor.162–164 Another recent example
deals with the light-powered unidirectional translation of a linear
molecule through a macrocycle, providing new opportunities for
linear transport (Fig. 13D).165 The first examples of synthetic
machines harnessing the work of molecular motors to create
motion are also emerging. A striking example is the molecular car
whose four wheels consist of the rotating motors described
above. After evaporation on a copper surface the cars can move
linearly with 0.6 nm steps upon electrical excitation. Efficient

driving requires the four motors to work in a coordinated
fashion. Cars with improper configurations (synthesis) or con-
formation (landing on the copper surface), respectively, show
random walk or no motion at all (Fig. 13E).166

While light-powered motion offers neat access to spatio-
temporal external modulation of the motors, truly autonomous
systems would require harnessing chemical energy in a coordinated
fashion. Steps in this direction are for instance taken by molecular
walkers, which use chemical energy to power motion at the
nanoscale. In solution the work generated by motor systems is

Fig. 13 Molecular machinery: synthetic molecular motors (vs. synthetic
switches). (A) Schematic representation of a reciprocal supramolecular
transition that does not generate work in continuous operation: a mole-
cular switch. (B) Schematic representation of a non-reciprocal isomeriza-
tion cycle capable of generating work: a molecular motor. (C) A catenane
rotating unidirectional along a macrocycle. (D) Light powered uniaxial
translation of a linear molecule through a macrocycle. (E) Molecular cars
with various configuration and conformation showing either linear motion
(left), random motion (center) or no motion (right) upon electrical excita-
tion (note that while the molecular structures differ we matched the colors
with structures in B to simplify understanding). Adapted with permission
from (A) ref. 155 Copyright 1991, the American Chemical Society,
(B) ref. 161 Copyright 2008, the American Chemical Society, (C) ref. 156
Copyright 2003, Nature Publishing Group, (D) ref. 165 Copyright
2015, Nature Publishing Group, and (E) ref. 166 Copyright 2011, Nature
Publishing Group.
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lost, hence, molecular walkers use tracks to prevent Brownian
randomization and accumulate work. While chemically fueled,
entirely synthetic, molecular walkers (based on organic chem-
istry) remain a challenge,167,168 it is possible to build such
walkers from DNA based on the addressability and dynamic
nature of the Watson–Crick hybridization.169,170

To create an autonomous DNA walker it is necessary to drive
the stepwise motion with a fuel and a catalytic unit.171 The
burned bridge mechanisms are most popular to drive DNA
walkers because of their relative simplicity. In such systems
the track serves as a metastable fuel and the walker catalyzes its
transformation. An example of such a mechanism is presented
in Fig. 14A. The track consists of an array of single-stranded
DNA (containing an RNA base outlined in pink) while the
walker consists of a DNA strand complementary to track and
possessing a catalytic loop (called DNAzyme; outlined in green).

In the presence of magnesium the DNAzyme is able to hydrolyze
the ribose base of the track strand, creating a small fragment
(top) that melts away to reveal a toe-hold. The walker then
moves to the next intact track position by first hybridizing
its dangling free end to the next available DNA track strand
(toe-hold hybridization) and subsequent branch migration to
maximize hybridization in a single DNA duplex (see also Fig. 5).
The process then restarts as the DNAzyme hydrolyzes the intact
ribose base present on the newly formed duplex.172,173 Instead
of a DNAzyme, it is also possible to build a mechanistically
similar walker using an external nicking enzyme. The nicking
enzyme replaces the DNAzyme and the track does not require a
RNA base, because the enzyme can recognize and hydrolyze
regular DNA strands.174

Such track-fueled mechanisms promote an unidirectional
motion as the walkers always move towards regions with intact
tracks. Multipedal ‘‘spiders’’ with DNAzyme legs, walking according
to the same mechanism, were able to follow programmed paths of
ribose-containing strands created on an otherwise unexplorable
DNA tile (Fig. 14B–D), demonstrating possibilities to spatially
orchestrate the movement.175 Similarly, it was possible to
observe the motion of DNAzyme-coated nanoparticles on carbon
nanotube tracks,176 of enzyme-powered DNA walkers on DNA
tiles,177 and of rolling DNA-particles on RNA surfaces.178

Other track-fueled mechanisms have been proposed where
the walker catalyzes the hybridization of a hairpin fuel with the
single-stranded tracks,179 which opens up possibilities to direct
the motion by the nature of the fuel,180–182 or to build motors
with coordinated legs.183

To summarize, in order to generate work at the molecular
scale it is necessary to build a cycle of switches (3 or more) that
is non-reciprocal. Most synthetic machines still rely on external
actuation to power such cycles while autonomous devices require
a catalytic unit to convert the energy stored in a metastable fuel
(structure) into work. This is the case for track-fueled DNA-based
walkers, a well-established system promoting directional motion
based on the burned bridge strategy. Contrary to the motion of
myosin and kinesin motors, which use outside fuel, track-
consuming mechanisms prevent reusability. Hence, long-range
motion of solution-powered walkers leaving their track intact
remains a milestone objective, but probably not for long.184,185

4.3 Breaking symmetry in fluids for motors

Bacteria swim in fluids by rotating their chiral flagella, which
creates an asymmetric fluid flow and propels the organism. Some
synthetic devices have been built on the same principle,186

however, due to their complexity, no chemically fueled motors
based on such mechanisms exist. Yet much more simplistic
systems have been conceived to break the symmetry of objects
and create a fueled motion.

The underlying propulsion mechanisms fall in two main
categories: either the objects carry the fuel on board (we will
call them internally fueled motor, a macroscopic example
would be a rocket) or they catalyze the transformation of a
metastable fuel (we will call them catalytic motors, a macro-
scopic example would be a solar car).

Fig. 14 DNAzyme molecular walker. (A) Walker mechanism, where the
DNA–aptamer sequence (green) that forms, in presence of magnesium, a
DNAzyme capable of hydrolyzing the ribose base (pink dot) of the DNA-
track. Subsequent release of the cleaved sequence leads to processive
rebinding to the next strand and movement. (B) Multipedal DNAzyme
spider and (C) its progress on a self-assembled prescriptive track of ribose-
containing strands on a DNA tile. Blue tracks are the intact ones, pink are
the consumed ones, and orange territory cannot be explored as it does not
present track strands on its surface. (D) AFM images of the spider at the
start, in the middle and at the end of the track (from left to right). Adapted
with permission from (A) ref. 173 Copyright 2005, John Wiley and Sons,
(B–D) ref. 175 Copyright 2010, Nature Publishing Group.
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The first ones, internally fueled motors, consist of relatively
large structures, which can be autonomous, but whose autonomy
is limited by the amount of fuel they carry. The mechanisms rely
on a localized conversion of fuel that pushes the object. Camphor
boats are a classical example of propulsion.187 In these systems,
the camphor sublimes away from the solid scraps on the boat,
adsorbs at the air/water interface, and locally lowers the surface
tension of water close to the boat. The surface tension aniso-
tropy around the boat generates a flow of water known as the
Marangoni effect, which reciprocally pushes the boat towards
camphor-free areas.188 Surfactants present at the water surface
can alter the motion,189 and lead in some case to oscillatory
movements.190 Biocompatible motors with similar motion
mechanisms have recently been demonstrated using a hydro-
phobic peptide fuel (surfactant) loaded in a metal organic
framework and immobilized in a boat shape to foster direc-
tional movement.191 These surface tension-driven mechanisms
however restrict propulsion to interfaces.

To overcome interface-confined motors, colloidal-scale Janus
particles consisting of an inert frame loaded with a water-reactive
metal (e.g. gallium/aluminum alloy, magnesium or zinc) are an
interesting alternative to propel in bulk solutions.192–194 These
systems are propelled by the reduction of water to hydrogen while
the metal is oxidized. The asymmetric formation of hydrogen
bubbles on the reducing metal side pushes the particles in the
opposite direction (Fig. 15A and D). Such mechanisms enable
propulsion in complex media, including for example blood
serum,193 but at the cost of reusability, since the motors are
wasted once the metal is completely consumed.

Catalytic motors, the second class, benefit from being
reusable, but they require a fuel-containing medium and can
be sensitive to poisoning. Polymerization motors, inspired
from actin assembly motors, propel objects by catalyzing the
formation of rigid structures at one side (Fig. 15B). Suitable
mechanisms to power the motion include the assembly of DNA
hairpins at the edge of a DNA tile (Fig. 15E),195 the polymeriza-
tion of norbornene on one side of a Janus particle,196 or the
enzymatic production of a fibril-forming hydrogelator from a
soluble precursor.197

Structure formation is not essential to motion, and, in fact,
most of the catalytic motors only rely on an anisotropic distribu-
tion of the catalytic center creating an anisotropic chemical
environment (Fig. 15C). Examples for such motors greatly vary
in size and shape, from macroscale boats198 to bimetallic
nanorods,199–201 Janus particles (Fig. 15F),202–204 capsules,205

tubes,206,207 or polymersomes.208

The most common mechanism is the disproportionation of
hydrogen peroxide, which creates bubbles, electrochemical
proton flow or concentration gradients that propel the motors.
For more details on their fabrication and motion mechanism a
comprehensive review was recently published.209

A clear step towards propulsion mechanisms of higher
biocompatibility is to replace the metallic catalysts by enzymes,
which also opens up opportunities for enzyme-selective fuels.
Several catalytic motors with immobilized enzymes showed pro-
pulsion in fluids by self-electrophoretic proton flow,210,211 bubble

recoil,212,213 or self-diffusophoresis214,215 in the presence of the
appropriate substrate. In fact, substrate-enhanced diffusion of
enzymes alone has already been demonstrated for urease,216

catalase,217 RNA and DNA-polymerase,218–220 even if the exact
mechanisms of propulsion remain under debate.221,222

4.4 Harnessing molecular work at the macroscale

The differences between the effect and principles of molecular
switches and molecular motors on macroscale functionalities
such as actuation or transport may not be obvious at first glance.
There is no doubt that molecular switches can create macro-
scopic work, such as in the swelling/deswelling of hydrogels,
movements of droplets on the surface with switched wettability
or in the actuation of ‘‘artificial muscles’’ e.g. based on carbon
nanotubes.223–225 Certainly this has led to a range of fascinating
responsive material concepts. The clear difference to the effect
of molecular motors is the fact that returning to the initial state
will undo/revert the work generated by triggering a previous
switch. In contrast, a molecular motor can accumulate work by
repetitive cycling.

One general challenge to create efficient macrostructures,
no matter whether based on switches or motors, lies in the
spatial organization of the individual molecular switches or
motors. Disorganized systems waste molecular work because

Fig. 15 Self-propulsion of micro- and nanoscopic objects. (A) Internally
fueled motor, in which the core reacts with water to propel the particle.
(B) Polymerization motor and (C) catalytic motors featuring bubble
propulsion. The fuel is in red and the catalytic areas are in green. The
red arrows represent motions and the black arrow the flow of fuel.
Examples of actual micromotors: (D) internally fueled, (E) DNA-based
polymerization motor and (F) Janus catalytic motor. Adapted with permis-
sion from (D) ref. 193 Copyright 2013, John Wiley and Sons, (E) ref. 195
Copyright 2007, Nature Publishing Group, and (F) ref. 204 Copyright 2012,
the American Chemical Society.
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individual movements may compensate each other. An important
solution is to organize along a major director to accumulate
movement in a single direction. For instance, crystals of light-
responsive diarylethene are capable of changing shape and
lifting weight upon irradiation.226,227

Such perfectly ordered macroscopic crystals are difficult to
prepare, and hard to process or shape. Liquid crystals are known
to combine long-range order with facile processing and alignment.
The introduction of polymerizable groups also facilitates the
fabrication of solid devices. In this respect, light-responsive liquid
crystal elastomers are some of the most successful examples of
molecularly organized systems for creating chemo-mechanical
work (Fig. 16A).98,99,228–231 Although these systems rely on switches
rather than actual motors, they led to inspiring devices capable
of walking,232 swimming,233 or pumping liquid234 upon periodic
irradiation (external actuation) and even rolling under constant
and inhomogeneous irradiation.235

The organization of the molecular effectors impacts the
function of the system. On the one hand, when the molecular
switches work in parallel they generate high nominal forces capable
of moving big objects, on the other hand, when the switches work
in series they create movements of large amplitude.236,237 For
example, multiple light-powered molecular rotors working in
parallel in a liquid crystalline film could rotate a rod 10 000
times their size.238 In a different system similar rotors were
used as crosslinkers in an organogel. Upon UV irradiation each
rotor entangles the network at its proximity and the association
in series of their individual motion results in the contraction of
the organogel to 20% of its initial volume (Fig. 16B–D).239 Note
that the molecular motors make multiple transitions back to
their original states, and accumulate work (volume change)
continuously, which would not be possible for molecular
switches. One of the ultimate goals is the assembly of muscle-
like materials, in which the motors are polymerized in series
and assembled in bundles to merge large amplitudes of motion
and high forces.240

Another central challenge lies in the temporal organization
and synchronization to promote long-lasting autonomous work
generation, important for instance for pumping or walking, and
similar to calcium signals that synchronize the myosin motors in
muscles.146 To this end, oscillating systems have proven to be a
useful approach. For example pH oscillators (open reactors) can
drive the rhythmic contraction or ciliary motion of pH-responsive
polymers,241,242 or the periodic bending of DNA-coated
cantilevers,123 and thus effectively convert chemical energy in
mechanical work. However, since these systems do not store
chemical energy they cannot operate in autonomy and stop
functioning as soon as the reactant feeding stops.

So far the only systems generating mechanical work in
autonomous chemical systems rely on the self-oscillating gels
driven by the BZ reaction (see Sections 2.2 and 3.6).41 The
diffusion of feedback-controlling chemicals (bromine, bromous
acid. . .) synchronizes swelling and contraction of the hydrogel,
which leads to homogeneous oscillations in small gels.245

However, as the size of the specimen increases, the characteristic
diffusion times across the sample become larger than the period

of oscillation and different volumes of the same hydrogel simulta-
neously contract and swell. This leads to the appearance of
complex patterns that depend (among other parameters) on the
shape of the hydrogel.246,247 A direct scale-up to large chemically
powered devices is impossible because the loss of synchronization
in large pieces prevents amplitude increase as swelling and
deswelling in specific directions average out. It is possible to
overcome this limitation by maintaining one dimension of the
sample below the diffusion length of the chemicals. This has

Fig. 16 Macroscale devices capable of producing work. (A) A polymerized
liquid-crystal film containing light responsive azobenzene switches.
The film bends upon irradiation at 366 nm because the azobenzene
isomerizations induce a longitudinal contraction of the liquid crystals.
Irradiation above 540 nm flattens the film as the switches return to their
initial conformation. Light polarization controls the bending direction by
preferentially actuating crystal domains parallel to the polarization plane.
(B) Chemical structure of the molecular motor crosslinking unit driving the
contraction of a gel under UV light. (C) Schematic representation of
the UV-induced entanglement together with the volume shrinkage of
the corresponding gel. (D) Photographs of the gel at different times.
(E) Schematic representation of peristaltic pumping with self-oscillating
gels. (F) Photographs of an active surface transporting a small cylinder.
Adapted with permission from (A) ref. 228 Copyright 2003, Nature Publishing
Group, (B–D) ref. 239 Copyright 2015, Nature Publishing Group, (E) ref. 243
Copyright 2012, John Wiley and Sons and (F) ref. 244 Copyright 2009,
the American Chemical Society.
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led to self-oscillating hydrogel films showing propagating
waves of swelling and contraction.248 In such a case the local
thickness increase (small dimension) is synchronous, while the
width variations (large dimension) average out. This concept
was applied to the fabrication of various functional devices,
such as for the transport of small objects resting on oscillating
surfaces (Fig. 16F),244,249,250 the transport of bubbles, fluids and
tracers in self-oscillating tubes (Fig. 16E),243,251 as well as for
the ciliary motion of microstructured surfaces.252 It is impor-
tant to note that while these systems can convert chemical
energy into work autonomously, they do not violate thermo-
dynamic laws since the work produced never exceeds the
chemical energy consumed by the system.

Obviously further progress relies on a combination of temporal
and structural synchronization. Key advances in this area deal with
modifications of the internal structures of the BZ-hydrogels.
A macroscopic structuring of the hydrogels with inhomogeneous
crosslinking density can be used to design structures autonomously
walking and swimming.253,254 Furthermore, the integration of
porosity allows drastically increasing the oscillation (swelling)
amplitude,244,255 while comb-type polymers with dangling respon-
sive chains engineered on the molecular scale lead to faster and
larger swelling/deswelling oscillations compared to conventional
hydrogels.256,257 These improvements aim at controlling the
volume variation of the hydrogels during oscillations, and it is
clear that more complex actuation principles and advanced opera-
tion will rely on combining the feedback mechanism for temporal
synchronization with defined nano-/mesoscale organization of
the molecular effectors for directional and most efficient chemo-
mechanical energy conversion.

5. Information processing in
autonomous systems

Chemical signals can modify the behavior of autonomous out-
of-equilibrium systems, and can therefore provide them with
the ability for sensing, adaptation and communication. Logic
networks implemented in such systems are the key to allow for
an appropriate adaptation in a complex sensory landscape with
multiple signals. Improvements in the computational power of
logic systems are needed to enable threshold sensing, signal
filtering and even simple mathematic operations. Beyond simple
adaptation, autonomous entities can also emit signals, and
primitive forms of communication emerge when several auto-
nomous entities adapt and exchange information simultaneously.
Here it becomes obvious that a control over the emission rates
and diffusion speeds of feedback-controlling chemical signals
hold the key to modulate collective behavior and emergent
properties.

5.1. Sensing, adaptation and communication in biology

Adaptation, the capacity to sense and respond to environmental
variations, is crucial for the survival of living organisms.
Even archaic unicellular organisms have developed complex
molecular machinery to sense their environment and respond

to it. For instance, chemotaxis, the property of cells to move
directionally in chemical gradients, allows them to find nutrients
and escape from toxic environments.

Swimming prokaryotes such as E. coli (diameter E 2 mm)
alternate sequences of linear motion and random reorientation
(tumbling; see Section 4.1 for more details). In order to direct
themselves in a chemical gradient, the bacteria change their
tumbling frequency according to the concentrations of target
chemicals. For instance, E. coli possesses several trans-membrane
histidine–aspartate phosphorelay systems that sense the pre-
sence of chemo-attractants (pH, nutrients, oxygen level. . .) in
the environment, and exert, through phosphorylation signals,
a negative feedback on the frequency of the clockwise rotation
of the F1-ATPsynthase rotor. The decrease of the clockwise
rotation frequency reduces chaotic tumbling and increases the
lengths of linear motion sequences. This causes the bacteria to
move faster as the chemo-attractant concentration increases,
promoting motion towards concentrated areas (Fig. 17A).
Similar regulating systems sensitive to chemo-repellants that
increase the tumbling frequency allow the bacteria to move
away from such signals.258,259

Larger eukaryote organisms such as Dictyostelium (10 mm)
can directly sense chemical gradients due to their larger
size (Fig. 17B). A chemo-attractant (e.g. cyclic adenosine mono-
phosphate) is detected by trans-membrane receptors that
induce a matching gradient of G-proteins in the cytoplasm.
A locally excitable and globally inhibited (LEGI) regulatory
network amplifies this gradient and generates a sharp, thresholded
signal at the front of the bacteria. Shortly, the LEGI network
consists of an activator (positive feedback), which degrades quickly,
combined with an inhibitor with a longer lifetime (negative
feedback). Because of its slow degradation the inhibitor
diffuses in the entire cell and the negative feedback applies
everywhere proportionally to the average level of the chemo-
attractant. This erases the average background concentration.
In contrast, the short lifetime of the activator causes the
positive feedback to overcome inhibition only at the gradient
front (Fig. 17C and D).260–263 Actin polymerization and the
appearance of pseudopodia responsible for cell migration
follow the signal front and initiate motion towards areas of
high concentrations of the chemo-attractant.

Importantly, there are common mechanisms for adaptation
in these two chemotaxis processes for both prokaryotes and
eukaryotes: they both consist of a sensing system coupled to a
logic network (of different complexity) that finally regulates the
function (here the motion mechanism).

Colonies of bacteria push adaptation to the next hierarchical
level. Each organism emits chemical signals to communicate
with the colony. Thereby they can monitor the population
density in the colony and adapt their behavior accordingly – a
feature called quorum sensing. Vibrio fischeri for example,
a marine bacterium, emits bioluminescence only at high
population density. This behavior, based on quorum sensing,
evolved in symbiosis with a squid that uses the biolumines-
cence of these bacterial colonies to confuse predators. Crowd
induced bioluminescence therefore increases the survival of
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both the squid and the colony while isolated bacteria save
energy by switching the light off (Fig. 17E).264–266

Other chemical signals and logic networks controlling com-
munication among unicellular organisms enable collective
hunting,267,268 self-organization in complex fruiting bodies,269

maze solving,270 and the creation of robust colony networks.271

Highest complexity is of course encountered in multicellular
organisms, in which the continuous exchange of interacting
chemical signals drives the formation of complex shapes
and multifunctional organs from a spherical unicellular zygote.

This spontaneous formation of shapes from an out-of-equilibrium
chemical system is called morphogenesis. In 1952, Turing
described in mathematical terms how two hypothetical chemical
morphogens diffusing and interacting with each other could
spontaneously form patterns from an initially homogeneous
medium.272 While the molecular nature of the morphogens at
the origin of most biological patterns and shapes remains
unknown, the model became popular to describe and explain
pattern formation in living organisms.273,274 Recreating Turing
patterns in vitro helps to understand biological morphogenesis
and can drive the fabrication of new intelligent systems.

5.2. Artificial chemotaxis

Many catalytic nano- and micromotors (Section 4.4) show an
apparent diffusion coefficient positively correlated with the
concentration of chemical fuels in their environment (Fig. 18A).

Fig. 17 Examples of biological adaptation on different levels. (A) Chemo-
taxis of flagellar bacteria. As the chemo-attractant increases (orange
background) the frequency of tumbling decreases and allows larger linear
moves into the direction of the chemo-attractant. (B) Chemotaxis of
eukaryotes. A logic network transfers the gradient of chemo-attractant
into a thresholded signal gradient and regulates actin polymerization at the
origin of motion. (C) Response of the Locally Exited Globally Inhibited
(LEGI) network to the gradient of chemo-attractant. Grey lines: local
excitation. Blue line: inhibition feedback to allow for threshold sensing
between front and back. Red line: net signal response at the gradient front
(excitation minus inhibition). (D) Response of immobilized Dictyostelium
discoideum in a gradient of cyclic AMP provided by a micropipette labeled in
red in the center. The signaling proteins of the cells are fused with a green
fluorescent protein. The green crescent fluorescence oriented to the center
are representative of the gradient sensing of the cells. (E) Schematic repre-
sentation of quorum sensing. As the local cell density increases from (1) to (2)
the cells switch behavior, increase the emission of signaling molecules, and
create a new functional output (e.g. bioluminescence). Adapted with permis-
sion from (C) ref. 260 Copyright 2010, the National Academy of Science and
(D) ref. 263 Copyright 2004, Nature Publishing Group.

Fig. 18 Artificial chemotaxis. (A) Schematic representation of possible signal-
induced nano-/micromotor responses. (B) Chemotaxis of enzymes towards
areas of high substrate concentration in a microfluidic device. (C and D)
Phototactic motion of a self-oscillating BZ gel under anisotropic illumination in
a glass capillary top at t = 0 min down at t 4 150 min. (C) The gel is phototropic
under low illumination (dark area 33 mW cm�2, bright area 106 mW cm�2)
and (D) photophobic under high illumination (dark area 205 mW cm�2,
bright area 904 mW cm�2). Adapted with permission from (B) ref. 217
Copyright 2013, the American Chemical Society and (C and D) ref. 286
Copyright 2013, the Royal Society of Chemistry.
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In the presence of a fuel gradient they move towards areas of high
fuel concentration with a mechanism resembling the chemotaxis
of E. coli (Fig. 18A). This behavior has been reported for instance
for enzyme-powered micromotors,214 polymerization motors,196

bimetallic rods,275 and stomatocyte-like motors.276 It is the
simplest form of chemotaxis as the signal is also the fuel of
the motor. Interestingly enough, substrate-induced chemotaxis
was also reported for pure enzymes,217–219,277 and applied to
the separation of mixtures of enzymes in microfluidic devices
(Fig. 18B).277 The overall simplicity of fuel-driven chemotaxis
limits the adaptability because nano-/micromotors can only
direct themselves in fuel gradients.

Efforts to direct the motion of nano-/micromotors with signals
other than fuel gradients focus mainly on external magnetic
fields, for which there is however no underlying molecular
mechanism.278–280 Additional possibilities arise to direct catalytic
nano-/micromotors fueled by hydrogen peroxide using pH, which
influences the rate at which the fuel is being consumed.281

Such pH-induced chemotaxis was also reported for internally
fueled motors based on peptide reorganization,282 and surfactant-
induced propulsion.283 Further opportunities arise for new
chemotaxis mechanisms, using e.g. catalytic inhibitors to
induce chemophobic motion (away from chemo-repellant),284

or light-activated catalysts to implement phototropic behavior
(towards light).285

Towards light-modulated behavior, it is interesting to point
to autonomously self-oscillating BZ hydrogels, which contain a
photo-sensitive ruthenium catalyst rendering their oscillations
light-dependent (Sections 3.6 and 4.4).244,253,254,287,288 Photo-
tactic self-oscillating hydrogels were initially proposed in com-
puter simulations.289,290 Recent experiments on BZ gels could
show that, depending on the light intensity, the gel can either
be tweaked to be phototropic (low light intensity) or photo-
phobic (high light intensity; Fig. 18C).286

A more sophisticated signal-induced chemotaxis can be imple-
mented in molecular systems based on DNA walkers powered by a
nicking enzyme. The system consists of a network of tracks
assembled on a DNA tile where each track can be selectively
activated by strand displacement reactions. Based upon this
principle, the addition of single-strand signals to the medium
allows controlling the final destination of the walker.182

All of these examples remain relatively simple as the signals
directly regulate the activity driving the motion. Systems capable
of choosing their direction from multiple and competitive signals
will be a future milestone, but this requires an intermediate logic
mechanism that treats the signals and regulates the response.

5.3. Implementing intelligence with logic networks

Living organisms use logic networks and computing systems to
couple their adaptive structures (microtubules, kinesin
motors. . .) to their sensory systems. This is necessary to navi-
gate in a complex sensory landscape with multiple signal
inputs.291 It allows for example E. coli to move simultaneously
away from chemo-repellents and towards chemo-attractants.

The possibility to encode Boolean logic operations in various
chemical reactions has gained in popularity in the last decade.

Responsiveness based on molecular logic has been imple-
mented based on a wide diversity of substrates, ranging
from small organic molecules292–294 to enzymes,295,296 DNA or
DNAzymes (Fig. 19).66,297,298

In this section, we will first discuss the construction of simple
logic gates with a focus on the nature of their input and output
because they determine the complexity of the sensory landscape
and the diversity of adaptations accessible. Later, we will discuss
different approaches to increase the complexity of logic controllers
towards the design of intelligent systems.

Fig. 19 Logic operations in various molecular systems. (A) Logic gates
implemented from enzymatic reactions. The OR gate contains glucose
oxidase (GOx) and choline oxidase (COx). Either glucose or choline leads
to the production of H2O2, which induces the dissolution of the responsive
hydrogel. The AND gate contains glucose oxidase (GOx) and nitroreductase
(NR) and two supramolecular hydrogel networks, one dissolving in pre-
sence of H2O2 and the other dissolving in presence of e�. Both NADH and
glucose are required to trigger the hydrogel dissolution. (B) A strand
displacement AND gate, in which the addition of the two inputs (strands
a and b) releases the quencher bound oligomer from the duplex (output)
and induces a fluorescence increase. If input a is missing there is no
toe-hold accessible for b to displace the quencher strand, if b is missing the
quencher and the fluorescent oligomer remain hybridized and the fluores-
cence remains negligible. (C) A DNAzyme OR logic gate that senses metal
ions. Each DNAzyme releases the same reporter DNA strand in presence of
the correct input (Mg2+ or UO2

2+). The output reporter strand complexes a
hemin and forms a peroxidase-mimicking DNAzyme. Adapted with permis-
sion from (A) ref. 304 Copyright 2014, Nature Publishing Group, (B) ref. 66
Copyright 2006, the AAAS and (C) ref. 307 Copyright 2009, the American
Chemical Society.
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Most chemical reactions can be understood as logic gates.
For example glucose oxidase is an enzyme that converts glucose
in gluconic acid in the presence of oxygen. It can therefore be
viewed as an AND gate, meaning that gluconic acid (Output) forms
only when glucose (Input 1) and oxygen (Input 2) are present.
Similarly, an enzyme capable of catalyzing the conversion of
two substrates indifferently can be viewed as an OR gate. In fact
most basic logic gates (AND, OR, XOR, NOR. . .) have been
implemented with enzymatic reactions.299,300

Such enzyme outputs (products) can be used to trigger and
actuate suitable responsive materials. Logic gates operated
by enzymes and generating a pH variation were for example
coupled to bio-fuel cells,301 hydrogel membranes,302 or
pH-responsive nanoparticles.303 Fig. 19A demonstrates one
exemplary system, in which a combination of enzymes is used
to create OR and AND gates to regulate the disassembly of
specifically designed redox-sensitive peptide hydrogels.304 The
OR enzymatic gate uses two enzymes, choline oxidase (COx)
and glucose oxidase (GOx), that independently release H2O2 in
the presence of their respective substrates. These enzymes are
embedded in a H2O2-sensitive supramolecular peptide network;
the hydrogel therefore dissolves (response) in the presence of
either glucose or choline (inputs) due to their enzymatic conver-
sion into H2O2 (output). Similarly, the AND enzymatic gate
consists of two enzymes, glucose oxidase (GOx) and nitroreduc-
tase (NR) embedded in a double supramolecular network gel, one
dissolving in the presence of H2O2 and one dissolving in the
presence of e� (i.e. nitroreductase transfers electrons from NADH
to the nitro group of the hydrogelator). Such a hydrogel therefore
dissolves when both networks disappear, that is when both
glucose and NADH are present (each input, respectively, corre-
sponds to the GOx and NR substrates). This system provides an
inspiring proof of principle design for logic-gated hydrogel
dissolution conditioned to the presence of biological signals.

In the DNA world, the implementation of logic circuits
and advanced computation modules relies largely on strand
displacement reactions and DNAzymes. A simple example of a
strand displacement logic gate is presented in Fig. 19B. The
construct uses the DNA oligomers a and b as inputs and
releases a quencher bound oligomer as output. The system
allows easy fluorescence readout as physical separation of
the fluorophore and quencher decreases the FRET efficiency
(Förster Resonance Energy Transfer). The mechanism is the
following: the strand a binds to the red toe-hold and displaces
its complementary strand to form an inert duplex. Thereby it
reveals the blue toe-hold necessary for strand b to start the next
displacement reaction, resulting in the release of the quencher
bound oligomer. In the absence of strand a the blue toe-hold
remains in its inactive duplex form and strand b cannot bind to
the gate to release the quencher. The construct therefore
functions as an AND gate (i.e. a and b are needed for fluores-
cence increase).66 Indeed the output single-stranded oligomer
can be used as input for another gate allowing construction of
complex networks as discussed further below.

DNAzymes, i.e. DNA sequences that catalyze specific reactions
(RNA hydrolysis or DNA ligation for example), can also serve as

logic gates.305 In such systems the inputs modify the shape of the
active site of the DNAzyme and activate or inactivate its catalytic
activity. For instance the OR gate presented in Fig. 19C consists of
two DNAzymes which respectively require uranyl and magnesium
ions to hydrolyze the RNA base (pink dot) of the construct.
Because after hydrolysis each DNAzyme releases the same
reporter stand both uranyl or magnesium lead to a positive
output (formation of a new peroxidase mimicking DNAzyme).
This OR gate also illustrates the versatility of DNAzymes as
interfaces to sense pH,306 metal ions,307,308 adenosine mono-
phosphate or cocaine inputs,309 in addition to the traditional
DNA signals.310,311

A beautiful example of a functional logic gated device
was reported recently. The system consisted of a DNA origami
capsule closed by two DNA aptamers (sequences similar to the
ones of DNAzymes that change shape upon binding with their
targets). The capsule functions as an AND gate and opens
only in the presence of both target antigens, allowing it to
release its cargo. The carrier can therefore recognize target
cells in mixtures of cell and in whole blood samples.312 Such
passive devices are an interesting milestone towards intelligent
materials that sense signals with high selectivity from a complex
environment.

Increasing the level of ‘‘intelligence’’ of materials controlled
by logic operations requires building complex networks beyond
single logic gates. Boolean formalism (a language built for
binary logic) facilitates the construction of such computing
networks. To this end, there have been approaches using
enzymatic cascades, where the product of one enzyme serves
as a substrate of the next one, which allows connecting several
gates to perform a more complex task. Networks able to code
basic arithmetic operations such as the half-adder and half-
subtractor, or padlocks (concatenated AND gates) were for
example built using classical enzymes and substrates.313,314

However, the versatility and complexity of such enzyme net-
works remain limited, because each new step requires the
integration of a new enzyme compatible with the entire system.
This ultimately faces limitations as multiple enzymes may
interfere with each other and cannot work independently in a
highly complex system.

While appropriate compartmentalization may provide a
solution, this problem can be overcome by going to DNA-based
systems, where multiple entities can interact in parallel and with
high selectivity. This allows for the design of intelligent systems of
much higher complexity and functionality. In addition to classic
arithmetic operations,315,316 several DNAzyme automatons capable
of playing TIC-TAC-TOE were built.317,318 More recently multi-
layered logic circuits,319 versatile modular libraries,311 and
programmable automatons320 were also reported.

Nonetheless, even with DNA logic it is difficult to increase
the number of reaction cascades beyond a few levels because
leaking and non-quantitative operations lead to a poor signal-
to-noise ratio. Such problems can however be compensated
when going to analogic gates (non-Boolean logic systems) that
adjust the amplitude of the signal, for example by thresholding
or amplifying it.66,321,322 This drastically reduces the noise,
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and allows us to build more complex circuits, yet at the expense
of the speed of computation.

Success in this direction enabled to build one of the most
complex logic circuits so far, that is able to calculate the square
root of a four bite number (i.e. From 0 (0000) to 15 (1111)) by
strand displacement reactions based on a network of 130
individual DNA strands (Fig. 20A).323 For the calculation, the
decimal number is converted into its four bit binary equivalent.
Each bit of the binary number corresponds to the addition of
input strands from X1 to X4. The system is based on a dual-rail
logic meaning that there is a signal strand coding for ‘‘0’’ and a
signal strand coding for ‘‘1’’. For instance, the decimal number
‘‘1’’ is written as ‘‘0001’’ in binary, meaning that the inputs ‘‘0’’
are introduced for X4, X3 and X2 while input ‘‘1’’ is introduced
for X1. Strand displacement reactions encoded in partially
hybridized duplexes, and fueled by single-stranded oligomers
are then used to process these inputs. Each Boolean logic gate
(signal processing) is combined to an analogic threshold gate
(noise reduction) and amplification gate (signal restoration)
allowing efficient multilevel concatenation. At the end, the
network can displace four different fluorophore–quencher
duplexes (similar to the one in Fig. 19B) leading to four possible
fluorescent readouts, respectively, coding for Y2 = 0, Y2 = 1,

Y1 = 0 and Y1 = 1. The result is a two bit number Y2Y1 equal to
the integer part of the square root of the input, and which can
be converted back to the decimal equivalent (i.e. from 00 for 0
to 11 for 3). Examples of decimal and binary input and output
are presented in Fig. 20B and C.

This example highlights one of the conceptual differences
between building computational/logic networks based on chemical
species as opposed to classical electronics. Since chemical reactions
or supramolecular hybridization are still far from being 100%
selective and achieving 100% conversion, it may well be that binary
language (that supports all silicon electronics) may not naturally
suit logic implementation with chemical systems.

In contrast, neural networks inspired by the brain rely on
analogic signal treatment and adapt more naturally to chemical
logic.325 For instance a consensus network capable of compar-
ing the intensity of two inputs and converting the minority
signal into the majority one is relatively easy to implement
with strand displacement reactions (Fig. 20D), while it would
be harder with binary logic.324 Interestingly, such selection
strategies (from minor to major) are also relevant with respect
to (directed) evolution of chemical species in complex fitness
landscapes – a topic deeply relevant to systems chemistry and
origin-of-life research.

Towards a simplification of complex DNA networks, it is
important to point to further advantages provided by enzymatic
replication of DNA templates (cf. Section 2.4).57 Without going into
details, those can streamline the implementation of complex logic
tasks.326–328 For example, the construction of a neural network
coding for a four neuron associative memory only requires 16
template strands and 3 enzymes329 compared to 112 strands for
a similar network solely based on strand displacements.325

5.4. Communication and collective behavior of systems with
discrete entities

Discrete entities in groups of out-of-equilibrium systems can
emit and sense molecular signals across a passive medium.
Unique collective behavior emerges from this primitive form of
communication (Fig. 21A). For example catalytic nano-/micro-
motors generate chemical gradients around them as they
consume fuel, and we have seen in Section 5.2 that they can
also sense such gradients. If the chemical gradients created
around each nano-/micromotor provide sufficient attractive,
phoretic force, the self-propelling objects will swarm to form
dynamic clusters, which spontaneously re-disperse when the
fuel runs out.

Swarming has for example been reported for catalytic Au
particles in a solution containing both hydrazine and hydrogen
peroxide,330 or for Janus catalytic motors solely fueled by
hydrazine.331 Internally fueled UV-driven AgCl micromotors
also undergo swarming.332

If the gradient created around the motor particles is repulsive,
the particles will avoid each other. This even allows switching
from attractive swarming to repulsion. To this end, it has been
shown that the addition of ammonia to internally fueled Ag3PO4

micromotors inverts the direction in which the particles move in
the gradient created by other particles. Ammonia thus acts as an

Fig. 20 Complex logic networks able to perform computations and signal
processing. (A) Network of concatenated DNA logic gates calculating the
square root of a four bit number. (B) Examples of fluorescent outputs for
the input values 4 and 9. (C) Table showing the conversion of few decimal
numbers, into 4 bit binary inputs (X4X3X2X1), the corresponding output
(Y2Y1) and the decimal result. (D) A strand displacement network that
compares two inputs and generates as output the major input. Adapted
with permission from (A–C) ref. 323 Copyright 2011, the AAAS and (D)
ref. 324 Copyright 2006, Nature Publishing Group.
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external logic control that modifies the collective behavior of the
micromotors from swarming to self-avoidance (Fig. 21B).333

Competition between attractive and repulsive forces can also
drive more complex behaviors.334 A striking example deals with
monodisperse Janus motors that form two-dimensional, highly
dynamic (‘‘living’’) crystals upon UV-triggered propulsion.335

The large crystals spontaneously break and reform due to the
competition between attraction (phoretic and osmotic) and self-
propulsion that pulls the colloids apart (Fig. 21C). In the presence
of hydrogen peroxide AgCl micromotors also autonomously alter-
nate between fast disorganized motion and aggregation.336

New collective behavior emerges when the particles themselves
are the ground of a feedback-regulated molecular network. For
instance, populations of compartmentalized oscillatory reactions
in hydrogel beads can communicate through the exchange of
inhibitors and activator intermediates (controlling the feedback
mechanisms) across passive media.338 In such a system, the
exchange of information is driven by diffusion and hence depends
on the shape,339 the packing geometry,340 the catalyst loading,341 and
the active substrates. Strikingly, it is possible to observe a primitive
form of quorum sensing in such a system. Large populations of
oscillating particles switch from independent to synchronized
behavior as the particle density increases (Fig. 21D).337 The stirring
rate of the particle suspension, which relates to the distance at
which the particles communicate (average distance covered by the
activator and the inhibitor), controls the nature of the transition.
Slow stirring induces a gradual transition, while fast stirring
promotes a sudden synchronization.

Because of their complex dynamic nature oscillatory reactions
could lead to more elaborate behavior. Theoretical models foresee
the creation of capsule colonies that follow each other,342 cilia that
synchronize their oscillations,343 or macroscopically oscillating
gels that spontaneously self-organize.344,345

5.5. Emergent behavior from reaction-diffusion in continuous
systems

In out-of-equilibrium chemical systems where diffusion and
mixing are slower than the reactive process, the local chemical
state may change across the material. We encountered such
systems already for self-oscillating hydrogels discussed in
Section 4.4. Each infinitesimal sub-element of the material
therefore exchanges chemical information with its neighbor
by diffusion (communication) while local, feedback-controlled
reactions take place (Fig. 22A).

New properties emerge from such continuous reaction-
diffusion systems, in which the material adapts to its environment
both spatially and temporally. They can support long-range signal
transport, spatial sensing or lead to the spontaneous appearance
of patterns.

Primitive mechanisms for signal transport are the easiest to
build as self-accelerating reactions (positive feedback) lead to
the appearance of propagating fronts of chemical potential.
For example, a system presenting a single positive feedback
mechanism such as the urea/urease reaction discussed in
Section 2.3 can support long-range signal transport (Fig. 22B).346

The mechanism is the following: urea and urease are mixed under
acidic conditions and cannot react as the enzyme is inactive.
Subsequently, a local addition of base (signal) activates the urease,

Fig. 21 Communication and collective behavior of systems with discrete
entities. (A) Schematic representation of communication between two out-
of-equilibrium entities. (B) Dispersions of Ag3PO4 particles switching from
swarming to self-avoidance. Upon addition of ammonia the gradient created
by each particle turns from chemo-attractive to chemo-repellant for its
neighbors. (C) (left) ‘‘Living’’ crystals formed upon irradiation of the Janus
micromotors (TEM inset scale bar 1 mm). (right) Crystal dissolution 10 seconds
after the light is switched off. (bottom) Dynamic crystal rearrangement, the
false colors show the time evolution of particles belonging to different
clusters. (D) Schematic representation of progressive (up, slow stirring rate)
and abrupt (down, fast stirring rate) synchronization of oscillating particles
with increasing population density. Adapted with permission from (B) ref. 333
Copyright 2013, the American Chemical Society, (C) ref. 335 Copyright 2013,
the AAAS and (D) ref. 337 Copyright 2009, the AAAS.

Chem Soc Rev Review Article

Pu
bl

is
he

d 
on

 3
0 

ge
nn

ai
o 

20
17

. D
ow

nl
oa

de
d 

by
 F

ai
l O

pe
n 

on
 2

3/
07

/2
02

5 
08

:4
6:

44
. 

View Article Online

https://doi.org/10.1039/c6cs00738d


This journal is©The Royal Society of Chemistry 2017 Chem. Soc. Rev., 2017, 46, 5588--5619 | 5611

which starts converting urea into ammonia increasing further
the pH. The diffusion of ammonia then neutralizes the acid and
activates nearby enzymes. The process leads to the propagation
of a pH wave from the trigger point across the entire system.
The main advantages of using an autocatalytic pH feedback system
for signal propagation as opposed to simple diffusion of the trigger
signal (base droplet) are trigger amplification, maintained signal
intensity over long distances and higher propagation speeds.
Similar pH waves, with an opposed transition from high to
low pH, were also observed based on the autocatalytic (positive
feedback) oxidation of glucose by glucose oxidase.347

In order to promote spatial sensing, it is necessary to
confine the signal amplification driven by the autocatalytic
process by a negative feedback preventing propagation away
from the signal point. Sensing devices were for example built
using the components of the trypsin oscillator discussed in
Section 2.3. When the trypsinogen substrate and the inhibitor
are embedded in a single hydrogel layer, the device is capable
of reporting the spatial distribution of trypsin by simple contact
with high sensitivity.352 Trypsin diffusion locally triggers the
autocatalytic conversion of trypsinogen, which leads to the
amplification of the signal while the inhibitor, which reversibly
binds to trypsin and impedes the catalytic activity, prevents
long-range amplification ensuring high spatial resolution.
A separation of the inhibitor and the substrate in a bi-layer
promotes threshold sensing, where only high local concentra-
tions of trypsin (that overcome the inhibitor concentration in
the first layer) are reported (Fig. 22C).348

Towards a more advanced sensory system, light-triggered
uncaging of single-stranded DNA combined with strand displace-
ment logic opens up opportunities to create intelligent photo-
sensing hydrogels.349 Similar to classical photo-responsive
systems, it is possible to create positive and negative replicates
of the pattern, because light either triggers or inhibits the
response. However, the system can also recognize the edges
of the pattern due to selective reactions at the interface of
irradiated and non-irradiated areas. The mechanism relies on
two DNA modules, where one is activated (A - A*) while the
other is de-activated (B - B*) by light (Fig. 22D). At the edge,
the light activated module (A*) can diffuse and react with its
counterpart (B) that remained active in the unexposed region,
generating the fluorescent output (C - C*). Two orthogonal
DNA reaction networks combined inside such a hydrogel can
simultaneously report arbitrary combinations of outputs from
the same input pattern.

The diffusion speeds of the chemical signals driving the
feedback mechanisms in oscillatory systems define the distance
at which sub-elements communicate with each other. Therefore,
controlling the diffusion speed of each feedback-regulating
species facilitates the emergence of new behavior. Control over
the diffusion speeds can be achieved by compartmentalization,
selective solubilities of signaling chemicals, or by complexation
of such signals with compounds of low diffusivity.

For example, unstirred inorganic oscillating reactions are
known to present propagating waves of chemical potential (signal
transport),22,353–356 and photosensitive catalysts were used to create

Fig. 22 Reaction-diffusion systems in continuous materials. (A) Schematic
representation of the infinitesimal unit cell communicating through diffu-
sion in an intelligent out-of-equilibrium material. (B) Enzymatic propagation
of a pH reaction-diffusion front with positive feedback. (C) Spatial sensing
device for trypsin. The stamp (light grey top) contains trypsin, the network
activator. In the threshold layer (dark grey middle) the inhibitor erases low
trypsin concentrations. The display layer (green down) contains the full
autocatalytic reaction network and generates a localized fluorescent signal
in the presence of trypsin. (right) Actual example of output (bright area) and
stamp contact point (red circle), fluorescence appears only when
the density of contact points overcome the threshold level. (D) (left) Net-
work of strand displacement reactions leading to edge recognition.
UV simultaneously activates A and deactivates B; the fluorescent probe C
is only activated near the edge where A* and B can react by diffusion. (right)
Examples of outputs with one and two display reaction networks.
(E) Schematic representation of the short-range positive feedback and
long-range negative feedback leading to the appearance of 2D Turing
patterns in one-side-fed unstirred reactor with thiourea–iodate–sulfite
reaction (scale bar 4 mm). (F) Topographically reconstructed concentration
fields for 3D Turing patterns obtained in capillary with a diameter of 0.6 mm.
Adapted with permission from (C) ref. 348 Copyright 2014, John Wiley and
Sons, (D) ref. 349 Copyright 2013, Nature Publishing Group, (E) ref. 350
Copyright 2009, the AAAS, and (F) ref. 351 Copyright 2011, the AAAS.
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devices that memorize and process images (spatial sensing).39,357

Running such reactions in water-in-oil microemulsions allows
some control over the diffusion speeds of the interacting
chemicals of the BZ systems. Since polar molecules (e.g. Br�)
remain trapped in the water droplets (slow diffusion) while
apolar ones (e.g. Br2) can cross the continuous oil phase (fast
diffusion), it is therefore possible to adjust internal communi-
cation by choosing the volume fraction of oil in the system.
Note that this system is significantly different from the quorum
sensing one described in Section 5.4 since individual compart-
ments are too small and dissimilar to be considered individu-
ally (many do not even contain a catalytic unit).358 Based on this
concept a photosensitive recording device was constructed,
whose memory time lasted for hours,359 and new spatial patterns
such as segmented waves,360 inwardly rotating spirals,361 as well
as standing Turing structures were reported.358,362,363 One of the
most impressive demonstrations with this microemulsion system
probably consisted in the first observation of 3D chemical Turing
patterns (Fig. 22F).351

The engineering of diffusion speeds and communication
timescales in oscillating bulk systems can further be addressed
by selective complexation with compounds altering the diffu-
sion rates of feedback-regulating chemicals (Fig. 22E).350,364 For
instance, a low mobility complexation agent (poly(sodium
acrylate)) was introduced into the oscillatory thiourea–iodate–
sulfite system to selectively reduce the diffusion speed of the
proton serving as the positive feedback signal. The control
of diffusion speed between the activator (proton) and the
inhibitor (thiourea) led to the first rational implementation of
Turing patterns in unstirred open reactors.350

An excursion into the DNA world shows that versatile
approaches to engineer complex patterns are on the way
of being developed. Enzymatic replication of DNA templates
(discussed Sections 2.4 and 5.3) and their assembly in reaction
networks already showed oscillatory behavior in closed systems,57

and propagating fronts in unstirred reactors.365 A recent work also
showed that it is possible to tune the diffusion speed of the
interacting chemicals using surfactant bound DNA oligomers.366

Hence, it is clear that such control of internal communication in
DNA systems paves the way for rational design of DNA-based
Turing patterns in closed systems.

6. Conclusions

Autonomous biological materials are mesmerizing. It is
unlikely that any synthetic materials will approach the complexity,
robustness and adaptability of biological ones soon. Solutions
evolved over millions of years can however stimulate imagination
and inspire the development of exciting new autonomous, active
and adaptive molecular systems, materials and functional devices.
By aiming for an understanding of the concepts and molecular
mechanisms driving each function, one also realizes that common
motives are spanning under the apparent complexity.

This also applies to synthetic systems, where the feedback
mechanisms driving inorganic, enzymatic and DNA-based

out-of-equilibrium systems are surprisingly similar. Different
out-of-equilibrium functions such as temporal control, work-
generation or adaptive behavior, can be implemented in diverse
molecular systems via non-linear chemical reaction networks,
often assisted by enzymes or catalysts. Compartmentalization,
immobilization and control of the diffusion speed of reactants
and catalysts are emerging as tools to gain deeper control over
feedback mechanisms extending beyond the possibilities of
homogeneous bulk solutions.

On the conceptual side, the rational implementation of
out-of-equilibrium functions with DNA based systems often
clarifies the relation between mechanisms and functions – most
complex behavior can be realized, but DNA faces some ultimate
challenges in terms of scalable applications into materials.

When developing a new out-of-equilibrium system it is impor-
tant to clearly identify the energy source (fuel), the processing unit
(catalyst), and the feedback controls (autocatalyst, activator and
inhibitor). In an ideal case the fuel provides the energy, the
catalytic unit drives the function, and feedback mechanisms
regulate the characteristic timescale and interactions of the out-
of-equilibrium system. A clear identification of these units should
also promote the development of modular systems where multi-
ple catalytic units that consume compatible or orthogonal fuels
communicate and drive function in a cooperative fashion.

While there has been success in the direction of logic opera-
tions, computational algorithms, sensing and communication,
some of the more unsolved fundamental challenges refer to
concepts of self-replicating, self-evolving, and even learning
systems. Towards real-life applications, it is of course desirable
to foster the integration of established and emerging concepts
into materials. Adaptive and autonomous devices, and sensors
are certainly one key aspect, while implants and biomaterials
that can actively adapt and interact with the body provide other
great opportunities for complex molecular systems.
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U. M. Córdova-Figueroa, R. Golestanian and A. Sen, Nano
Lett., 2015, 15, 8311–8315.

215 X. Ma, A. Jannasch, U.-R. Albrecht, K. Hahn, A. Miguel-López,
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J. Am. Chem. Soc., 2013, 135, 14586–14592.
366 A. S. Zadorin, Y. Rondelez, J.-C. Galas and A. Estevez-Torres,

Phys. Rev. Lett., 2015, 114, 068301.

Review Article Chem Soc Rev

Pu
bl

is
he

d 
on

 3
0 

ge
nn

ai
o 

20
17

. D
ow

nl
oa

de
d 

by
 F

ai
l O

pe
n 

on
 2

3/
07

/2
02

5 
08

:4
6:

44
. 

View Article Online

https://doi.org/10.1039/c6cs00738d



