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Ligand Control of Low-Frequency Electron Paramagnetic 
Resonance Linewidth in Cr(III) Complexes 
Anthony J. Campanella,a Manh-Thuong Nguyen,b Jun Zhang,b Thacien Ngendahimana,c William E. 
Antholine,d Gareth R. Eaton,c Sandra S. Eaton,c Vassiliki-Alexandra Glezakou,b and Joseph M. 
Zadrozny*a 

Understanding how the ligand shell controls low-frequency electron paramagnetic resonance (EPR) spectroscopic properties 
of metal ions is essential if they are to be used in EPR-based bioimaging schemes. In this work, we probe how specific 
variations in the ligand structure impact L-band (1-2 GHz) EPR spectroscopic linewidths in the trichloride salts of five Cr(III) 
complexes [Cr(RR-dphen)3]3+ (RR-dphen = (1R,2R)-(+)-diphenylethylenediamine, 1), [Cr(en)3]3+ (en = ethylenediamine, 2), 
[Cr(me-en)3]3+ (me-en = 1,2-diaminopropane, 3), [Cr(tn)3]3+ (tn = 1,3-diaminopropane, 4) [Cr(trans-chxn)3]3+ (trans-chxn = 
trans-(±)-1,2-diaminocyclohexane, 5). Spectral broadening varies in a nonintuitive manner across the series, showing the 
sharpest peaks for  1 and broadest for 5. Molecular dynamics simulations provide evidence that the broadening is correlated 
to rigidity in the inner coordination sphere and reflected in ligand-dependent distribution of Cr–N bond distances that can 
be found in frozen solution.

Introduction 
Electron paramagnetic resonance imaging (EPRI), the electron 
spin analogue of nuclear magnetic resonance imaging 
(colloquially referred to as MRI), could greatly augment the 
chemical sensing capabilities of MRI.1–3 For example, EPRI can 
track redox status,4–7 pH,8–11 and oxygenation,12–14 thereby 
delivering local biochemical information that conventional 1H 
MRI has considerable difficulty in doing. Merging EPRI with MRI 
would potentially permit the development of new imaging 
methodologies that integrate detailed anatomical and chemical 
information to produce comprehensive physiological maps. 
However, several key hurdles need to be overcome to mesh 
EPRI with MRI.  
 One of the main challenges of merging MRI and EPRI is that 
EPRI requires microwave radiation. The state-of-the-art EPRI 
probes are organic radicals with ground state spins of S = 1/2.1 
These probes offer sharp linewidths (< 0.1 mT) and long 
relaxation times (T1 ∼10–6 s),15,16 but require high-frequency 
microwaves (ca. 35 GHz) in a typical MRI magnetic field (1.5 T). 
Microwaves of this frequency do not efficiently penetrate 
water-rich tissue and increased microwave power to overcome 

this challenge can cause local heating of the biological tissue,17–

19 thus limiting the utility of these probes in current MRI 
systems.  

Metal complexes with electronic spins greater than 1/2 may 
provide a solution to these challenges. These complexes 
typically exhibit zero-field splitting (ZFS),20,21 which can produce 
low-frequency EPR transitions at high magnetic fields (Scheme 
1). When combined with the widely tunable chemistry of metal 
ions,20 it becomes clear that they may provide a highly versatile 
and useful EPRI probe class to develop novel imaging 
methodologies. To realize this vision, however, we need to 
understand structure-function relationships for metal 
complexes and EPR properties at low frequency. This region of 
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Scheme 1. Overview of EPRI probe classes and advantages.  
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electron spin dynamics is especially under-explored compared 
to higher frequency/higher field domains, and constitutes a 
clear “blind spot” in the analysis of metal-ion complexes via 
magnetic resonance. 

A particular challenge to harnessing metal ions for EPRI and 
related techniques is the extraordinary sensitivity of zero-field 
splitting to metal ion-electronic structure. A consequence of 
this sensitivity is a strong inhomogeneous broadening of EPR 
signals stemming from structural variations in solution.22 In 
theory, these broad linewidths (typically greater than 1 mT) 
could prevent spectral resolution of subtle chemical changes. A 
broad linewidth would also necessitate large magnetic field 
gradients for the MRI scanner which presents an engineering 
barrier to implementation. Hence, understanding how to 
sharpen linewidths by molecular design is a pressing challenge. 
One path to sharpen linewidths is to install steric bulk in the 
coordination sphere of a metal ion and hence suppress 
inhomogeneous broadening due to structural distributions. This 
tactic is used in manipulating photophysical emission 
lifetimes23–26 but has never been tested for manipulating low-
frequency EPR linewidths. 

Herein we present the first investigation of the ligand-
dependence of the spectral broadening of the L-band (ca. 1.3 
GHz) EPR spectra of a series of S = 3/2 metal complexes. We 
specifically analyzed a series of Cr(III) tris-diamine complexes 
(Fig. 1) [Cr(RR-dphen)3]Cl3 (1, RR-dphen = (1R,2R)-(+)-1,2-
diphenylethylenediamine), [Cr(en)3]Cl3 (2, en = 
ethylenediamine), [Cr(me-en)3]Cl3 (3, me-en = 1,2-
diaminopropane), [Cr(tn)3]Cl3 (4, tn = 1,3-diaminopropane), and 
[Cr(trans-chxn)3]Cl3 (5, trans-chxn = trans-(±)-1,2-
diaminocyclohexane). In this series, the ligand backbones were 
selected to test how steric effects in the secondary coordination 
shell impact EPR linewidth. Our focus here lies on Cr(III) because 
of the half-integer spin and observable EPR signals for study, as 
well as the essential potential for low-frequency signals at 
higher magnetic fields (Fig. 2). We also finally note that this ion 

might be a useful base for a functional agent due to its low 
toxicity, if an appropriate ligand scaffold were chosen.27  

We hypothesized that the systems with the greatest steric 
congestion in the ligand shell (1 and 5) would exhibit the 
sharpest linewidths. Yet, diamino complexes are known to 
display multiple structural configurations28–30 even when bound 
to the metal ion. Thus, we envisioned that steric congestion in 
the ligand scaffold, stemming from intramolecular repulsive 
interactions between ligand functional groups, would lessen the 
isomer distribution, consequently sharpening spectra. We did 
not observe a direct correlation between steric congestion on 
the ligand shell and EPR spectral sharpness. However, through 
spectral and molecular dynamics studies, we found that ligand-
dependent distributions of Cr–N bond distances appear to 
correlate to spectral sharpness, underlining a new design 
strategy for affecting low-frequency EPR linewidths in these and 
future complexes. 

Results and Discussion 
Compounds 1-5 were synthesized in a similar manner 

following a previously reported synthetic pathway of refluxing 
CrCl3•6H2O in DMSO, followed by the addition of 3.1 
equivalents of the diamine.31 In the case of 5, we prepared two 
additional isomers of the [Cr(chxn)3]3+ complex, using 
enantiopure ligand starting materials, 5-SS and 5-RR. The 
resulting powders for all syntheses were yellow-orange in color 
and the UV-visible absorbance spectra matched previous 
reports.31,32  
 Surprisingly, the crystal structures of 1, 4, 5-SS, and 5-RR 
were unreported at the time of this study, despite the long 
history of diamine complexes of Cr(III).31,33–37 We found that 
single crystals can be grown via the slow evaporation of a 
concentrated MeOH solution (1) or layering a concentrated 
aqueous solution with EtOH (4, 5-SS, and 5-RR) (Fig. 3, Tables 1, 
S1-S4). Compounds 2 and 5 were identified some time ago.38,39 

 
Fig. 1. Bond-line structures of the S = 3/2, Cr3+ complexes 1-5 
used in this study. Cl– counterions and most hydrogen atoms 
are omitted for clarity. For complex 1, the enantiopure (1R,2R)-
(+)-1,2-diphenylethylenediamine ligand was used and this 
geometry is depicted. For 5, the racemic trans-(±)-1,2-
diaminocyclohexane ligand was used in synthesis. The R,R 
isomer is depicted.  

 
Fig. 2. Calculated MS-level diagram for an S = 3/2 species with 
positive zero-field splitting (D = +0.7 cm–1, g = 2) and field aligned 
with the molecular z-axis (approximately the viewing angle in 
Fig. 1). Potential ground-state low-frequency transitions for 
these parameters occur near 0.05 T and 1.5 T and are 
highlighted with small pink boxes.      
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Despite numerous attempts, however, we were unable to grow 
single crystals of 3 suitable for X-ray diffraction. A summary of 
structural parameters for 1, 2, 4, and 5 are presented in Table 
1. Compound 1 displayed Cr–N bond lengths between 2.057(7) 
and 2.090(7) Å with bite angles between 80.6(3)° and 82.4(3)°. 
The M–N lengths found were longer than the 1.968 Å bond 
lengths seen in the analogous Co(III) complexes.40  

Complex [Cr(tn)3]3+ has been structurally characterized with 
[Ni(CN)5]3– and P3O9

3– counterions,41–43 but not as the 
trichloride salt, which we present here. For 4, we found Cr–N 
bond lengths ranging between 1.930(17) and 2.35(3) Å with bite 
angles between 90.3(9)° and 92.2(3)° (average values are given 
in Table 1). The M–N bond lengths are slightly longer for 4 than 
1-3 and 5, and N–Cr–N bond angles closer to 90˚ that 1-3 and 5. 
Thus, the coordination geometry of 4 more closely resembles 
an octahedron than the other complexes in this study. These 
general observations match prior structures41–43 and trends in 
analogous cobalt(III) complexes.44–46  

Finally, there does not appear to be substantial difference in 
bond distances and metrics for the Cr(III) ion in 5-SS and 5-RR. 
These complexes were found to have Cr–N bond lengths 
between 2.077(5) and 2.085(5) Å for 5-SS, and between 
2.067(5) and 2.084(5) Å for 5-RR. Bite angles were between 
81.7(2)° and 82.4(2)° for 5-SS and,  82.10(18)° and 82.77(19)° for 
5-RR. The bond distances and angles for these two complexes 
fall closely in line with those of complex 5.39 

Continuous-Shape-Measurements (CSM) analysis using the 
SHAPE 2.0 software was performed on all complexes to 
quantitatively assess any geometric distortions from an 
idealized geometry.47,48 We assessed each complex’s geometry 
relative to those of an idealized octahedron and trigonal prism. 
A shape measure value, S(Oh), of 0 corresponds to a perfect 
alignment with an octahedral geometry, whereas an S(Oh), of 
16.73 corresponds to a perfect trigonal prismatic geometry. 
These SHAPE measures for 1, 2, 4, and 5 are in a tight range 
between 0.064 and 0.731 for an octahedral geometry (Oh) and 
above 12.00 for the trigonal prismatic geometry (D3h) (Tables 1, 
S5). These results indicate that the ligands enforce a nearly 
octahedral environment around the Cr(III) center. Again, no 
substantial difference was observed between 5-SS and 5-RR. 

 Continuous-wave (CW) EPR analyses of complexes 1-5 were 
carried out with L-band (1.3 GHz) and X-band (9.5 GHz) 
frequencies to directly elucidate spectral linewidths (Figs. 4, S1). 
The L-band CW-EPR spectra display two notable spectral 
features for each complex, appearing remarkably similar to X-
band spectra for large-zero-field splitting Co(II) complexes.49 For 
1, a large gx,y feature is observed at 25 mT and a small, but 
relatively sharp gz feature at 50 mT. The basis of these peak 
assignments is discussed below. From complex 1 to 5, these 
features become broader, with the spectrum of 5 much less 
well-resolved than for 1. This qualitative trend is mirrored in the 
data collected at X-band frequency, where the spectra of 
complexes 1 to 5 were dominated by a sharp feature at 340 mT. 
While each possessed a large broad feature at 150 mT, this 
feature decreased in intensity, from very prominent in 1 to 
nearly unnoticeable in 5. 

EasySpin50 was used to simulate the L-band EPR spectra, 
which enabled the determination of the spin Hamiltonian 
parameters as well as quantify the spectral broadening in 1-5. 
Spectral fits were achieved by simulations using the Spin 
Hamiltonian: 𝑯𝑯� = 𝑔𝑔𝜇𝜇𝐵𝐵𝑩𝑩𝑺𝑺� + 𝑺𝑺�𝑫𝑫𝑺𝑺�. Here, 𝑔𝑔  is an axial g-factor 
(gx = gy ≠ gz), 𝜇𝜇𝐵𝐵 is the Bohr magneton, 𝑩𝑩 is the external applied 
magnetic field, 𝑺𝑺� is the electronic spin, and 𝑫𝑫 is the axial zero 
field splitting term. Since Cr has only a 9.5% natural abundance 
in the I = 1/2 53Cr isotope,51 hyperfine interactions (usually 
denoted with A) between the S = 3/2 spin and the nuclear spin 
were neglected. To account for the observed spectral 
broadening, we employed a model that explicitly averaged 
simulated spectra over a distribution of gz and gx,y values. This 
model is relatively uncommon compared to typically applied 
isotropic broadening models or strains.50,52  

As depicted in Figs. 4 and S13, the broadening model and 
spin Hamiltonian permitted high-quality simulations of the L-
band spectra for 1-5. The determined g values for 1-5 are 
generally axial with gx,y > gz. The gx,y for 3 is the smallest of the 
series (1.985) and greatest for 4 and 5 (2.300). Across 1-5, gz 
varies significantly less, from 1.955 for 1 to 2.000 for 5. The 
determined D values were all positive and ca. 3 GHz (roughly 0.1 
cm–1) for all complexes: 3.2(7), 3.0(3), 2.8(3), 2.9(7), and 2.9(4) 
GHz, for 1-5, respectively (0.11(2), 0.10(1), 0.09(1), 0.09(2), and 
0.09(1) cm-1 for 1-5 respectively). Here, errors are estimated by 
eye from inspection of simulation quality upon variation of D, 

 
Fig. 3. Molecular structures of [Cr(dphen)3]3+, [Cr(tn)3]3+, and 
[Cr(SS-chxn)3]3+

, as determined in the crystal structures of 1, 4, 
and 5-SS, respectively. Note that complex 5-SS contains the 

enantiopure (1S,2S)-(+)-1,2-diaminocyclohexane) ligand. Pink, 
blue, and grey spheres represent chromium, nitrogen, and 
carbon atoms, respectively. Hydrogens and chloride 
counterions are omitted for clarity. Selected mean interatomic 
distances and angles can be found in Table 1.   

Table 1. Mean structural bond distances (Å), angles (°), and 
shape-measure analyses from single-crystal diffraction 
experiments. 
 1 2a 4 5b 
Cr–N  2.075(9) 2.078(17) 2.107(91) 2.079(5) 
N–Cr–NBite

c 81.58(59) 82.66(48) 91.35(72) 82.29(28) 
N–Cr–Nadj

d
  93.0(2.2) 92.58(99) 89.9(4.4) 92.8(1.6) 

N–Cr–Nopp
e 171(1.4) 173.1(9) 173(2.0) 172(1.1) 

S(Oh)f 0.731 0.616 0.064 0.602 
aFrom ref 37. bValues computed from averaging 5 (from ref 
38), 5-SS, and 5-RR. cUsing N atoms on the same ligand. 
dAdjacent N atoms of different ligands. eBetween N atoms 
that are trans to one another in the coordination shell. 
fShape measure for octahedral geometry: S(Oh) = 0 indicates 
perfect octahedral CrN6 structure (ref 47). 
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since Easyspin does not determine uncertainties. Importantly, 
these g and D values are similar in magnitude and sign to prior 
analyses of Cr3+ diamine complexes.53–56 Note that simulation 
quality was not improved by the inclusion of E though this 
parameter (while small relative to D) is expected to be 
present.57–61 A full list of the parameters determined by the best 
simulations of each spectrum are tabulated in Table S11. 

The spin Hamiltonian parameters from the simulations give 
insight into the nature of the observed transitions in the L-band 
spectrum (Fig. 5). The low-field transition involves levels of 
mixed identity that are mostly MS = ±1/2 character, but with a 
significant (ca. 8 %) MS = ±3/2 component, and stems from Cr3+ 
molecules aligned perpendicular to the applied magnetic field, 
B0. The high-field transition (near 50 mT), in contrast, stems 
from molecules aligned parallel to B0, and is a transition 
between unmixed MS = ±1/2 levels. Finally, the spin Hamiltonian 
values predict low-frequency transitions at fields beyond the 
range of the used instrument. For example, for 1, crossing of the 
MS = –3/2 and MS = –1/2 levels at 237 mT means that EPR 
transitions below 1 GHz are possible within the 200 to 273 mT 
window. 

The broadening model provides a direct way to quantitate 
the trend in spectral shape shown in Fig. 4. Here, the changing 
signal shape from two resolved peaks in the first-derivative 
spectrum to the broadened signal can be quantified with the full 
width at half maximum (FWHM) of the distribution of each g 
value for 1-5. For the L-band spectra, the gz FWHM values are 
0.01, 0.1, 0.8, 0.38, and 0.4, respectively, for 1-5, generally 
increasing across the probed molecules (with 3 as the 
exception). For gx,y, the FWHM of the parameter is considerably 
larger than gz for all studied complexes. Indeed, the FWHM for 
gx,y varies, respectively, as 0.6, 0.8, 1.12, 3.80, and 4.0 for 1-5. 
From these data, it appears that the broadening of gx,y is the 
most important feature in dictating the spectral shape, as it is 
this g factor that directly affects the energy of the low-field 

transition in Fig. 5. Thus, these analyses suggest that the 
broadening of gx,y (and hence the low-field transition) is 
responsible for the trend in spectral shape. 

On the basis of a superficial prediction of sharper linewidths 
from steric bulk on ligands, 1 and 5 were expected to yield the 
sharpest peaks. Instead, these ligands produced the sharpest (1) 
and broadest (5) spectra. Hence, we sought a more quantitative 
estimate of rigidity in the coordination shell of the Cr3+ metal 
ion. Tests of correlation between rigidity and ligand identity 
were pursued in a three-fold manner: by electronic 
absorption/emission spectroscopies, ligand isomer identity, 
and then, finally, molecular dynamics simulations.  

Steady-state and time-resolved photoemission analyses of 
1-5 were carried out as the first measure of quantifying rigidity 
in the ligand shell. Indeed, intense, long-lived emission is a sign 
of a rigid environment.23,24,62 Complexes 1-5 are all emissive. 
Analyses of 30 mM aqueous solution of 1-5 with 460 nm 
excitation revealed a prominent emission generally near 675 
nm (Figure S8). The shape and intensity of this emission peak 
varied, with 1, 2, and 5 having a relatively intense single peak, 
while 3 and 4 exhibited smaller peaks. The luminescence decays 
of these peaks were collected (Figures S10-S11) to provide the 
time constants of the decays (Table S10), which can serve as a 
quantitative measure for molecular rigidity.23–26 The time-
resolved emission data for 1-5 were best fit using either a bi- (2-
5) or tri-exponential (1) decay model. Complexes 2-5 exhibit two 
starkly different relaxation emission decay times (τ): the first (τ1) 
was on the order of 1 ns, and the second (τ2) was on the order 
of 2 µs. Studies on similarly structured Cr(III) hexamine 

 
Fig. 4. L-band (1.359 GHz) continuous wave EPR spectra for 1-5 in 
frozen glass solutions. Compounds were dissolved at 30 mM 
concentration in an ethylene glycol/water (1:1 v/v) solvent system 
and data collected at 112 K. Modulation amplitude was 0.8 mT, 
modulation frequency was 100 kHz, non-saturating power was 
used, and gain was 4 × 103 dB. Dotted lines are simulations that treat 
broadening with a distribution of g values, see main text for details.  

 
Fig. 5. Spectral assignment for L-band EPR spectrum of 2. The top- 
and bottom-most panels are MS-level energies computed for B0 
parallel and perpendicular to the molecular C3 axis, respectively. MS-
level energies were calculated with gx,y = 1.985; gz = 1.960; D = +0.1 
cm–1, E = 0 cm–1. Dashed lines correlate peaks to indicated transitions 
between levels. Energies and level compositions were computed 
with Easyspin,50 see main text for details.  
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complexes indicate that the faster τ1 corresponds to 
fluorescence, while τ2 corresponds to a longer-lived 
phosphorescence.63 For complex 1, the tri-exponential decay 
yielded three lifetimes, τ1 = 0.45(3), τ2 = 38(5), and τ3 = 1884(66) 
ns. Note that the free ligand (1R,2R)-(+)-1,2-
diphenylethylenediamine in aqueous solution has an emission 
lifetime on the same order as τ1 for 1 (Fig. S12).64 Hence we can 
conclude that the τ2 from complex 1 is likely ligand-related, and 
τ3 is metal-ion phosphorescence.  
 More importantly, our analysis suggests that emission as an 
indicator of rigidity appears to fail in describing the EPR 
broadening. Indeed, by the metric of the emission lifetimes, 2 is 
the most rigid complex with τ1 = 1.40(5) ns, followed by 3 (τ1 = 
0.99(5) ns), 5 (τ1 = 0.97(6) ns), 4 (τ1 = 0.48(6) ns), and 1 (τ1 = 
0.45(3) ns). This ordering of rigidity does not correlate with the 
observed trend of 1 < 2 < 3 < 4 < 5 in the FWHM of gxy. Emission 
lifetimes and rigidity can frequently be correlated directly with 
specific structural features, e.g. C–H v. C–D functionalization.65 
Thus, this work suggests that, at least for 1-5, and possibly for 
other open-shell complexes, the specific “rigid” structural 
features that impact photophysics and EPR linewidth are not 
entirely coincident.  
 Our second and third tests of rigidity probed direct 
structural factors. First, note that tris-bidentate metal 
complexes exhibit stereochemistry that is influenced by the 
identity of the ligand backbone. Indeed, several previous 
studies of analogous tris-diamine metal complexes 
demonstrate that there are myriad isomers possible.66,67 To test 
if the number of isomers influences EPR spectral linewidth, as 
these may each impose different g or D values (and thus 
broaden the signals), we synthesized and analysed 5-SS, a 
chemically identical complex to 5, but using the enantiopure  
(1S,2S)-(+)-1,2-diaminocyclohexane, instead of racemic trans-
(±)-1,2-diaminocyclohexane. The use of this ligand reduced the 
number of possible isomers from eight to two. We hypothesized 
that we would observe a sharper spectrum for complex 5-SS 
compared to 5, if the number of isomers dictates spectral 
broadness in this system. 
 Continuous-wave L-band EPR spectra were collected for 5-
SS in identical sample conditions to 5 and was subsequently 
modelled with EasySpin50 to extract the spin Hamiltonian 
parameters (Fig. S13, Table S11). There is a field offset because 
of differing experiment frequencies (1.360 GHz for 5 and 1.095 
GHz for 5-SS). However, adequate simulations of both spectra 
could be achieved using the same simulation parameters. 
Furthermore, the FWHM of the gxy term was the same (4.0) in 
the analysis. This result indicates that EPR line broadening is 
likely not influenced by the number of isomers of a given 
species, and thus the differences in the possible number of 
isomers between 1-5 likely is not responsible for the observed 
trend in linewidth.  

Systems 1, 2, 4, and 5, for which crystal structures are 
available in this work or others,38,39 were further investigated by 
means of quantum chemical (QC) calculations and ab initio 
molecular dynamics (AIMD) simulations in explicit water (Fig. 6). 
The purpose of these simulations is to test for correlations 
between mean atomic displacements in the first coordination 

shell (as a function of ligand) and the EPR spectral shape. The 
structures of 1, 2, 4, and 5 micro-solvated by 20 water 
molecules were first optimized at the TPSSh+D3BJ/def2-TZVP 
level of theory using NWPEsSE (Fig. S14).68 The optimized 
structures were then used as initial structures in the following 

 
Fig. 6. Top: Simulated distribution of Cr−N bond lengths for 
complexes 1, 2, 4, and 5. Middle: Simulated distribution of N−Cr−N 
bond angles for complexes 1, 2, 4, and 5. Bottom: Simulated 
distribution of distances between Cr(III) metal centres and the 
oxygen atoms of surrounding water molecules for complexes 1, 2, 4, 
and 5. See main text and ESI  for computational details.   
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AIMD simulations in water boxes (Fig. S15). Relevant structural 
parameters are listed in Table 2. 

Molecular dynamics (MD) simulations are commonly used 
for simulating EPR spectra in spin-labelled proteins,69–71 or 
evaluating distances between metal complexes (either as spin 
labels72 or aggregates73). Here we present, to the best of our 
knowledge, the first effort to use MD simulations to understand 
EPR spectral linewidth of S > 1/2 metal complexes. Note that the 
following structural analyses from AIMD simulations are 
obtained from solution-phase environments. These conditions 
are different than the frozen-glass solutions that produced the 
spectra in Figs. 4 and 5. In the following analysis and discussion, 
we consider the spectra of the frozen glasses to provide a “snap-
shot” of the distribution of possible geometries of the Cr3+ 
complexes in solution when frozen. 

AIMD simulations were conducted using the CP2K 
package.74 The potential energy surface was calculated at the 
PBE-D3 density functional75 level of theory with Grimmes' 
correction for dispersion.76 We adopted the Gaussian-Plane 
wave hybrid basis set scheme,77 in which the Gaussian basis sets 
of the DVZP quality, in conjunction with a plane wave energy 
cut-off of 450 Ry, were used. MD simulations were performed 
within the NVT ensemble, with the temperature kept at 300 K 
with a velocity-rescaling thermostat.78 For each simulation of a 
complex, the Cr(III) complex, three Cl– counterions, and a box of 
water solvent molecules were initially equilibrated for at least 8 
ps, followed with 10 ps production runs that were finally used 
for the computation of properties. Additional details for the 
simulations can be found in the ESI.  

The structural parameters deduced from the AIMD 
simulations exhibit distributions in structural metrics, but are 
otherwise similar to the crystalline structures. For example, all 
complexes are six-coordinate throughout the 10 ps time 
window, and distributions in observed Cr–N bond distances are 
all centered around 2.2 Å (Fig. 6), which is close to the crystal 
structures. We note, however, that the full widths at half 
maxima of the Cr–N distributions change with the ligand: 0.120 
Å for 1, 0.118 Å for 2,  0.128 Å for 4, and 0.123 Å for 5. The 
simulations also reveal that all complexes exhibit distributions 
in N–Cr–N angles (Fig. 6), also close to the crystal structures.38,39 
For example, for 1, 2, and 5, three peaks are exhibited in the 

distributions at ca. 79° (bite angle), 94° (adjacent N atoms on 
different ligands), and 170° (approximately trans N atoms). 
Complex 4, in contrast, exhibits only two peaks, one near 90° 
and one closer to 175°. Here, the sharpest two angles are 
relatively close in value, potentially encouraged by ligand strain, 
and consistent with solution-phase extended x-ray absorption 
fine-structure analyses of [Co(tn)3]3+.79 We note that perfect 
agreement should not be expected for any structural parameter 
here since the crystalline environment is more rigid than the 
fluxional one in solution captured by molecular dynamics 
simulations. 

The simulations also provided insights into the solvation 
structure of the complexes, by revealing the radial distribution 
function, g(r), that provides a measure of the average 
M•••Owater distance and its fluctuation over the simulation 
period. For 1, 2, 4, and 5, the computed g(r) places the first 
solvent shell near 4.2 Å for all complexes: 4.17 Å for 1, 4.23 Å 
for 2, 4.34 Å for 4, and 4.23 Å for 5. Beyond 5 Å, a rise in g(r) is 
observed for all complexes, indicating the start of the second 
solvent shell in the 5.5-5.75 Å range.  

The distributions of bond angles, bond distances, and 
solvent shell values were compared with the observed 
spectroscopic trends. We reasoned that the relative rigidity in 
the coordination shell correlates with the relatively tighter 
distributions of observed bond distances and angles from the 
10 ps trajectory in solution for 1, 2, 4, and 5. The one parameter 
that approximately correlates to the observed spectral trend is 
the distribution in Cr–N bond distances. Complexes 1 and 2 have 
relatively sharper EPR spectra, smaller gx,y FWHM values, and 
slightly sharper distributions in the simulated Cr–N distances. 
Complexes 4 and 5, in contrast, have slightly larger Cr–N 
distributions, which would broaden spectra by producing  
variation in electronic structure.80,81 We tentatively speculate 
that 4 and 5 produce both broader distributions and spectra 
owing to more efficient structural trans-effect interactions 
between the N donor atoms. This effect results in larger M–L 
bond distances for donor atoms that are directly trans to 
another atom, which been observed with larger mean atomic 
displacements in crystal structures of other metal 
complexes.82,83 Indeed, 4 and 5 are closest to Oh geometry (from 
the SHAPE measure analysis). Thus, the N–Cr–N the bond angles 
between trans N-donors in 4 and 5 are overall closer to 180°, 
enabling a stronger structural trans effect. If true, this idea 
suggests that geometries where the trans-effect is less 
operative (e.g. Td or perhaps trigonal-prismatic coordination) 
are particularly promising for future molecules with sharper 
linewidths. Finally, we note that the observed difference 
between the distributions of 1, 2, 4, and 5 is small, suggesting 
an extremely high sensitivity of spectral shape to ligand field.  

Our calculations suggest variability in Cr–N bond lengths of 
over 0.2 Å (~10% based on total width of the distributions), 
which we infer leads to a large variation of g-values. We also 
suggest that the relative changes in the FWHM of these 
distributions, while small (e.g. 0.003 Å between 1 and 5), are 
appreciably affecting relative linewidth. For this last point, 
literature evidence supports that relatively tiny changes can 
induce large changes to EPR spectra. For example, variable-

Table 2. Mean structural bond distances (Å) and angles (°) 
from QCa calculations and AIMDb simulations. 
 1 2 4 5 
Cr–N (QC) 2.102 2.125 2.134 2.116 
Cr–N (AIMD) 2.213 2.197 2.214 2.200 
FWHM  0.120 0.118 0.128 0.123 
     N–Cr–NBite (QC) 80.7 80.9 89.5 80.9 
N–Cr–NBite (AIMD) 79.8 81.0 89.4 80.9 
     N–Cr–Nadj (QC) 93.1 94.0 90.1 93.8 
N–Cr–Nadj (AIMD) 93.2 92.6 89.5 92.6 
     
N–Cr–Nopp (QC) 171.3 170.9 178.6 170.6 
N–Cr–Nopp (AIMD) 166.2 169.2 173.8 168.9 
aQC = Quantum chemical. bAIMD = Ab initio molecular 
dynamics 
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pressure studies of Cr-doped solids (Al2O3:Cr and Al2(SO4)3:Cr) 
show pressure dependence of zero-field splitting84,85 and g-
values85, in some cases showing ca. 0.005 changes in g with 0.02 
Å changes in Cr–O bond distances.85,86 In a 1 GHz EPR spectrum 
at g = 2.00, a variation in g of ±0.15 would induce a 60 G span 
for the EPR peak, well within the width of the full spectra shown 
in Fig. 4. Thus, these data suggest that the ligand-based 
distributions in observed Cr–N bond distances are affecting 
spectral shape, though quantitative correlation will likely need 
deeper studies of solution structure (e.g. by extended X-ray 
absorption fine structure spectroscopy), which are underway. 

Conclusions 
The foregoing study is the first analysis of low-frequency 

EPR linewidth as a function of ligand identity in S > 1/2 metal 
complexes. Most importantly, our studies of tris-diamine Cr3+ 
complexes reveal three novel insights:  

(i) Relatively minor changes in ligand identity can impact the 
L-band EPR spectral shape, which has important implications 
for, e.g., using tuneable ligand fields to image local chemistry 
via magnetic resonance.  

(ii) Our studies show that the same parameters that define 
“rigidity” in the sense of photochemical lifetimes do not 
correlate to EPR linewidth, suggesting more detailed 
approaches to rigidity design are necessary in this new field. 

(iii) Finally, our studies suggest that EPR linewidth in Cr3+ 
complexes can be correlated to variation in Cr–L bond distance 
variation in frozen solution.  

This final outcome suggests that many tuneable aspects of 
metal complexes, e.g. donor atom, metal-ligand bond strength, 
and covalency, can all be harnessed to manipulate low-
frequency EPR linewidth by controlling metal-ligand 
interactions. We note that the linewidths here (> 10 G) are still 
substantially larger than organic radicals under similar 
conditions (< 1G).15 Thus, further tests of the effects of ligand 
shells on linewidth are clearly needed for functional metal-ion 
based EPRI molecular probes. Such studies are ongoing and will 
be reported in the near future.  
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