
BENCHMARKS OF THE DENSITY FUNCTIONAL TIGHT-
BINDING METHOD FOR REDOX, PROTONATION AND 

ELECTRONIC PROPERTIES OF QUINONES

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-11-2021-005333.R1

Article Type: Paper

Date Submitted by the 
Author: 11-Feb-2022

Complete List of Authors: Kitheka, Maureen; State University of New York at Binghamton
Redington, Morgan; State University of New York at Binghamton
Zhang, Jibo; University of Houston
Yao, Yan; Department of Electrical and Computer Engineering, University 
of Houston, 
Goyal, Puja; State University of New York at Binghamton

 

Physical Chemistry Chemical Physics



1

BENCHMARKS OF THE DENSITY FUNCTIONAL TIGHT-BINDING METHOD FOR 
REDOX, PROTONATION AND ELECTRONIC PROPERTIES OF QUINONES

Maureen M. Kitheka,1 Morgan Redington,1 Jibo Zhang,2 Yan Yao,2 Puja Goyal1,*

1Department of Chemistry, State University of New York at Binghamton, Binghamton, NY 13905, USA
2Department of Electrical and Computer Engineering and Texas Center for Superconductivity at the University 
of Houston, Houston, Texas 77024, USA

ABSTRACT 

Organic materials with controllable molecular design and sustainable resources are promising 
electrode materials. Crystalline quinones have been investigated in a variety of rechargeable 
battery chemistries due to their ubiquitous nature, voltage tunability and environmental 
friendliness. In acidic electrolytes, quinone crystals can undergo proton-coupled electron transfer 
(PCET), resulting in charge storage. However, the detailed mechanism of this phenomenon 
remains elusive. To model PCET in crystalline quinones, force field-based methods are not viable 
due to variable redox states of the quinone molecules during battery operation and computationally 
efficient quantum mechanical methods are strongly desired. The semi-empirical density functional 
tight-binding (DFTB) method has been widely used to study inorganic crystalline systems and 
biological systems but has not been comprehensively benchmarked for studying charge transport 
in quinones. In this work, we benchmark the third order variant of DFTB (DFTB3) for the 
reduction potential of quinones in aqueous solution, energetics of proton transfer between quinones 
and between quinones and water, and structural and electronic properties of crystalline quinones. 
Our results reveal the deficiencies of the DFTB3 method in describing the proton affinity of 
quinones and the structural and electronic properties of crystalline quinones, and highlight the need 
for further development of the DFTB method for describing charge transport in crystalline 
quinones.

INTRODUCTION

The exploration and utilization of renewable energy resources has steadily increased over the last 
few decades. The intermittent nature of these resources requires efficient energy storage 
technologies.1 Lithium-ion batteries have been especially successful in this regard due to their high 
output voltage (3.5 V), high energy density (150-250 Wh kg1), and good cycle stability. However, 
present day rechargeable batteries and supercapacitors utilize large amounts of transition metal 
oxides. Besides the environmental issues associated with these materials, their high cost and 
limited reserves have driven researchers to explore more environmental-friendly and low-cost 
materials for use in energy storage devices.

Organic electrode materials can be obtained directly or indirectly from natural renewable sources. 
The ability to design their structure flexibly allows convenient tailoring of their physical and 
electrochemical properties. In addition, they are generally not limited by the choice of counterions, 
increasing their attractiveness for energy storage device applications.2-6 In 1969, Williams et al. 
made the first attempt to use an organic material, dichloroisocyanuric acid, in batteries.7 After a 
hiatus in this research area due to issues related to high solubility and low doping level of organic 
materials, research in this field has picked up pace in the last few decades due to environmental 
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issues. Quinones are especially interesting because of a variety of reasons: (a) high specific 
capacity, (b) high-rate capability due to fast redox kinetics, (c) long-term cycle stability due to 
structural stability, (d) ability to coordinate with univalent, divalent and even trivalent ions, (e) 
high electrochemical reversibility, and (f) diverse molecular structural design. Even the simplest 
quinone, 1,4-benzoquinone (BQ), can yield a theoretical specific capacity close to 496 mA h g-1 at 
a redox potential of ~2.8 V vs. Li/Li+, leading to an energy density far superior to that of 
conventional inorganic cathode materials.

Quinone-based electrode materials have been used in lithium, sodium, zinc, potassium, and 
magnesium ion batteries, supercapacitors, aqueous rechargeable batteries etc.2-6,8-12 However, 
certain aspects of quinone-based electrode materials have been found to be less than ideal. (1) 
Small molecule quinones are highly soluble in aprotic electrolytes, particularly organic carbonate 
solvents generally used in lithium-ion batteries/sodium-ion batteries. This leads to low coulombic 
efficiency and rapid capacity fading. (2) Because they are light-weight, organic electrodes show 
low tap density, reducing the volumetric performance of the electrode. (3) Quinones generally 
have low intrinsic electrical conductivity, which lowers the practical specific capacity and limits 
the high rate charge/discharge performance.

Several practical strategies to overcome the above limitations of quinone-based electrodes have 
been devised. Molecular engineering, electrode design, electrolyte optimization, binder/separator 
modification, etc. have been attempted to overcome the dissolution issue. To increase the electrical 
conductivity, use of conductive additives, introduction of conductive moieties into the molecular 
structure, and immobilization of quinones on conductive matrices have been carried out. However, 
much remains to be understood about the fundamental mechanism of charge transport through 
crystalline quinones, quinone polymers, or quinones immobilized on conductive matrices so that 
better optimization of battery performance parameters can be achieved. Unlike lithium-ion 
batteries and aqueous rechargeable batteries for which both experimental and computational 
mechanistic studies abound, such studies hardly exist for batteries with quinone-based electrodes.

In acidic environments, quinones can undergo proton-coupled electron transfer (PCET) to form 
hydroquinones and this property allows them to store charge when they are used as electrode 
material in batteries with acidic electrolytes. Quite recently, several impressive studies on quinone-
based “proton batteries” have been reported in the literature.11-14 These batteries have either one 
or both electrodes comprised of quinones in some form, with the quinone molecules undergoing 
PCET. Liang et al.11 found pyrene-4,5,9,10-tetrone (PTO) to be a very promising candidate for 
anode material due to the presence of four redox-active carbonyl groups and very low solubility in 
acid electrolyte. With a PTO anode and a PbO2 cathode in 4.4 M H2SO4, they achieved a battery 
voltage of 1.27 V, specific capacity of 395 mAh g-1, specific energy of 76 Wh kg-1, energy density 
of 161 Wh l-1 and cycling stability of 96% over 1500 cycles/1200 h. However, in neutral and 
alkaline environments, they found PTO to have relatively higher solubility and used polymeric 
anode material. In a later study, using a PTO anode with a MnO2-based cathode in an acidic 
electrolyte, Guo et al.12 were able to attain an energy density up to 132.6 Wh kg-1, a power density 
of 30.8 kW kg-1, and cycling stability over 5000 cycles. Their battery worked well even with a 
frozen electrolyte below -40 °C, and maintained superior rate performance and cycle stability even 
at -70 °C. They proposed the involvement of hydronium ions rather than protons as positive charge 
carriers in quinone crystals in the presence of acid electrolytes.
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Batteries that employ quinone-based conducting redox polymers (CRPs) as electrode material have 
also been reported. Strietzel and co-workers15 reported the design of an organic aqueous proton 
battery comprised of trimeric thiophene units functionalized with quinones. The battery showed 
rapid charging and functioned even at temperatures as low as -248 ºC. However, the voltage (0.4 
V) and capacity (60 mAh g-1) still needed improvement. In a subsequent study from the same 
group, Wang et al.14 achieved a voltage of 0.8 V and a capacity of 62 mAh g-1 using quinizarin-
CRP as the cathode, naphthoquinone-CRP as the anode, and a protic ionic liquid electrolyte. 

The mechanism of PCET in crystalline quinones in batteries is largely unknown. For example, in 
crystalline PTO, the large O-O distances (~4 Å) between the PTO molecules point to large energy 
barriers for proton hopping between molecules, unless the proton transport involves water 
molecules, crystal distortions, or proton tunneling. However, it is not possible to elucidate the role 
of these aid factors using experiments alone. Density functional theory (DFT) has traditionally 
been the workhorse for computational mechanistic studies on batteries. However, a need for 
computationally more efficient methods exists. Such methods can allow comprehensive studies of 
ion transport mechanisms in quinone-based electrode materials, especially the role of crystal phase 
changes and of water in ion transport. They can also help to rapidly screen quinone-based materials 
based on calculated solubilities, band gaps (related to electrical conductivity), reduction potentials 
(related to battery voltage) etc. Methods derived from empirical force fields are not well-suited for 
modeling quinones in batteries due to the variable redox states of the quinone molecules during 
battery operation. Density functional tight-binding (DFTB),16 a semiempirical electronic structure 
method based on DFT which is about 1000 times faster than DFT, is very promising in this regard. 
However, since it is a semiempirical method, a detailed benchmarking of its performance for the 
actual system and the environment of interest is necessary. It has been widely used to study 
inorganic crystalline systems and biological systems in solution,16 but has not been 
comprehensively benchmarked or parameterized for modeling charge transport in organic 
crystalline systems.

DFTB has been undergoing rapid continuing development. The DFTB+ software package allows 
parallel DFTB calculations on CPUs.17 More recently, a heterogeneous CPU+GPU 
implementation of DFTB has been achieved and shown to enable simulations of entire proteins.18 
Nakai and co-workers have developed a divide and conquer scheme19,20 for the efficient modeling 
of lithium-ion batteries. Several recent methodological developments, like the development of the 
DFTB3 method21 and its corresponding parameterization,22 the use of long-range corrections,23 
improvement of the description of intermolecular24 and dispersion interactions,25-28 have 
significantly increased the accuracy of the method. For parameterization, several automated 
schemes and schemes which utilize machine learning have been developed,29-37 increasing the 
applicability of the DFTB method to different systems and problems.

With the long-term goal of understanding the charge transport mechanism in crystalline quinones 
in acidic battery environments where the positive charge carriers in the quinone electrode are 
protons, in this study, we benchmark the third-order variant of DFTB (DFTB3) with the 3OB 
parameter set (designed for DFTB3 as well as organic and biological applications) for the (a) 
reduction potential of quinones, (b) energetics of proton transfer between quinones, and between 
quinones and water, (c) band structure/gap of crystalline quinones. The 3OB parameter set was 
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developed for biological and molecular organic systems and it is interesting to examine its 
performance for crystalline organic systems. Wherever experimental data was unavailable, higher 
level electronic structure methods, mostly DFT, were utilized as reference. Several benchmarks 
involve PTO because of its promising behavior as electrode material in experimental 
studies.2,8,10,11,38-45

In this work, we investigate the accuracy of DFTB for the aforementioned properties. An outline 
of the paper is as follows. Section 2 describes the computational methodology used for the 
calculation of different properties. Section 3 presents the results, starting with the reduction 
potential, followed by proton transfer energetics and band structure/gap. Section 4 summarizes the 
insights obtained and provides concluding remarks. We conclude that DFTB3 with the 3OB 
parameter set provides a satisfactory description of the reduction potential of quinones in aqueous 
solution. It, however, shows significant errors in the energetics of proton transfer between quinone 
molecules at long O-O distances, and between quinones and water. The band structure and band 
gap from DFTB agree very well with those from the PBE density functional but are significantly 
different when compared to results with the HSE density functional. This work lays the foundation 
for future refinement of the DFTB method for the description of charge transport in crystalline 
quinone-based electrode material in batteries.

METHODS

1. Reduction potential

The reduction potentials from DFT were used for benchmarking DFTB wherever experimental 
reduction potentials were not available. DFT calculations were carried out using the B3LYP46 
functional and the 6-31++G** basis set,47 the combination of which has been previously 
benchmarked extensively for the reduction potential of quinones in implicit solvent and found to 
have excellent performance when compared to experiments.48 The geometries were optimized in 
implicit water described using a conductor-like polarizable continuum model (CPCM)49 and a 
similar protocol as in ref 48. Test calculations with the IEFPCM model showed minimal change 
in the calculated reduction potentials (Table S1). The reduction potentials were calculated using a 
reference reaction for error cancelation as shown in Scheme 1 and Eq. (1).48 All thermochemical 
data were calculated at 298.15 K. These calculations were carried out using the Gaussian 09 
software package.50 

[2]0 +  𝑒 ―  → [2] ―           -𝐹𝐸0

              [1] ―
𝑟𝑒𝑓 → [1]0

𝑟𝑒𝑓 +  𝑒 ―  𝐹𝐸0
𝑟𝑒𝑓

     [1] ―
𝑟𝑒𝑓 + [2]0 →[1]0

𝑟𝑒𝑓 + [2] ― Δ𝐺0
𝑟

Scheme 1. Scheme used for the calculation of reduction potentials using DFT. [2] is the species of interest and 
[1] is the reference species.  and  are the reduction potentials of [2] and [1] respectively, with  known 𝐸0 𝐸0

𝑟𝑒𝑓 𝐸0
𝑟𝑒𝑓

experimentally. is the free energy of the redox reaction involving reduction of [2] and oxidation of [1].  is 𝛥𝐺0
𝑟 𝐹

the Faraday constant.
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                                                      (1)𝐸0 = ―
∆𝐺0

𝑟

𝐹 + 𝐸0
𝑟𝑒𝑓

The reduction potential calculations with DFTB3 were carried out using implicit and explicit 
solvation models. For the explicit solvation model, the calculations were carried out in a hybrid 
quantum mechanical/molecular mechanical (QM/MM) framework using the thermodynamic 
integration (TI) methodology. The CHARMM program (version 40b1)51 was used for these 
calculations. The neutral quinone molecule at its DFT-optimized geometry in implicit water was 
solvated in a cubic box of water molecules with the edge of the water box at least 15 Å distant 
from an atom in the quinone molecule. The water molecules were described using the modified 
TIP3P model in CHARMM52 while the quinone molecule was described quantum mechanically 
using DFTB3 with the 3OB parameter set.21,22 The Lennard-Jones parameters for the quinones 
were obtained from the CHARMM General Force Field (CGenFF).53 

The 3OB parameter set for DFTB3 was used with the parameters listed in Table 1, where  are 𝑈𝑑

the Hubbard derivatives and W gives the spin constants. The tolerance for the change in energy 
between two consecutive self-consistent field (SCF) iterations was set at 10-7 kcal/mol.

Table 1. DFTB3/3OB parameters in atomic units, damping exponent ζ = 4.00
Atom 𝑈𝑑 Wss Wsp Wps Wpp
H -0.1857 -0.07174 0.0 0.0 0.0
C -0.1492 -0.03062 -0.02505 -0.02505 -0.02265
O -0.1575 -0.03524 -0.02956 -0.02956 -0.02785

In the TI calculations, the neutral quinone was assigned a value of zero for the coupling parameter, 
, while the reduced quinone was assigned a value of one for . The overall potential energy (U) 
of the system was calculated according to Eq. (2), where and  are the potential energy of UQ UQ ―

the neutral and singly reduced quinone.

                                                     (2)                                                     U = (1 ― λ)UQ + λUQ ―

Six windows at  values of 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0 were used in TI. The solvated neutral 
quinone was used as the starting point for the calculations for the =1.0 window. An initial 
minimization and equilibration for the =0.0 and =1.0 windows were first carried out since these 
corresponded to neutral and singly reduced quinone, respectively. Further simulation details are 
provided in the Supporting Information (SI). The equilibrated structure from the =0.0 window 
was used to initiate calculations for the =0.2 and =0.4 windows, while the equilibrated structure 
from the =1.0 window was used to start calculations for the =0.6 and =0.8 windows. For the 
0.2, 0.4, 0.6 and 0.8 windows, an equilibration similar to the 0.0 and 1.0 windows was carried out. 
A 400 ps production run was subsequently carried out for all the  windows. The energy gap 𝑈𝑄 ―

 was plotted as a function of time for each  window to ensure proper equilibration (Fig. S1-― 𝑈𝑄
S7 in the SI). The standard error in the average energy gap for each  window was estimated using 
the block averaging method (Fig. S8-S14). The average energy gap  for each  window 〈𝑈𝑄 ― ― 𝑈𝑄〉
was plotted as a function of . The plot was found to be linear in all cases (Fig. S15). The 
Helmholtz reduction free energy (  was calculated using Equation (3),∆𝐹)
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                                            (3)∆𝐹 = ∫1
0(∂𝐹

∂𝜆)
𝜆
𝑑𝜆 =  ∫1

0〈𝑈𝑄 ― ― 𝑈𝑄〉𝜆𝑑𝜆

using the linear fit, , where m is the slope and c is the intercept.∆𝐹 =  
𝑚
2 +𝑐

The reduction potential of the quinone of interest was calculated according to Equation (1) since 
the Gibbs reduction free energy can be approximated to be equal to the Helmholtz reduction free 
energy for a condensed phase reaction at constant volume and pressure.

For DFTB3 reduction potential calculations in implicit solvent, we used the conductor-like 
screening model (COSMO),54 with the solvent accessible surface area (SASA) model for the non-
electrostatic contributions. Bondi radii were used for all atoms.55 The Hubbard derivatives, 
damping exponent and spin constants are listed in Table 1. Unlike the DFT reduction potential 
calculations in implicit solvent, no thermochemical data were included in the DFTB3 calculations 
in implicit solvent. These calculations were carried out using the DFTB+ software package 
(version 21.1).17 The tolerance for the maximum change in any charge between two consecutive 
SCF iterations was set at 10-6 au. Additional test calculations in implicit solvent were carried out 
with two explicit water molecules hydrogen bonded to each carbonyl group of the quinones. These 
water molecules were treated quantum mechanically using DFTB3. 

The effect of dispersion on calculated reduction potentials was also tested by comparing B3LYP 
to B3LYP-D3 and DFTB3 to DFTB3-D3.56 In DFTB3-D3 calculations, Becke-Johnson damping57 
with values of 0.746, 4.191, and 3.209 atomic units for the ,  and dispersion parameters, 𝑎1 𝑎2 𝑠8 
respectively, was used.58

2. Proton Transfer

DFT calculations were carried out using the M0659 functional and the 6-31++G** basis set. MP260 
with the aug-cc-pVDZ61 basis set was used for one system to benchmark M06/6-31++G**. Semi-
empirical calculations were carried out using DFTB3 with the 3OB parameter set.21,22 The values 
of Hubbard derivatives, spin constants and the damping exponent were the same as specified in 
the reduction potential section. The tolerance for the maximum change in any charge between two 
SCF iterations was set at 10-7 au and 10-6 au for calculations on BQ and PTO, respectively. Test 
calculations with DFTB3-D3 were also performed.

For proton transfer (PT) energy profiles involving PTO and water, relaxed scans in the gas phase 
were carried out using M06 and DFTB3. For the DFT calculations, a constraint was applied 
between a carbonyl oxygen atom of the PTO molecule and the transferring proton. For the DFTB3 
calculations, optimizations were initiated from the DFT-optimized geometries and the O and H 
atoms involved in the reaction coordinate were frozen in space. A similar procedure was adopted 
for PT energy profiles involving two BQ molecules, except that in one set of calculations, the O-
O distance between the neighboring carbonyl groups of the BQ molecules was kept fixed at 3.52 
Å. The energy profile for PT between two PTO molecules at their crystal structure geometry, 
where the shortest intermolecular O-O distance was 4.0 Å, was also computed. 
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The PT between a neutral PTO molecule and a hydronium ion, and the PT between two neutral 
BQ molecules with the donor O-acceptor O distance fixed at 3.52 Å were also investigated with 
the PBE, B3LYP and B97XD functionals and the 6-31++G** basis set in the gas phase. For 
these two systems, calculations with the M06 functional and DFTB3 were also carried out in 
implicit solvent. 

Proton affinities (PA) were computed with the G3B362 and DFTB3 methods using Eq. (4). Zero-
point corrections and thermal contributions were not included for either method. G3B3 is a variant 
of the Gaussian-3 (G3) theory63 that involves geometry optimizations and zero point energy 
calculations using B3LYP/6-31G(d). Geometry optimizations are followed by single point energy 
calculations at the MP2, MP4 and QCISD(T) levels, the latter two with the frozen core 
approximation, for different components of the overall energy. It has been shown to perform very 
well for the calculation of proton affinities, among other properties like enthalpies of formation, 
ionization potentials and electron affinities.

                                                    (4)                                                                 PA = EH +
+ EB ―

― EBH

 is the energy of the proton and has a value of zero for DFT and a value of 151.0421 kcal/mol EH +

for DFTB3.  and  denote the energy of the deprotonated and protonated species, EB ―
EBH

respectively. The DFT and DFTB3 calculations were carried out using the Gaussian 09 and 
DFTB+ (version 19.1)64 software packages, respectively.

3. Band Structure 

DFT and DFTB3 calculations were carried out on crystalline PTO and BQ, both of which belong 
to the P2 1/c space group. The PTO crystal structure will be reported separately65 and the BQ 
crystal structure was obtained from the Cambridge Structural Database.66 We used a generalized 
gradient approximation (GGA) functional, namely, Perdew-Burke-Ernzernhof (PBE)67, and a 
Coulomb hybrid functional, namely, Heyd-Scuseria-Ernzernhof (HSE06)68, to describe the 
electron-electron exchange and correlation interactions. The interactions between the core and 
valence electrons in our system were described using (1) the projector augmented wave (PAW) 
method,69 (2) the ultra-soft pseudopotential (USPP),70 and (3) the optimized norm-conserving 
(ONCV) pseudopotential.71 The PAW parameters utilized in this study were obtained from a 
standard solid state pseudopotential library (SSSP Efficiency).72 For USPP, we used the Pslibrary 
1.0.073 and for the ONCV PP, we used the SG15 library.74 All DFT calculations were carried out 
using Quantum Espresso (QE) version 6.5.75

The PBE calculations were performed using a 60 Ry plane-wave cutoff and a dense Monkhorst-
Pack uniform converged k-grid of 15 x 3 x 6 and 6 x 5 x 5 for PTO and BQ, respectively.76 Finer 
30 x 6 x 12 and 12 x 10 x 10 k-grids were used when computing the density of states for PTO and 
BQ, respectively. The k-path used in the band structure calculations for both DFT and DFTB3 
methods was obtained from materialscloud.org77 with high symmetry points from  (0,0,0) to Z 
(0,1/2,0), from Z (0,1/2,0) to D (0,1/2,1/2), from D (0,1/2,1/2) to B (0,0,1/2), from B (0,0,1/2) to 
 (0,0,0), from  (0,0,0) to A (-1/2,0,1/2), from A (-1/2,0,1/2) to E (-1/2,1/2,1/2), from E (-
1/2,1/2,1/2) to Z (0,1/2,0), from Z (0,1/2,0) to C2 (-1/2,1/2,0), from C2 (-1/2,1/2,0) to Y2 (-1/2,0,0), 
and from Y2 (-1/2,0,0) to  (0,0,0). DFT geometry and lattice optimizations were carried out using 
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the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm78 with default values for the 
convergence threshold for total energy and forces.

DFTB3 geometry and lattice optimizations were carried out using the Conjugate Gradient (CG) 
algorithm79 and the same DFTB3 parameters as provided in the reduction potential section. In 
some of the DFTB3 calculations on crystalline PTO and BQ, D3 dispersion corrections56 were 
included using the same parameters as in the reduction potential and PT calculations.57 The 
tolerance for the maximum change in any charge between two consecutive SCF iterations was set 
at 10-6 au. The optimization was stopped when the force component with the largest absolute value 
became lower than 10-4 au.

Calculations with the HSE06 functional used the optimized lattice-geometry obtained from the 
PBE/PAW method. We utilized the Wannier90 (version 3.1.0) code80 to calculate the Maximally 
Localized Wannier Functions (MLWFs)81 which were set to 132 and 56 for PTO and BQ with 
converged 4 x 4 x 4 and 6 x 6 x 6 Monkhorst-Pack k-grids, respectively. The number of MLWFs 
was equal to the number of bands for each system, therefore the use of disentanglement parameters 
was not invoked. MLWFs were projected on the H s orbitals, C p orbitals and O p orbitals for both 
PTO and BQ since these were found to be the dominant contributing orbitals to the valence band 
(VB) and the conduction band (CB) near the Fermi level in the PBE and DFTB3 results. The 
sequence of calculations for all the methods is outlined in Table 2.

Table 2. Description of the steps involved in computing the band structure for crystalline quinones 
PBE DFTB3/3OB HSE06
Benchmark of k-points at a 
plane wave cutoff of 60 Ry

Benchmark of k-points at a 
plane wave cutoff of 60 Ry

SCF calculation using a 
15 x 3 x 6 k-grid

SCF calculation using a 
4 x 4 x 4 k-grid

Non-SCF calculation using a 
30 x 6 x 12 k-grid to obtain the 
density of states (DOS)

Utilization of the k-points 
obtained from the non-SCF 
calculation step in PBE to 
obtain the DOS

Use of the open_grid.x code 
in QE to unfold the k-grid 
obtained from the SCF 
calculation

Band structure calculation 
using 
-Z-D-B--A-E-Z-C2-Y2- 
as the k-path

Band structure calculation 
using the same k-path as PBE

Utilization of the 
Wannier90 (v3.1.0) code to 
obtain the MLWFs; band 
structure calculation using 
the same k-path as PBE

RESULTS AND DISCUSSION

1. Reduction Potential
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Several computational studies aimed at the high throughput computational screening of quinones 
based on their reduction potentials for use in redox flow batteries have been carried out.82,83 Some 
fundamental studies on the mechanism of charge storage84,85 and transport86 in quinones have also 
been carried out, all based on DFT. Recent studies employed DFTB for gas phase geometry 
optimizations and DFT for subsequent single point energy calculations to calculate reduction 
potentials of quinones, and concluded DFTB to have good performance.87,88 In the past, DFTB has 
been benchmarked for the reduction potential of several simple molecules and copper-containing 
transition metal complexes,89-92 and was found to have modest accuracy with errors in most cases 
ranging from 100 to 200 mV. A more recent method similar to DFTB3, GFN2-xTB, has been 
benchmarked for the reduction potential of several organic and organometallic molecules and 
found to have similar accuracy as low-cost density functionals like B97-3c.25,93 Here, we examine 
the performance of DFTB for the reduction potential of quinones in both implicit solvent and 
explicit solvent, the latter using a QM/MM framework and the TI methodology. Such an 
examination is directly relevant to our future dynamics studies of the charge transport mechanism 
in explicitly solvated quinone crystals.

Figure 1. A pictorial representation of the quinones used in reduction potential calculations. The atoms in red, 
cyan, and white represent oxygen, carbon, and hydrogen, respectively.

1,4-benzoquinone and 1,2-naphthoquinone were studied as reference molecules20 for p-quinones 
and o-quinones, respectively. The main molecule of interest, PTO, was treated as a combination 
of two o-quinones. Hence 1,2-naphthoquinone was used as a reference for PTO. Fig. 1 depicts all 
the quinones employed here for reduction potential studies. 2-methoxybenzoquinone and 1,4-
napthoquinone were used as examples of p-quinones, and phenanthrenequinone and pyrene-4,5-
dione were used as examples of o-quinones. The B3LYP/6-31++G** method has been 
benchmarked extensively for the reduction potential of quinones in implicit solvent and found to 
yield results close to experiments.48 We hence use B3LYP/6-31++G** reduction potential data to 
gauge the accuracy of DFTB3 reduction potentials in both implicit and explicit solvent whenever 
experimental data is missing.
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Table S2 shows that compared to quinones in only implicit solvent, the additional inclusion of a 
few explicit water molecules hydrogen bonded to the carbonyl groups and treated quantum 
mechanically changes the reduction potential by only 6-13 mV (0.1-0.3 kcal/mol). Compared to 
quinones in only explicit solvent treated using molecular mechanics and periodic boundary 
conditions, a few explicit water molecules treated quantum mechanically and immersed in implicit 
water changes the reduction potential by only 17-37 mV (0.4-0.8 kcal/mol). We hence conclude 
that treating the explicit water molecules close to the quinone quantum mechanically makes 
negligible difference to the calculated reduction potential. Therefore, the treatment of all water 
molecules in the QM/MM TI calculations using the modified TIP3P water model is a reasonable 
approximation.

Table S3 shows that dispersion has minimal effect on the reduction potential values from both 
DFT and DFTB3. When additional explicit QM water molecules hydrogen bonded to the carbonyl 
groups are included in the implicit solvent calculations, the effect of dispersion is slightly more 
pronounced than when only a QM quinone is studied in implicit solvent. The effect is however 
still very small.

Table 3. Reduction potentials of selected quinones (V)a

Quinone Exp.b DFT 
Implicit
B3LYP/
6-31++G**

DFTB3/3OB 
Implicitc

DFTB3/3OB 
Explicitc

p-quinones
1,4-benzoquinone (BQ)  0.099
2-methoxybenzoquinone (MBQ) -0.039b -0.114 (-0.075) -0.145 (-0.106)
1,4-napthoquinone (1,4-NQ) -0.140 -0.175 -0.188 (-0.013) -0.271 (-0.096)
o-quinones
1,2-napthoquinone (1,2-NQ) -0.089
Phenanthrenequinone (PQ) -0.124 -0.218 -0.265 (-0.047) -0.300 (-0.082)
Pyrene-4,5-dione (PDO) -0.228 -0.305 (-0.077) -0.342 (-0.114)
Pyrene-4,5,9,10-tetrone (PTO)  0.021   0.123 (0.101) -0.009 (-0.030)

aBQ and 1,2-NQ are written in bold since they were used as reference molecules.
bRef 48.
cNumbers in parentheses represent the errors in DFTB3 relative to DFT.

As shown in Table 3, the calculated reduction potentials are generally in the order DFT > DFTB3 
implicit > DFTB3 explicit. However, when compared to DFT, DFTB3 underestimates the 
reduction potentials only by less than ~2.5 kcal/mol. For the p-quinones, all three methods predict 
the reduction potentials to be in the order MBQ > 1,4-NQ. For the o-quinones, all three methods 
predict the reduction potentials to be in the order PTO > PQ > PDO. We conclude that not only in 
an implicit solvent framework but also in a QM/MM framework with explicit solvent and the TI 
methodology, DFTB provides a sufficiently accurate description of the reduction potential of 
quinones, making it useful for studying charge transport in quinones in an explicitly modeled 
condensed phase environment.

2. Proton Transfer
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DFTB has been used extensively to study PT in chemical and biological systems.94-106 Several 
methodological developments in DFTB over the years, including modification of the O-H 
repulsive potential, inclusion of third order terms in the Taylor series expansion and re-
parameterization, have enhanced its accuracy for modeling PT.21,22,95,98 However, the description 
of the energetics of PT between quinone molecules or between quinones and water by DFTB has 
not been investigated. Here, we carry out such an investigation using a combination of PT energy 
profiles and PA calculations.

For PT involving PTO and water (Fig. 2), the following three scenarios were considered: (a) 
neutral PTO hydrogen bonded to a hydronium ion, (b) neutral PTO hydrogen bonded to a 
hydronium ion stabilized by two other water molecules, (c) same as (b) but with an additional 
electron. For PT between PTO and a hydronium ion (Fig. 3a), MP2 and M06 show good agreement 
in terms of energetics with the M06 energy being only ~1.0 kcal/mol higher than the MP2 energy 
when the proton is localized on water. In all other PT calculations, M06/6-31++G** is used as the 
reference for gauging the accuracy of DFTB3. 

Figure 2. Depiction of the reaction coordinate (rH-O) for the study of proton transfer between (a) PTO and water, 
(b) PTO and a cluster of water molecules, (c) singly reduced PTO and a cluster of water molecules. The blue 
mesh represents the spin density isosurface (isovalue used was 0.02 bohr-3).

Figure 3. Comparison of MP2, DFT and DFTB methods for proton transfer energetics along the H-O reaction 
coordinate (Fig. 2) in (a) PTO + H3O+, (b) PTO + H3O+ + 2H2O, (c) PTO + H3O+ + 2 H2O + e-.

For case (a), MP2, M06 and DFTB3 show good agreement in the position of the energy minimum 
(Fig. 3a). This corresponds to the localization of the proton on the quinone. However, DFTB3 
overestimates the stabilization of the proton on the quinone by about 6 kcal/mol when compared 
to M06. For case (b), the addition of two water molecules next to the water molecule hydrogen 
bonded to PTO favors the formation of the hydronium ion (Fig. 3b). However, DFTB3 
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underestimates the PTO-proton distance at the energy minimum and overestimates the stabilization 
of the proton on PTO. In the presence of an additional electron in case (c), where the unpaired 
electron is found to be delocalized across the two PTO carbonyl groups next to the water molecules 
(Fig. 2c), M06 predicts two minima along the PT energy profile (Fig. 3c). The global minimum 
corresponds to proton sharing between PTO and water and the other minimum corresponds to the 
protonation of PTO. M06 predicts the global minimum to be ~1 kcal/mol lower in energy than the 
local minimum. On the other hand, DFTB3 predicts the protonated PTO geometry to be the global 
minimum and ~2 kcal/mol lower in energy than the shared proton geometry. Overall, from the PT 
energy profiles, DFTB3 is found to overestimate the stabilization of the proton on PTO.

Table 4: Proton Affinities in kcal/mol: Deviation of DFTB3 in comparison to G3B3a

Molecule G3B3 DFTB3/3OB
o-BQ 204.0 +6.8
p-BQ 196.5 +10.1
o-BQ•– 344.0 +6.8
p-BQ•– 330.9 +7.9

aSpecies in the table are reported in the unprotonated form

Table 4 shows that for both o-BQ and p-BQ, irrespective of whether BQ is neutral or singly 
reduced, DFTB3 overestimates the proton affinity by ~7-10 kcal/mol. According to ref 21, 
DFTB3/3OB overestimates the proton affinity of a water molecule by 1.5 kcal/mol and 
underestimates the proton affinity of a cluster of three water molecules by 2.5 kcal/mol when 
compared to G3B3. This indicates that the errors in the proton transfer energy profiles with DFTB3 
are largely because of the inability of DFTB3/3OB to describe the proton affinity of quinones 
accurately. These errors reveal the deficiencies in the existing DFTB3 parameterization for 
modeling PT between quinones and water.

To understand the errors when studying PT between two quinone molecules (Fig. 4a, 5a), we first 
considered PT between two neutral BQ molecules and between two BQ radical anions with the 
donor O-acceptor O distance allowed to change freely. For PT between the neutral molecules, M06 
predicts proton delocalization and proton sharing, with the cost of proton localization being only 
~2 kcal/mol (Fig. 4b). DFTB3 slightly underestimates the cost of proton localization by ~1.5 
kcal/mol. For PT between the singly reduced molecules, M06 and DFTB3 agree very well and 
predict the proton to be delocalized between the two quinone molecules (Fig. 4c). Fig. S16 shows 
dispersion to have minimal effect on this PT energy profile. PT between two neutral BQ molecules 
with the donor O-acceptor O distance fixed at 3.52 Å was found to have a large barrier of ~50 
kcal/mol with M06 (Fig. 4d). DFTB3 was found to underestimate this barrier by ~8 kcal/mol.

The underestimation of the PT barrier between quinones at large O-O distances by DFTB3 was 
confirmed by calculations of the energy profile for PT between two PTO molecules at their crystal 
structure geometry (Fig. 5a, b). At the large O-O distance of 4 Å, which is the shortest O-O distance 
between neighboring PTO molecules in crystalline PTO, M06 predicts a barrier of ~76 kcal/mol 
and DFTB3 underestimates the barrier by ~14 kcal/mol. DFTB3 also predicts the energy maximum 
to be at a distance ~0.2 Å longer than that predicted by M06. Overall, Fig. 4 and Fig. 5 highlight 
the deficiency of DFTB3 in describing PT between quinones at the long O-O distances typically 
observed in the crystal structures of quinones. The large PT barriers at these distances indicate that 
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PT between quinone molecules in crystals is unlikely to occur in the absence of crystal distortions 
that reduce O-O distances or water molecules that can mediate PT. The coupling of electron 
transfer to PT and proton tunneling are also expected to lower the barriers. The role of these factors 
in mediating PT in crystalline quinones remains a topic for future investigations.

Figure 4. (a) Depiction of the reaction coordinate (rH-O) for the study of proton transfer between benzoquinone 
molecules, (b) energy profile for proton transfer between two neutral BQ molecules with the donor O-acceptor 
O distance allowed to change freely, (c) energy profile for proton transfer between two BQ radical anions with 
the donor O-acceptor O distance allowed to change freely, (d) energy profile for proton transfer between two 
neutral BQ molecules with the donor O-acceptor O distance fixed at 3.52 Å.

Figure 5. (a) Depiction of the reaction coordinate (rH-O) for the study of proton transfer between PTO molecules, 
(b) energy profile for proton transfer between two neutral PTO molecules kept frozen at their geometry in the 
experimental crystal structure. The shortest O-O distance between the PTO molecules is ~4 Å.

The effect of including implicit solvent for two of the above systems was also examined. For PT 
between a neutral PTO molecule and a hydronium ion (Fig. 2(a)), inclusion of solvent stabilizes 
the hydronium ion in both M06 and DFTB3 calculations (Fig. S17). However, as observed before 
in gas phase calculations, DFTB3 over-stabilizes the proton on PTO. For proton transfer between 
two neutral BQ molecules with the donor O-acceptor O distance fixed at 3.52 Å (Fig. 4(a)), the PT 
energy profile remains qualitatively similar in the gas phase and in implicit solvent, with solvation 
raising the energy barrier by 2.6-2.8 kcal/mol in M06 calculations and 1.4 kcal/mol in DFTB3 
calculations (Table S4).

To analyze further the errors in describing PT with DFTB3, the above two systems were also 
investigated using the PBE, B3LYP and B97XD functionals. For PT between a neutral PTO 
molecule and a hydronium ion (Fig. 2(a)), the PT energy profile is very similar for all functionals 
except PBE (Fig. 6(a)). PBE predicts the energy minimum to be closer to the hydronium O atom 
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and PT to this O atom to be more favorable than the other functionals. On the other hand, DFTB3 
predicts the energy minimum to be farther from the hydronium O atom and PT to the hydronium 
O atom to be less favorable than all the tested DFT functionals. For proton transfer between two 
neutral BQ molecules with the donor O-acceptor O distance fixed at 3.52 Å (Fig. 4(a)), the PT 
energy profile remains qualitatively the same with different functionals (Fig. 6(b)). The PT barrier 
from B97XD, 51.6 kcal/mol, is very similar to that from M06, 50.4 kcal/mol. B3LYP and PBE 
yield PT barriers of 47.4 and 39.1 kcal/mol which are higher and lower, respectively, than the 
DFTB3 barrier of 42.8 kcal/mol. 

Overall, these results indicate that for PT between quinone and water, the errors in DFTB3 are in 
an opposite direction compared to the errors in PBE, and are hence not a consequence of the fact 
that DFTB3 is largely based off PBE. The errors in DFTB3 for PT between quinone and water are 
correlated with the errors in DFTB3 for the proton affinity of quinones and water, which leads to 
an overstabilization of protonated quinones. These proton affinity errors do not affect the PT 
between two quinone molecules, in which case DFTB3 results are closer to PBE results. 

Figure 6. Energy profile for proton transfer between (a) a neutral PTO molecule and a hydronium ion in the gas 
phase, and (b) two neutral BQ molecules in the gas phase with the donor O-acceptor O distance fixed at 3.52 Å 
computed using different methods: MP2/aug-cc-pVDZ, PBE/6-31++G**, B3LYP/6-31++G**, B97XD/6-
31++G**, M06/6-31++G** and DFTB3/3OB.

3. Band Structure

Band structure calculations are important as they provide an understanding of the electronic 
properties of a solid material. Quinones can be classified as n-type semiconductors since they first 
undergo reduction and then combine with counterions like Li+, H+ or Na+.107 Organic molecular 
crystals are known to have a fundamental band gap of ~ 2.0– 6.0 eV between the highest occupied 
and lowest unoccupied states.108 For organic semiconductors, an optical gap and a band/transport 
gap can exist. An optical gap arises from the energy of the lowest electronic transition accessible 
via absorption of a single photon whereas a band gap implies the energy difference between the 
top of the valence band (VB) and the bottom of the conduction band (CB).109 Experimentally, it is 
relatively easy to obtain the optical gap from ultraviolet spectra of dilute solutions. However, 
determination of the band gap for crystalline organic systems via experiments is not trivial.109 To 
the best of our knowledge, experimental band gap data for crystalline quinones is not available. 
Hence, the benchmarks of DFTB for band gaps of quinones need to be carried out against higher 
level electronic structure methods.
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Figure 7. Experimental crystal structures of (a) PTO65 and (b) BQ66

Over the years, DFTB has been used to predict the band structure and band gaps of different 
crystalline systems and it has been shown to be in fair agreement with GGA functionals like PBE. 
In previous work on homoatomic and heteroatomic crystalline systems, Wahiduzzaman et al.110 
found DFTB with scalar relativistic corrections (ZORA) and numerical atomic orbitals (NAO) to 
yield band structures in good agreement with PBE/TZP-ZORA. Grundkötter-Stock and co-
workers111 studied the electronic band structure for α-rhombohedral boron, two-dimensional boron 
sheets and boron nanotubes using the SCC-DFTB method with the mio parameter set meant for 
biological and organic molecules. In their study, PBE/PAW and SCC-DFTB showed qualitative 
agreement in the predicted band gap, with SCC-DFTB giving a value close to the experimental 
value even though both methods underestimated the band gap. SCC-DFTB/mio was able to 
reproduce the band structure close to the Fermi energy when compared to PBE/PAW. However, 
bands with an energy of more than 2 eV above the Fermi energy had deviations due to the 
underestimation of the hopping integrals in the DFTB method. Due to the small basis set used in 
SCC-DFTB, it showed fewer conduction bands than PBE/PAW.

GGA and local density approximation (LDA) functionals are known to underestimate the 
electronic band gap especially for most semiconductors112 whereas hybrid functionals are known 
to give a better estimate of the band gap due to the inclusion of approximate derivative 
discontinuity.113 A benchmark of hybrid functionals on semiconductors and insulators carried out 
by Garza et al.114 showed that the HSE06 functional provided a better description of semiconductor 
band gaps. The DFTB3/3OB method has not been benchmarked for the band structure of organic 
crystals. Here, we benchmark it for the band structure of crystalline quinones using PTO and BQ 
as examples (Fig. 7), and the PBE and HSE06 functionals as reference. We also report the effect 
of inclusion of dispersion corrections and the dependence of DFT results on the pseudopotential 
used.

A. Effect of dispersion corrections
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Molecules in organic crystals are mainly held together by weak van der Waals forces and it has 
been shown that including dispersion corrections while carrying out band structure calculations 
leads to lattice parameters and band gap values that are close to experimental values.115 PTO was 
chosen as an example for the investigation of the effect of inclusion of dispersion corrections on 
the lattice parameters and the band structure of crystalline quinones. The lattice and geometry were 
optimized with and without the inclusion of dispersion corrections (D3) using both PBE/PAW and 
DFTB3/3OB (Table 5). The importance of the inclusion of dispersion corrections is evident in the 
overestimation of lattice constants, especially a, by PBE/PAW and DFTB3 without dispersion 
corrections, with PBE/PAW performing worse.

Table 5. Effect of dispersion on the calculated lattice parameters for the PTO unit cell

The band gap is determined by the energy difference between the highest energy state in the VB 
and the lowest energy state in the CB. With both PBE/PAW and DFTB3 (Fig. 8a, b), the band gap 
is indirect in nature and is determined by the energy difference between the maximum energy point 
of the VB at point Γ and the minimum energy point of the CB at points B – Γ. With the dispersion 
correction (Fig. 8c, d), the band gap is direct in nature for both methods and is defined by the 
highest energy point of the VB at point Γ and the lowest energy point of the CB at point Γ. Besides 
affecting the nature of the band gap (direct or indirect), dispersion is found to lead to slight 
lowering of the band energies for both PBE/PAW and DFTB3 (Fig. 8). The partial density of states 
(PDOS) plots remain largely unaffected by dispersion. Dispersion also leads to lowering of the 
band gap by ~0.13 eV for both PBE/PAW and DFTB3 (Table 6).

Table 6. Effect of dispersion on the calculated band gap for crystalline PTO
Method Band Gap (eV)
PBE/PAW 1.27
DFTB3 1.29
PBE/PAW-D3 1.14
DFTB3-D3 1.14

Method Lattice constants (Å) Unit cell angles (º)
a b c   

Experiment 3.728 15.400 9.235 90.00 100.42 90.00
PBE/PAW-D3 3.715 15.399 9.246 90.00 100.02 90.00
PBE/PAW 4.357 15.449 9.525 90.00 101.70 90.00
DFTB3-D3 3.565 14.865 8.983 90.00 98.84 90.00
DFTB3 4.143 15.276 9.031 90.00 98.04 90.01
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Figure 8. A comparison of the calculated band structure and partial/total density of states for PTO along the Γ-
Z-D-B-Γ-A-E-Z-C2-Y2-Γ k-path. The Fermi level is highlighted in blue for easy visualization. (a) PBE/PAW, 
(b) DFTB3, (c) PBE/PAW-D3 and (d) DFTB3-D3.

B. Effect of different pseudopotentials 

We benchmarked USPP, the ONCV PP and the PAW method with the PBE functional in order to 
choose a well-tuned PP that is transferable and can describe the structure and band 
structure/energies for crystalline quinones well.116 For PTO, PBE-D3 with the PAW method and 
USPP yields lattice parameters in close agreement with experiment (Table 7). However, even with 
dispersion corrections, PBE/ONCV underestimates the lattice constants compared to experiment. 
PAW and USPP predict a direct band gap of 1.14 eV obtained from the highest point of the VB at 
point Γ and the lowest point of the CB at point Γ (Table 8, Fig. S18). The ONCV PP yields a band 
gap ~0.14 eV lower in energy compared to the other pseudopotentials. The ONCV PP yields a 
band gap of 1.14 eV with a PAW-optimized lattice geometry, indicating that the ONCV PP can 
predict a band gap in agreement with PAW and USPP if the geometry is accurate. Similar trends 
are observed for BQ (Tables 8, 9). Overall, we conclude that different pseudopotentials have no 
effect on the fundamental band gap for crystalline quinones provided the geometries and lattice 
parameters are similar.
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Table 7. Effect of pseudopotential on the calculated lattice parameters for the PTO unit cell

Table 8. Effect of different pseudopotentials on the band gap of PTO and BQ. The PBE functional 
and D3 dispersion correction were used in all calculations. ONCV//PAW indicates a PBE/ONCV 
single point calculation at a PBE/PAW-optimized lattice-geometry.
Method PTO band gap (eV) BQ band gap (eV)
PAW 1.14 1.28
USPP 1.14 1.27
ONCV 1.00 1.15
ONCV//PAW 1.14 1.28

Table 9. Effect of pseudopotential on the calculated lattice parameters for the BQ unit cell

C. Comparison between PBE and DFTB

For lattice-geometry optimizations, DFTB3-D3 is found to be only as good as PBE/ONCV-D3, 
with the lattice constants shorter by 0.2-0.5 Å compared to experiment (Tables 7, 9). For PTO, the 
band structure obtained from DFTB3-D3 differs slightly from the one predicted by PBE/PAW-D3 
(Fig. 8c, d). DFTB3-D3 fails to reproduce the bands at energies more than 2 eV higher than the 
Fermi energy when compared to PBE/PAW-D3. This is attributed to the minimal basis set used in 
the DFTB3 method.111 As shown in Table 6, PBE/PAW-D3 and DFTB3-D3 are in excellent 
agreement in terms of the predicted band gap values. Both PBE/PAW-D3 and DFTB3-D3 show 
good qualitative agreement in the PDOS for PTO (Fig. 8c, d). With both methods, the energy levels 
in the VB closer to the Fermi level have dominant contributions from O p orbitals, with smaller 
contributions from C p orbitals and C s orbitals. The energy levels in the CB closer to the Fermi 
level have dominant contributions from C p orbitals, with smaller contributions from O p orbitals.

For BQ, PBE/PAW-D3 predicts an indirect band gap of 1.28 eV (Fig. 9) given by the energy 
difference between the highest point of the VB at point C2 and the lowest point of the CB at points 

Method Lattice constants (Å) Unit cell angles (º)
a b c   

Experiment 3.728 15.400 9.235 90.00 100.42 90.00
PBE/PAW-D3 3.715 15.399 9.246 90.00 100.02 90.00
PBE/USPP-D3 3.709 15.388 9.237 90.00 100.00 90.00
PBE/ONCV-D3 3.525 14.745 8.903 90.00 99.60 90.00
DFTB3-D3 3.565 14.865 8.983 90.00 98.84 90.00

Method Lattice constants (Å) Unit cell angles (º)
a b c   

Experiment66 5.743 6.771 6.867 90.00 100.14 90.00
PBE/PAW-D3 5.756 6.647 6.773 90.00 99.84 90.00
PBE/USPP-D3 5.748 6.642 6.763 90.00 99.82 90.00
PBE/ONCV-D3 5.428 6.483 6.326 90.00 97.42 90.00
DFTB3-D3 5.480 6.476 6.299 89.26 95.19 90.72
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B – Γ. For DFTB3-D3, the indirect band gap of 1.23 eV is between the highest point of the VB at 
point Z and the lowest point of the CB at point Γ. Even though the bands obtained using DFTB3-
D3 are slightly shifted to higher energies in the VB band compared to PBE/PAW-D3, the band 
structures from the two methods are in good qualitative agreement. The VB and CB for BQ are 
comprised of the same orbitals as described earlier for PTO. The calculated band gap for BQ is 
higher than that of PTO (Table 8), indicating that PTO may have a higher capacity utilization due 
to its smaller band gap.85

Figure 9. A comparison of the calculated band structure and partial/total density of states for BQ along the Γ-Z-
D-B-Γ-A-E-Z-C2-Y2-Γ k-path. The Fermi level is highlighted in blue for easy visualization. (a) PBE/PAW-D3, 
(b) DFTB3-D3.

D. Effect of different functionals

Table 10. Calculated gas phase H-L gaps for PTO and BQ molecules using GGA and hybrid 
functionals
Molecule HOMO-LUMO gap (eV)

PBE B3LYP HSE06
PTO 1.45 3.50 3.15
BQ 1.71 3.84 3.50

Many studies done on solid state band gaps show that GGA and LDA functionals are 
computationally affordable but underestimate the band gap.111,112 Hybrid functionals and Green’s 
function methods provide a better description of band gaps when compared to experiments, with 
the latter being computationally expensive.113 In our study, we chose to use the HSE06 functional 
since it has been cited to have excellent agreement with experimental band gap energies for organic 
polymer crystals.117 Organic molecular crystals are known to have a fundamental band gap of ~2.0 
– 6.0 eV,108 and due to the lack of experimental band gap data for quinones, we used this range to 
gauge the accuracy of our computed results. We utilized the geometry and lattice parameters 
optimized using PBE/PAW-D3 and calculated the band gap using HSE06/ONCV-D3. The band 
gaps for crystalline PTO and BQ obtained using the HSE06 functional are 2.31 eV and 2.93 eV 
(Fig. S19), respectively, and fall within the experimentally known range for the band gap of 
organic molecular crystals. These band gaps are higher than the PBE and DFTB3 band gaps listed 
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in Tables 6 and 8. Gas phase HOMO-LUMO (H-L) gaps for PTO and BQ molecules with the PBE, 
B3LYP and HSE06 functionals and the 6-31+G** basis set show similar trends (Table 10). The 
hybrid functionals raise the H-L gap compared to PBE.

CONCLUSIONS

The computational investigation of charge transport in crystalline quinones requires methods that 
can accurately model the various redox states of quinones and are computationally efficient. The 
semi-empirical DFTB3 method is promising in terms of computational speed but needs to be 
benchmarked for its accuracy in describing charge transport in quinones. We find that DFTB3 with 
the 3OB parameter set yields an accurate description of the qualitative trends in the reduction 
potentials of o- and p-quinones in aqueous solution. Using an implicit solvation model, the 
reduction potentials predicted by DFTB3 are lower than those from DFT. DFTB3 with explicit 
water in a QM/MM framework yields reduction potential values lower than DFT and DFTB3 with 
implicit solvent. With either solvation model, DFTB3 underestimates the reduction potentials only 
by less than ~2.5 kcal/mol. We conclude that DFTB3 is sufficiently accurate for studying the 
reduction of quinones in aqueous solution modeled implicitly or explicitly.

The PT and PA calculations indicate the inability of DFTB3 to describe the PA of quinones 
accurately. For both neutral and singly reduced o-BQ and p-BQ, DFTB3 overestimates the PA by 
~7-10 kcal/mol. At long O-O distances between quinones, the PT barriers are underestimated by 
more than 10 kcal/mol by DFTB3, highlighting the deficiency of DFTB3 in describing PT between 
quinones at long distances typically observed in crystal structures.  The large PT barriers (~50-75 
kcal/mol) indicate the possibility that water molecules, crystal distortions, proton tunneling or 
coupling of electron transfer to PT may be involved in facilitating PT in crystalline quinones.

Band structure and band gap calculations reveal DFTB3 to be in very good agreement with 
PBE/PAW. However, both DFTB3 and PBE underestimate the band gap when compared to the 
HSE06 functional which predicts band gaps within the experimentally known range for organic 
molecular crystals. Inclusion of dispersion was found to be important to avoid overestimation of 
lattice constants and was found to have a small lowering effect on the band energies and the band 
gap.

Overall, this study highlights the need for further development and/or reparameterization of DFTB 
for describing PT involving quinone molecules and the band structure of crystalline quinones. 
Recent studies in the literature have shown that fitting the repulsive potential, the Hubbard 
parameter (chemical hardness) and the empirical parameter ζ, which describes the interaction of 
hydrogen with other atoms, leads to a better description of proton affinities.95,21 
Reparameterization efforts for improved band structure and band gap of solid materials have also 
been reported.110,118 Several recent developments of DFTB such as long range-corrected DFTB23 
and GFN-xTB25,119 remain to be tested for the description of charge storage/transport in quinones. 
Overall, our work lays the foundation for further development/parameterization of the DFTB 
method so that a proper description of the different properties related to charge storage/transport 
in crystalline quinones in batteries can be achieved. A sufficiently accurate version of DFTB will 
help effective modeling of the dynamics of charge transport in crystalline quinones.
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