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was studied recently by Moudrakovski el al.10 for the guest pairs
isobutane-CO2 and THF-CO2 in sII gas hydrate. In this direction,
considerable work has been carried out recently concerning espe-
cially the diffusion of H2 in type II hydrates. Due to the discrep-
ancies between experimental and computed values for the diffu-
sion constants, Trinh el al.11 used Born-Oppenheimer Molecular
Dynamics simulations with the BLYP exchange-correlation func-
tional, and also Monte Carlo Simulation employing in both cases
a flexible network and considering the effect of cage occupancy
to obtain the barriers of diffusing H2 between cages. A low value
of 5 kJ/mol was reported for this transition at 100 K, but fur-
ther reduction of this value as temperature increases is expected,
eventually reaching the experimental value of 3 kJ/mol at 250 K.

Direct mechanisms without defects or helping gases have been
studied also, for example, by Alavi and Ripmeester12. They ob-
tained an estimation of 0.250-0.283 eV for inter-cage transition
energy barriers of H2 in type II hydrate by using quantum me-
chanics methods (B3LYP and MP2 levels with 6-311++G(d,p)
Pople basis) for rigid isolated cages. Román-Pérez et al. used
ab initio van der Waals density functional formalism to obtain dif-
fusion activation energies of H2, CO2 and CH4 in type H hydrate
cells13. They reported that CH4 diffusion entails a substantial re-
laxation of the hydrate structure that can be supported only by
hexagonal faces, while forcing the guest to pass through the pen-
tagonal face destroys the hydrate structure.

Nevertheless, in spite of the results cited, the hydrogen bonds
network in type I hydrate lattice allows thinking of an enhanced
global structure flexibility. If one compares the estimated tran-
sition energy of CH4 through an hexagonal face with the total
energy of the hydrogen bonds of the molecules in the face, as-
suming as first order approximation that all bonds share symmet-
rically the distortion, the transition seems a priori possible. There-
fore, we propose, after evaluating the results of our calculations,
that type I hydrate lattice could effectively absorb the distortion
imposed by the inter-cage transition of small guest molecules as
CO2 and CH4. In the present work, that hypothesis is investigated
from a theoretical perspective considering two neighbour explicit
cages using localized wave-functions, leading to an affirmative
answer and also to several additional conclusions.

2 Computational Methods

The systems studied were constructed by first optimizing geo-
metric structures of isolated empty T and D cages by means of
electronic Density Functional Theory (DFT)14, with the hydrogen
bond connectivity corresponding to the minimum conformational
energy15. This particular hydrogen ordering is very improbable
to happen in real cages, but it is the better candidate to be used
as a reference structure, because the energy landscape depending
on H-bond connectivity is very flat, and consist of 3043836 con-
formations for an isolated T cage. The difference between this
structure and the immediately higher in energy16 is around 2.6

meV (0.25 kJ/mol) only.
The B3LYP/6-311+g(d,p) approximation, as implemented in

Gaussian 09 was used for geometry optimizations17. B3LYP
stands for Becke18 three parameter Lee-Yang-Parr19 hybrid func-
tional, and 6-311+g(d,p)20,21 is the Pople-type basis set includ-

ing diffuse and polarization functions. Taking into consideration
the system size, and the minimum level of theory needed to ob-
tain reliable structures and energies, the B3LYP hybrid functional
was selected as the optimal procedure, as it is able to estimate
accurately a number of gas hydrate properties. For example, Cap-
pelli and Biczysko22 performed harmonic vibrational analysis on
different systems using a wide variety of methods. Their study re-
veals that B3LYP results are the most reliable among them, com-
bining also low computational cost. Pele et al23 emphasized the
superiority of the B3LYP method for the calculation of Raman
spectra when compared with other available alternatives. Also,
our previous experience in calculating IR and Raman spectra of
type I hydrates7 supports this choice.

TT

TD

Fig. 1 Explicit type I hydrate two-cage systems, TT and TD, considered

in the present study. Cage-center to ring-center paths calculated using

QTAIM theory are shown (dark green). Atoms in black were fixed during

geometry optimizations.

Two inter-cage transitions were considered: from T to T
through an hexagonal face (T6T) and from T to D through a pen-
tagonal face (T5D). To calculate them, previously minimized T
and D structures were merged to build two-cages systems: TT
and TD, and re-optimized using the same level of theory (Figure
1). Hydrogen-bonding plays a major role in the lattice structure
stability, but also determines the lattice flexibility and its contribu-
tion is crucial in the host-guest interactions. Atoms in the central
shared face in each double cage system, and in the following two
layers, were set as fully relaxed, but the two farther atom layers
were fixed during energy profiles determination. This way, we
guarantee that the water molecules involved in the transition at
the point of maximum energy, the central face, have all their hy-
drogen bonds linked to neighbours, improving previous models
based in isolated cages. Moreover, the first neighbours are re-
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laxed, accounting for the local flexibility, but the second are not,
reflecting the lattice large scale restraints.

Then, one guest molecule (CH4 or CO2) was added to the sys-
tem (TT or TD) and the energy profile of inter-cage transition
was calculated along the minimum energy path obtained using
Quantum Theory of Atoms in Molecules (QTAIM)24. QTAIM is
based on the analysis of the topological features of the molecular
electron density distribution ρ. The principal objects of molec-
ular structures, such as atoms and bonds, can be naturally ex-
pressed using the characteristics of the system’s observable ρ.
This function takes values particularly high around the nuclei,
and decrease with the distance. Therefore, if we consider the
boundaries determined by the planes of minimum ρ between nu-
clei in a given molecule, we can assign a definite spatial region
to each nucleus, which provide us with an exact definition of the
atom in the molecule. It will consist of the nucleus plus the cor-
responding electronic basin around, usually called Ω

25. Nuclei
are just one type of critical points (CP), points where the first
derivative of ρ vanishes. CPs are classified according to two pa-
rameters, ω and σ , where the rank (ω) is the number of non-zero
curvatures at the CP, and the signature (σ) represents the sum of
the signs of the curvatures of the electronic density. In this case,
over the four stable types of CPs having three non-zero eigenval-
ues, we are interested on the (3 ,-1) type. A (3,-1) point means
that it has two negative curvatures and ρ presents maximum in
the plane defined by the corresponding eigenvectors, but also a
minimum along the third axis, which is perpendicular to this lat-
ter plane. By analyzing the potential energy density V (r), the
Lagrangian of the kinetic energy G(r), and also the Laplacian of
the electron density at the bond (3,-1) CP, a classification of the
bonds based on their nature26,27 and the energy of the bond can
be obtained.28 This method has been used here to determine the
cage-transition paths, locate the mentioned BCPs, and assess the
bonding network during the processes examined. Then, an anal-
ysis of molecular structures and their geometrical variables was
performed using Gabedit29, whereas topological properties were
calculated with Multiwfn30 over wavefunctions obtained using
Gaussian 09.

3 Results

Series of points along the inter-cage minimum paths were con-
sidered for T6T and T5D transitions, and two different guest
molecules, namely CH4 and CO2. For the case of CO2, different
orientations of the molecular axis with respect to the face plane
were considered, and the perpendicular orientation resulted opti-
mal. Inter-cage transition energies were directly obtained as the
difference between the maximum and the minimum of the cor-
responding profile. In T5D, the profile is not cage-symmetrical,
and therefore there are two different activation energies, T5D
and D5T respectively, depending on the transition direction. This
asymmetry favors in the case of CO2 transitions towards T cages,
whose occupancy ratio is important to ensure the hydrate struc-
ture mechanical stability, as shown also recently using classical
Molecular Dynamics calculations31. Figure 2 and Table 1 sum-
marize these results. An additional T5T transition could be con-
sidered as well, but the corresponding energy barrier is expected

to be similar to that of T5D.

At first glance, as expected, CO2 presents lower barriers than
CH4, specially in T6T transition, due to their relative size, shape,
and CO2 preferential orientation. It is noteworthy that CO2@T6T
yields a rather flat profile, corresponding to a small lattice dis-
tortion. Maximum energy values are of the order of eV, reach-
ing 1.4 eV in CH4@T5D transition. For CH4, the T6T barrier is
1.16 eV, in good agreement with Román-Pérez13, who reported
1.17 eV. The result obtained in that work for CO2 is 0.42 eV,
slightly lower than our value: 0.59 eV. We have also tested the
system with other approximations traditionally used for hydro-
gen bond systems: PBE32 functional on the DEF2SV33 fitting set
and /6-311G + (2d,2pd) Pople basis set. Similar values on the
interval of ± 2% were obtained depending on the transition and
guest molecule. The most important result of these tests is that
the structure is stable in all cases during the guest transitions, in
agreement with our starting hypothesis, but in contrast with pre-
vious estimations7,13. Assuming the network flexibility produces
this difference, that makes feasible some direct transitions (e.g.
T5D) that had been previously disregarded.
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Fig. 2 Energy profiles of TT (hollow squares) and TD (solid circles)

inter-cage transition for CO2 (above) and CH4 (below).

A direct estimation of the face deformation can be made by
measuring the variation of the area of the polygon defined by
the oxygen atoms. Table 2 summarizes the results obtained. As
expected, deformations are considerably higher for CH4 than for
CO2, in both T6T and T5D transitions. The minimum deformation
corresponds to CO2@T6T with less than 1% of area increment,
and the maximum to CH4@T5D, which duplicates the equilibrium
area value. It is noteworthy that deformations are not completely
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Table 1 Summary of the inter-cage transition energy barriers (Ea)

applicable to the transport of CH4 and CO2 in type I hydrates.

Guest Transition Ea (eV) Ea (kJ/mol)
CH4 T6T 1.1625 112.16

T5D 1.4119 136.23
D5T 1.1553 111.47

CO2 T6T 0.5895 56.88
T5D 1.1937 115.17
D5T 0.9231 89.07

Table 2 Ring area (A) of the face involved in the transition, and face

area increment expressed in percentage.

System Guest A (Å2) ∆A(%)
TT Empty 18.29

CH4 26.87 46.95%
CO2 18.41 0.66%

TD Empty 12.14
CH4 24.79 104.16%
CO2 18.79 54.71%

symmetric over the face, but are related with the symmetry of
the guest, so in CH4@T6T, two groups of distances are observed
between oxygen atoms in the ring, the longer corresponding to
the positions of H atoms in CH4 when passing through the face.
Graphical representation of those deformations can be shown on
Figures 3 and 4.

At this point it is convenient to remember that all the calcu-
lations were done under the localized wavefunction approxima-
tion, which is the closest to the physical gas phase, but at the
same time, and because of that, it has limitations for the study
of lattice properties, due to the lack of periodic explicit environ-
ment. This fact not being an issue for the geometrical stability
or other similar theoretical studies, it would be of importance
for the estimation of experimentally measured properties of real
samples. This is particularly true for lattice energies or diffusion
coefficients, which would need at least a calculation in a peri-
odic monocrystal (see e.g. ref.13) to compare with experiments.
In this sense, the reader must be prevented from using the cal-
culated energy values directly for any other purpose than those
discussed in the precedent paragraphs.

Table 3 Binding energies of the guest bonds computed using the

QTAIM theory. As a reference the values of the binding energies of the

guest bonds inside the minimum energy position, around the center of

the T cage, are shown. T6T and T5D values correspond to the energy of

the bonds at the transition states, the highest values of the profiles.

Guest System EBond (eV) EBond (kJ/mol)
CH4 T (Reference) -4.25 -410.06

T6T -4.26 -411.03
T5D -4.10 395.59

CO2 T (Reference) -21.74 -2097.59
T6T -14.18 -1368.16
T5D -19.72 -1902.69

Fig. 5 Analysis of electronic density along the inter-cage ring planes in

the transition states for CH4 showing BCPs, paths connecting them,

density isocontours and gradient lines. Above: T6T, below: T5D. Note

that this QTAIM profiles correspond with the molecular structures C and

F shown in Figure 3.

QTAIM analysis reveals important changes in the ring bonding
arrangement during the CH4 transition. Particularly, the longer
elongations of the ring hydrogen bonds are accompanied by a
redistribution of the corresponding BCPs: they migrate towards
positions between H2O and the guest molecule. This apparent
guest-lattice stabilizing interactions are due to the structural con-
finement of the ring H2O molecules, because the H2O-guest in-
teractions are not favourable. This result implies that the tran-
sition distortion is actually not equally shared among the hydro-
gen bonds in the ring, contrarily to what we supposed as a first
approximation in this work. Performing the rigorous calculation
reveals that the equipartition hypothesis was not exactly correct,
although the structure proved to be able of assuming the distor-
tion imposed by the guest molecule transition.

Transitions of CO2 produce a remarkably lower distortion in
the network if compared with CH4, as expected from the com-
puted barrier energy values, when considering the guest in the
optimal orientation (Figure 6). In fact, transition through hexag-
onal face occurs without noticeable distortion of the hydrogen
bond network. This fact is clearly illustrated in Figure 7, where
CO2 is shown in the maximum energy point, surrounded by an
annular symmetric region of weak non-covalent interaction with
the lattice. The depicted isosurface corresponds to 0.5 of the non-
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