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del explaining non-linearity in
discrete ion counters used in mass spectrometry

Stefaan Pommé *a and Sergei F. Boulygab

Amathematical model is presented to calculate the expected throughput rate in a discrete ion counter with

imposed non-extending dead time. The count loss mechanism consists of a combined effect of the

imposed dead time, interfered with pulse pileup owing to the finite time resolution of the electronic

pulses generated in the ion counter. This model may be applicable to mass spectrometers making use of

discrete ion counters, thus providing a means to reproduce counting-rate dependency of observed

atomic abundance ratios.
Introduction

Mass spectrometry is a powerful analytical technique that is
used to identify and quantify atoms or molecules based on their
mass-to-charge ratio.1 The atomic abundance ratio within
a sample can be derived either from a current ratio, acquired
through an ion beam impacting a Faraday cup, or from a count
ratio measured by a discrete ion counter, such as an electron
multiplier (Secondary Electron Multipliers (SEM), Channel
Electron Multipliers (CEM), Microchannel Plates (MCP)) or
a photomultiplier (Daly detector). The perfect ion detector
would be linear with no electronic noise and constant yield.
Overall, the linearity of current measurement in a Faraday cup
is typically more straightforward compared to the counting
process in a discrete ion counter, which is susceptible to count
loss resulting from pulse pileup and dead time. The advantage
of the electron multiplier in pulse counting mode is the
extremely low electronic baseline (referred to as ‘dark noise’,
typically less than 1 s−1), allowing quantication of low-current
ion beams (<10−18 A).1

The linearity of the ion counter can be assessed experimen-
tally by measuring reference materials with certied relative
isotopic abundances across various beam intensities.2–7 As the
count rate escalates, a correction is needed for dead time,
during which the electronic system cannot register subsequent
pulses. A signicant dead-time component is the non-extending
dead time electronically imposed on the pulse amplier,
factory-set and typically lasting a few tens of nanoseconds.6,7 At
high input rates, the dead-time effect on measured isotope
ratios becomes more apparent due to the increased probability
of quasi-coincident ion impacts. While a straightforward live-
time correction formula can mitigate count loss over a broad
tre (JRC), Geel, Belgium. E-mail: stefaan.
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range of input rates, experiments indicate that this approach
may falter at exceptionally high input rates.3,5,6,8–10

High ion input rates can be produced, for instance, by single
nanoparticles or by ablated aerosol particles in inductively
coupled plasma mass spectrometry (ICPMS). Hirata et al.8

pointed out that event rates obtained from large particles can
exceed 107 s−1, leading to incomplete count-loss correction and
resulting in erroneous elemental or isotopic ratios. Recently,
several research groups have reported developments of high
time-resolution data acquisition systems for recording transient
signals from nanoparticles by using quadrupole ICPMS9,11,12 and
by MC-ICPMS.8,13,14 Strenge and Engelhard9 observed that dead-
time-related count losses are the main cause of nonlinearity in
millisecond and microsecond time-resolved single-particle
ICPMS of microdroplets and nano-particles. They cautioned
that traditional dead-time correctionmethods may yield slightly
distorted results. Duffin et al.10 identied pulse pileup as
a signicant challenge in measuring rapid transient signals
from nanoparticles.

This paper presents a more advanced throughput formula
aimed at facilitating dead-time correction over a wide range of
beam intensities. It is based on a cascade model of extending
and non-extending dead time, drawing upon mathematical
models established in the realm of radionuclide metrology15–19

and fast photon counting.20 Implementation of this improved
model has the potential to improve our understanding of non-
linearity in mass spectrometry and enhance the attainable
accuracy in critical applications involving particle analysis, such
as nuclear safeguards21,22 and climate research.23,24
Throughput model

The concepts of pulse pileup, extending dead time (EDT), and
non-extending dead time (NEDT) are well-established in the
literature of nuclear counting, with their effects on counter
throughput extensively documented.16–18,20,25–40 It can be argued
J. Anal. At. Spectrom., 2025, 40, 2073–2082 | 2073
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Fig. 2 Illustration of two counted events (pulses 1 and 4) and two
invalidated events (pulses 2 and 3) due to the interaction between
NEDT and EDT in the counter. Pulse 2 is rejected by the NEDT from
pulse 1, while pulse 3 is suppressed by the EDT of pulse 2. As a result,
pulse pileup effectively extends the dead-time period.
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that theories developed for radioactivity measurements are
equally applicable to ion counting in mass spectrometry. A
fundamental requirement is that the input process is
a “stationary Poisson process”. This implies that a measure-
ment is conducted over a period in which the input rate r of
events (ions impacting the sensitive area of the ion counter)
remains constant, and the time-interval distribution between
successive events is exponentially distributed. This means that
ions arrive randomly in time, independently of each other.

It is assumed that the pulses generated in the detector have
a characteristic width, se, that is relatively consistent. When two
coincident pulses merge into a single sum pulse, it results in the
loss of the second signal and an extension of the dead-time
period, as depicted in Fig. 1. This pileup process, in the
absence of a pileup rejection mechanism, can be classied as
EDT, with the associated throughput formula following an
exponential rate-dependency:16,17

R = re−rse (1)

in which R is the observed rate and r the input rate.
On the other hand, the primary source of dead time is

assumed to be the factory-set NEDT of duration sne imposed on
‘detected’ events from the pulse amplier. This dead time is
triggered when the leading edge of a pulse surpasses the
discriminator threshold set well above the electronic noise level.
Any subsequent pulse arriving within the NEDT is not counted
and, ideally, should have no effect on the duration of the dead
time. The throughput formula for a purely NEDT-based counter
is:16,17

R ¼ r

1þ rsne
(2)

In practice, both dead-time processes coexist and interact in the
operation of a real ion counter. This interaction is illustrated in
Fig. 2. A pulse is counted only if the time interval from any
preceding pulse exceeds the EDT (DTprevious > se) AND the time
interval from the last counted (or ‘valid’) pulse surpasses the
NEDT (DTvalid > sne).

Mathematically, this process can be modelled as a Poisson
process passing through a sequential cascade of EDT and
Fig. 1 Illustration of two quasi-coincident pulses. The circles denote
the points at which the signals surpass a threshold level beyond
electronic noise. The second pulse is not registered as it remains
unresolved from the first pulse, yet it prolongs the dead time by
broadening the sum pulse.

2074 | J. Anal. At. Spectrom., 2025, 40, 2073–2082
NEDT.16–18,20,25,26,36 A mathematical solution exists for the time-
interval distribution of counted events, the expected
throughput rate, and the variance of counts over a xed time
interval.16–18 The throughput formula for such system is:

R ¼ r

erse þ r maxf0; sne � seg

������!
sne . se

R ¼ r

erse þ rðsne � seÞ (3)

The eqn (3) simplies to an exponential function as seen in
eqn (1) when sne # se (EDT), and approaches the shape of eqn
(2) when se � sne (NEDT). The relative importance of the two
terms in the denominator varies with the input rate r. The
system primarily follows NEDT behaviour at low count rates,
while the exponential term from EDT becomes more signicant
at higher input rates. Fig. 3 shows a typical throughput curve
calculated from eqn (3), comparing it with the models for EDT
Fig. 3 Throughput curve for a Poisson process passing through
a counter with a sequential cascade of extending and non-extending
dead time as a function of the input rate r, in the particular case that
the ratio of the characteristic dead times is se/sne = 0.4. The maximum
output rate occurs at rse = 1. The dashed curves show the cases of
purely extending and non-extending dead time.

This journal is © The Royal Society of Chemistry 2025
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Fig. 5 Ratio of the throughput formula for an EDT-NEDT cascade (eqn
(3), for se/sne = 0.4) to that of a purely NEDT counter (eqn (2)), pre-
sented on a semi-logarithmic scale. The curve highlights the growing
fraction of counts lost due to pulse pileup.
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(eqn (1)) and NEDT (eqn (2)). Fig. 4 shows a similar graph on
a semi-logarithmic scale, highlighting the transition from
NEDT behaviour towards EDT. The count rate R reaches its
maximum at rse = 1, where the rst derivative of eqn (3) equals
zero:

dR

dr
¼ erseð1� rseÞ

½erse þ rðsne � seÞ�2
¼ 0 (4)

In the obvious case where the imposed non-extending dead
time purposely exceeds the pulse width (sne > se), the output rate
in the ion counter can be approximated by the following series
expansion:

R ¼ r

 
1þ rsne þ ðrseÞ2

2
þ ðrseÞ3

6
þ ðrseÞ4

24
þ.

!�1

(5)

For small input rates (rse � 1), the linear term 1 + rsne
dominates, and the throughput formula closely follows that of
a NEDT counter (eqn (2)). However, at high input rates (rse > 1),
signicant deviations arise due to the higher-order terms of rse.
Fig. 5 illustrates the ratio between the expected output rate R for
se/sne = 0.4 (eqn (3)) and that of a purely NEDT counter with the
same sne value, but se = 0 (eqn (2)).

Inverse throughput

When observing a count rate R, inversion of the throughput
formula is required to calculate a best estimate r̂ of the original
input rate. In the case of NEDT, inversion of eqn (2) is easily
achieved:16

br ¼ R

1� Rsne
(6)
Fig. 4 Throughput curve in semi-logarithmic scale for a Poisson
process passing through a counter with a sequential cascade of
extending and non-extending dead time as a function of the input rate
r, in the particular case that the ratio of the characteristic dead times is
se/sne = 0.4. The dashed curves show the cases of purely extending
and non-extending dead time.

This journal is © The Royal Society of Chemistry 2025
Eqn (6) is commonly used in mass spectrometry to compen-
sate for the main count loss component due to NEDT.

The case of EDT is less straightforward; the recursive
relationship16

r̂< = Rer̂se (7)

can be solved iteratively for r̂< # 1/se, using, for example, as
a rst approximation:

brð0Þ z
R

1� Rse
(8)

Another convenient approach for EDT is to use a series
expansion:17

br\ ¼ R

1� Rse
PN
j¼0

ðjRseÞj
ðj þ 1Þ!

¼ R
XN
j¼0

ðj þ 1Þj�1

ðj þ 1Þ! ðRseÞ
j (9)

to obtain the solution for relatively low count rates, i.e. r̂<# 1/se.
Since the throughput curve takes the shape of an asymmetric
bell (Fig. 3), for each R value there are two solutions: one for rse
# 1 and a second for rse $ 1. The following series expansion is
designed to obtain both solutions, r̂< and r̂>, by changing the
sign in the formula:17,28

br\;. se ¼ 1�
XN
j¼0

cjð�Y Þjþ1 (10)

where Y ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2ð1þ lnðRseÞÞ
p

and some numerical values of the
coefficients cj are provided in Refs. 17 and 28. To achieve the
required precision, one can use the rst values (c0 = 1, c1 = −1/
3, c2 = 1/36, c3 = 1/270, c4 = 1/4320) as a starting point in eqn
(10), and then continue with a Newton–Raphson iteration:

br\;. ¼ br � br �Rebrse
1� Rseebrse (11)
J. Anal. At. Spectrom., 2025, 40, 2073–2082 | 2075
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Fig. 6 Schematic representation of the logic used in an internal live-
time clock, where a “virtual pulser” checks the availability of the
counter to process pulses. The dead-time intervals encompass both
the non-extending dead time and the duration of each pulse.
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Of particular interest to mass spectrometry is the inverse of
the throughput formula in eqn (3), which relates to EDT and
NEDT in series. This can be solved iteratively through the
following recursion formula:16,18

br\ ¼ R

1� Rsne

�
ebrse � brse� (12)

At moderate input rates (rse # 1), eqn (6) can be applied as
a rst approximation for r̂ on the right-hand side of eqn (12),
with an accurate result typically obtained aer 1 to 3 iterations.

Since the throughput curve in Fig. 3 passes through
a maximum, there are two possible solutions to the inversion of
eqn (3): one for rse # 1 and another for rse $ 1. Some elaborate
inversion formulas have been derived by Libert.29 In this work,
a Newton–Raphson iteration method is proposed to nd the
solutions:

br\;. ¼ br þ ðbr � RzÞz
ebrseðbrse � 1Þ

(13)

where z = er̂se + r̂(sne−se) and the starting value for the second
solution (r̂ [ 1/se) is inspired by a series expansion of the
Lambert W function:

brð0Þ
. ¼ � 1

se
ln

� �Rse
lnðRseÞ

�
(14)

Convergence is typically achieved in a few iterations. Eqn
(13) is also applicable at low count rates, where eqn (6) can be
used for the starting value. The most challenging region lies
near the maximum of the throughput curve, where the deriva-
tive approaches zero.
Pulse width and dead time

Best estimates of the pulse width and dead time can be obtained
by conducting a linearity test at different input rates and using
a least squares tting procedure to identify the parameter
values that optimally restore linearity.

An additional test can be considered by comparing two
measurements with the same input rate, but different values of
the NEDT: measurement 1 with the NEDT shorter than the
pulse width, sne < se, and measurement 2 with a longer NEDT,
sne > se. The rst measurement is equivalent to an EDT counter
with exponential throughput (eqn (1)), 1/R1 = r−1erse, whereas
the second has an EDT-NEDT throughput (eqn (3)), 1/R2 =

r−1erse + (sne − se). Then a simple relationship holds between
the dead-time values and the inverse count rates:

sne � se ¼ 1

R2

� 1

R1

(15)

If sne > se in both measurements, one obtains the difference
between the NEDT values:

sne;2 � sne;1 ¼ 1

R2

� 1

R1

(16)
2076 | J. Anal. At. Spectrom., 2025, 40, 2073–2082
Live-time counting

There are more effective alternatives for compensating rate-
related count loss than inverting the throughput curve. The
simplest method of dead-time correction is “live-time count-
ing”, which uses a live-time clock, where an accurately timed
pulse train (“virtual pulser”) is counted only during the time
intervals when the measuring system is free to accept or record
events.16,17 In this particular case, the dead-time region corre-
sponds to a logical OR of the imposed NEDT and the pulse
widths of all events, both “valid” and “invalid”. A schematic
representation is shown in Fig. 6.

The live-time technique works effectively in a steady regime,
for a so-called “stationary Poisson process”. The input rate can
be calculated from the output rate by correcting with the ratio of
real time (TR = TL + TD) to live time (TL):

br ¼ R
TR

TL

(17)

Implementing this technique in mass spectrometry could
resolve the dead-time issues to a satisfactory level, particularly
when the input rate remains constant. In radionuclide
metrology, additional measures are taken to correct for corre-
lation effects between input rate and dead time, which mostly
affect short-lived nuclides compared to long-lived ones. These
corrections include formulas,16,17,40 “loss-free counting”
techniques41–46 to manage rapidly varying dead times, and
pileup-rejection mechanisms to avoid sum pulses that distort
the energy spectrum.38,39,47 Some of these measures may also be
of interest to mass spectrometry, especially when analysing
transient signals.

Uncertainty

The distribution of the number of events N recorded during
a xed-real-time measurement generally exhibits under-
dispersion relative to a Poisson process, resulting in a smaller
standard deviation than the square root of N:16,18

sðNÞffiffiffiffiffi
N

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� 2rsee�rseÞ

p
rðsne � seÞe�rse þ 1

(18)
This journal is © The Royal Society of Chemistry 2025
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Fig. 8 Propagation factor (eqn (21)) of relative uncertainty on the
NEDT sne and the pulse width se with respect to the reverse throughput
rate for sequential EDT-NEDT with se/sne = 0.4. A sensitivity factor of 1
translates a 1% error in sne or se into a 1% error in atomic abundance.
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However, the variation in the dead-time corrected number of
counts, Nc, is always overdispersed.16 The degree of over-
dispersion depends on the method used to compensate for
dead time. The most accurate method involves a live-time
counting technique, assuming a sufficiently long measure-
ment time to accurately establish the correction factor TR/TL.
The resulting relative uncertainty in the dead-time corrected
number of counts is then (at least):

sðNcÞffiffiffiffiffiffi
Nc

p $
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rðsne � seÞ þ erse

p
¼ X�1=2 (19)

where X = R/r is the throughput factor from eqn (3).
In the less favourable case where no live-time information is

available, the dead-time corrected counts must be calculated by
inverting the throughput formula (eqn (12) or (13)), which
introduces a higher variance. The resulting uncertainty equa-
tion is (Fig. 7):16,18

sðNcÞffiffiffiffiffiffi
Nc

p ¼ X�1=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2rsee�rse

ð1� rseÞ2
s

(20)

The additional uncertainty factor in eqn (20) depends only
on r and se, not on sne. Therefore, this type of uncertainty
cannot be reduced by imposing a longer NEDT. Where the
throughput formula in eqn (3) reaches a maximum, the
uncertainty in eqn (20) approaches innity. In this region,
a more realistic uncertainty value can be estimated by per-
forming the inversion for two different output rates, R1,2 = R ±

s(R)/2. The input rate of the major isotope can also be veried
by comparing it with the rate from a minor isotope with lower
abundance and, consequently, lower count loss.

In addition to the count rate uncertainty, the uncertainty on
the characteristic dead time parameters sne and se must be
propagated into the uncertainty budget of the estimated input
Fig. 7 Uncertainty propagation factor (i.e., “overdispersion” relative to
Poisson statistics, using eqn (20)) for the EDT-NEDT (se/sne = 0.4)
corrected number of counts, derived from the inverse throughput
formulas (eqn (12) or (13)).

This journal is © The Royal Society of Chemistry 2025
rate.16 The associated sensitivity factors are calculated from
s2(r) z (vR/vr)−2(vR/vs)2s2(s), which results in:

sðrÞ
r

¼

8>>><>>>:
rsne

erse j1� rsej
sðsneÞ
sne

rseðerse � 1Þ
erse j1� rsej

sðseÞ
se

(21)

A graphical illustration is shown in Fig. 8 for se/sne = 0.4. At
relatively low count rate (rse < 0.4), the propagation factor for
NEDT is larger than for pileup and approximates the sensitivity
factor rsne typical of a NEDT counter.16 Both sensitivity factors
go well beyond unity at high input rates (rse > 0.5), where e.g. 1%
error in pulse width can result in several % error in the esti-
mated count rate. Uncertainty budgets that do not incorporate
dead-time propagation may be severely incomplete.

Amount ratio

The amount ratio of two isotopes, r = n1/n2, is assumed to be
proportional to the intensities of their respective ion beams in
the mass spectrometer, and thus also to the rate of ions
impinging on the ion counter, r = r1/r2. Current practice
involves calculating the ratio of the measured count rates, R1

and R2, corrected for the expected count loss due to NEDT only
(eqn (8)). The approximate isotope ratio estimate is then:

r̂ ¼ br1br2

¼ R1

R2

�
1� R2sne
1� R1sne

	
z

R1

R2

�
1þ r1sne
1þ r2sne

	
(22)

However, an unbiased calculation of the isotope ratio should
use the more complete throughput formula from eqn (3):

r ¼ r1

r2
¼ R1

R2

�
er1se þ r1ðsne � seÞ
er2se þ r2ðsne � seÞ

	
¼ R1

R2

X2

X1

(23)
J. Anal. At. Spectrom., 2025, 40, 2073–2082 | 2077
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The error associated with the approximation in eqn (22) can
be calculated as:

r̂

r
� 1z

�
1þ r1sne
1þ r2sne

	�
X2

X1

	
� 1 (24)

This error cancels out when both isotopes have equal
concentrations, n1/n2 = r1/r2= 1, and increases progressively as
the isotope ratio moves away from unity.
Numerical example

Numerical examples are provided in Tables 1 and 2 and
visualised in Fig. 9–11. An ion counter is modelled with a char-
acteristic pulse width of se = 20 ns and an imposed NEDT of sne
= 50 ns. Thematerial consists of major andminor isotopes with
an abundance ratio of n1/n2 = 30. Table 1 contains represen-
tative data regarding the expected count rates and throughput
factors, before and aer corrections for the count loss due to
NEDT. Fig. 9 shows the corresponding throughput curves in
a log–log scale. Mass spectrometry will result in biased atom
ratios where the count rates for both isotopes are no longer
parallel. Correcting for NEDT via eqn (6) extends the linearity
region by an order of magnitude. Linearity can be fully restored
by using the inverse throughput formulas in eqn (12) and (13).
Table 2 shows the results from the rst iteration steps. The
Newton–Raphson method (eqn (13)) converges faster and is
applicable over the full range.
Table 1 Application of the throughput formula in eqn (3) for an ion coun
dead time. Index 1 refers to the major isotope, and index 2 refers to a min
half of the table shows count rates that have been partially compensated

Input Uncorrected throughput

r1se r1 R1 R2 X1 X2

0.0004 2 104 2.00 104 6.67 102 0.9990 1.0000
0.01 5 105 4.88 105 1.67 104 0.9756 0.9992
0.1 5 106 3.98 106 1.65 105 0.7967 0.9917
0.4 2 107 9.56 106 6.45 105 0.4781 0.9677
1 5 107 1.19 107 1.54 106 0.2371 0.9226
2 1 108 9.63 106 2.85 106 0.0963 0.8555
6 3 108 7.27 105 6.57 106 0.0024 0.6573

Table 2 Application of the inverse throughput formulas in eqn (12) and (13
the observed count rate R

Input Eqn (12) with starting value from eqn (6)

rse X X(0)/X X(1)/X X(2)/X X(3)/X

0.0004 0.9990 1.0000 1.0000 1.0000 1.0000
0.01 0.9756 0.9999 1.0000 1.0000 1.0000
0.1 0.7967 0.9949 0.9981 1.0000 1.0000
0.4 0.4781 0.9159 0.9338 0.9885 0.9979
1 0.2371 0.5820 0.5997 0.7111 0.7712
2 0.0963 0.1856 0.1892 0.2007 0.2027
6 0.0024 0.0025 0.0025 0.0025 0.0025
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Fig. 10 and 11 illustrate the non-linearity as a function of the
output rate of the main isotope, which may be viewed as the
experimenter's perspective. At high input rates (r1se z 1), the
user may observe quite excessive variations in the atomic ratio
as a function of the output rate. Fig. 11 shows the throughput
ratio for various atom ratios at typical output rates used in
linearity tests. The graph reveals a rather at region at low count
rates, followed by a bend, and a sharp deviation from linearity.
This pattern resembles experimental linearity plots published
in literature, however the sign is opposite.3,5
Experiment

Previous studies on ion counter linearity in mass spectrometry
were generally limited to relatively low count rates (below 10−6

s−1), where pulse pileup effects are minimal and difficult to
measure accurately, but where other effects might cause
apparent non-linearity, such as a high-frequency transient
oscillations (“ringing”),48 dri and aging effects,49 etc. Thus,
linearity tests published in 2001 (ref. 3) and 2009 (ref. 5) show
the opposite behaviour as expected from the throughput model.
With increasing input rate, the output rate of the major isotope
was higher than predicted from the NEDT model, resulting in
seemingly lower isotopic abundances for the minor isotopes.
One plausible explanation would be that excess counts were
generated by aerpulses from multiple ions arriving at the
detector in rapid succession. This can lead to amplier-overload
events, potentially causing a “ringing” effect in the electronic
ter with se = 20 ns pulse width and sne = 50 ns imposed non-extending
or isotope with 30 times lower abundance in the material. The second
for count loss using the inverse throughput formula for NEDT in eqn (6)

Corrected for NEDT

X1/X2 R
0
1 R

0
2 X

0
1 X

0
2 X

0
1=X

0
2

0.9990 2.00 104 6.67 102 1.0000 1.0000 1.0000
0.9764 5.00 105 1.67 104 0.9999 1.0000 0.9999
0.8033 4.97 106 1.67 105 0.9949 1.0000 0.9949
0.4940 1.83 107 6.67 105 0.9159 0.9999 0.9160
0.2570 2.91 107 1.67 106 0.5820 0.9994 0.5823
0.1125 1.86 107 3.33 106 0.1856 0.9977 0.1860
0.0037 7.55 105 9.79 106 0.0025 0.9790 0.0026

), showing the first iteration steps used to estimate the input rate r from

Eqn (13) with starting values from eqn (6) or (14)

X(4)/X X(0)/X X(1)/X X(2)/X X(3)/X X(4)/X

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 0.9999 1.0000 1.0000 1.0000 1.0000
1.0000 0.9949 1.0000 1.0000 1.0000 1.0000
0.9996 0.9159 0.9952 1.0000 1.0000 1.0000
0.8096 1.8037 1.3052 1.1381 1.0660 1.0323
0.2031 1.0735 1.0011 1.0000 1.0000 1.0000
0.0025 0.9455 0.9938 0.9999 1.0000 1.0000

This journal is © The Royal Society of Chemistry 2025
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Fig. 10 The throughput ratio X1/X2 (before and after correction for
NEDT) of the major and minor isotope as a function of the observed
(non-corrected) count rate of the major isotope. There are two
solutions, one for rse # 1 and another for rse $ 1. At excessively high
input rates, the experimenter may experience huge non-linearity
effects.

Fig. 9 (Top) Output rate from an ion counter with se = 20 ns and sne=
50 ns for major and minor isotopes in a material with an atom ratio n1/
n2 = 30, as a function of the major input rate. When both curves run in
parallel, the mass spectrometry result is unbiased; (Middle) Same
output rates after correction for NEDT using eqn (6). The linearity
region has been extended by an order of magnitude; (Bottom)
Throughput ratio for both isotopes, before and after NEDT correction.
Deviation from unity indicates the non-linear working region of the
mass spectrometer.
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circuitry. The resulting electronic oscillations may generate
spurious aerpulses that are erroneously counted as additional
ions. These aerpulses would disproportionately affect the
measurements of the most abundant isotope. Consequently,
this would inate the count rate for the major isotope relative to
the minor isotopes, leading to an apparent decrease in the
abundance of minor isotopes. This problem was eventually
solved with the introduction of a new generation of SEMs with
improved linearity via a lower operating voltage and modied
last dynode electronics.5,48

In 2016,7 static linearity tests were performed on a multi-
collector inductively coupled plasma mass spectrometer (MC-
ICP-MS) at the IAEA, using IRMM-072 reference material from
the JRC. The results revealed that the dead-time effect aligned
with that of a NEDT counter, and no additional count loss due
to pileup was observed up to count rates of 8 105 s−1. While the
observed dead time closely approximated the nominal value
specied by the manufacturer, notable deviations up to about 3
This journal is © The Royal Society of Chemistry 2025
ns were identied. Measurement of the dead time is therefore
mandatory for accurate mass spectrometry. The authors posit
that the dead time of any type of secondary electron multiplier
detector is much shorter than the NEDT of sne = 20–70 ns,
possibly at the level of se < 10 ns, and therefore can be dis-
regarded as a source of count loss.

Within the framework of the throughput model presented in
this work, the latter statement holds only partially true.
Assuming an EDT-NEDT model with sne = 20 ns and se = 10 ns,
the serial expansion of the throughput formula in eqn (5) can be
further simplied to a rst order approximation:

X ¼ R=rz 1� rsne � ðrseÞ2
2

(25)

At an input rate of r = 106 s−1; the NEDT term is rsne = 0.02
and the EDT term is much smaller at just 0.00005. In this
region, NEDT dominates and the pileup introduces only
a minimal deviation of 0.005% to the count rate. Increasing the
input rate by an order of magnitude to r = 107 s−1 leads to the
respective terms of 0.2 for NEDT and 0.005 for EDT. At this rate,
neglecting pileup introduces a signicant error of 0.43% in X.
This could be partially mitigated by adopting a slightly higher
sne value. At even higher count rates, accurate mass spectrom-
etry results become unattainable within the NEDT model. For r
= 108 s−1, the NEDT term is rsne= 2.0 and the sum of the pileup
terms in eqn (5) amount up to 0.718, inducing 19% error on X.

In a recent study, Siegmund et al.50 suggested an approach
for investigating high intensity transient signals under
controlled conditions by generating 200 ms ion beam pulses in
MC-ICPMS with a liquid sample introduction to demonstrate
the effect of intensity spikes that normally occur in laser abla-
tion or nano-particle analysis. They performed a linearity test of
J. Anal. At. Spectrom., 2025, 40, 2073–2082 | 2079
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Fig. 11 The throughput ratio X1/X2 (without NEDT correction) of the
major isotope relative to minor isotopes, as a function of the observed
(non-corrected) count rate of the major isotope. This ratio represents
the bias observed in themeasured atom ratios. The non-linearity effect
increases with larger n1/n2 values.

JAAS Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
gi

ug
no

 2
02

5.
 D

ow
nl

oa
de

d 
on

 2
3/

08
/2

02
5 

20
:4

3:
12

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
secondary electron multipliers (SEM) subjected to a 233U/235U
beam at input uxes from ca. 104 to about 3 × 107 ions per
second, and found that the investigated ion counters reveal
some non-linearity beyond that caused solely by the dead time
(whereas it was a valid approach for data acquired up to 2 × 105

s−1 ion count range). The diminishing response of the ion
detection system at ion uxes above 2 × 106 s−1 is compatible
with additional count loss originating from pulse pile-up. In
fact, the throughput curve up to 3 × 107 s−1 looks indeed as
predicted in Fig. 3, and by applying the correction formula in
eqn (12) they could x the biased amount ratio. This is currently
the most compelling direct evidence supporting the applica-
bility of the model presented here to discrete ion counting in
mass spectrometry. A more comprehensive experimental study
is currently ongoing.51

For future tests, especially those involving transient signals,
it is important to recognise a second, subtle form of non-
linearity related to input rate variability. When the input rate
varies signicantly during measurement, an additional correc-
tion term must be included in the throughput formula to
account for the non-proportionality between average input and
output rates. This correction is proportional to the input rate
variance and half the second derivative of the throughput
function.52

Conclusion

The presented throughput model predicts rate-related non-
linearity in mass spectrometry when using a discrete ion
counter. In current practice, count rates are corrected for count
loss due to the imposed non-extended dead time, but not for the
additional extending dead time generated by pileup of detector
pulses. However, the NEDT model breaks down at extremely
high count rates. Formulas have been provided for the true
2080 | J. Anal. At. Spectrom., 2025, 40, 2073–2082
throughput rate (eqn (3)) in the counter, the inverse throughput
to correct for count loss (eqn (6) and (12)–(14)), the resulting
counting uncertainty (eqn (20)), the error propagation of the
characteristic dead time and pulse width (eqn (21)), and the
error made by incomplete dead-time correction when ignoring
pileup (eqn (24)). As a result, this approach enables extending
the linearity of the ion counter across the full range of input
rates, thus eliminating rate-related bias in mass spectrometry.
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33 S. Pommé and J. Uyttenhove, Statistical precision of high-
rate spectrometry with a Wilkinson ADC, J. Radioanal.
Nucl. Chem., 2001, 248, 263–266.
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