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Supramolecular fibers draw widespread attention due to their role in biological systems

and ability to form complex materials exhibiting rich and dynamic behavior. Although

the information about the supramolecular structure is encoded in their molecular

blocks, a complete understanding of how this information translates into the final

structure requires detailed insights into the energy landscape of the process and the

possible routes across this landscape. Here, we study the formation of 1,3,5-

cyclohexanetricarboxamide fibers by a Markov state model of molecular dynamics

simulations with the polarizable CHARMM Drude force-field. We provide insights into all

stages of supramolecular fiber formation up to microsecond timescales, starting from

primary nucleation, through fiber elongation and secondary nucleation, and finally, the

assembly of single fibers into bundles. Our results show that nucleation involves a rapid

collapse of dissolved monomers into disordered assemblies, which gradually transform

into nuclei and then grow into elongated fibers. Moreover, elongation and secondary

nucleation appeared to be competing processes, depending on the density of the

monomers adsorbed at the fiber–liquid interface. Finally, bundling involves the initial

association of fibers by interactions between surface-exposed groups, followed by

stabilization of the bundle by surface reorganization, which allows for favorable

interactions between aromatic groups.
Introduction

Supramolecular ber networks exhibit rich and dynamic behavior, not present in
conventional covalently bonded polymers. They hold promising applications in
electronics,1 biomedicine,2–4 and material science5 and are an integral part of
cellular life.6 The early stages of supramolecular network formation are exten-
sively studied due to their inuence on the nal structure.7,8 Unfortunately,
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detailed insights, especially on a short timescale andmolecular length scale, such
as how a nucleus is formed or what processes follow aer a stable nucleus is
established, are scarce because of the experimental limitations associated with
the transient nature of the processes.9–11 Therefore, many computational studies
have recently been devoted to these systems.9,12,13 Most of these studies focus only
on the rst step of formation, the self-assembly of a single ber, and use coarse-
grained molecular dynamics (CG-MD) in which intermolecular interactions are
modeled at a resolution that groups several atoms into one interaction site.14–19

While providing important insights, these studies are limited in scope and
accuracy.

This work aims to give insights into a number of key processes that take place
during the self-assembly of supramolecular networks, including primary and
secondary nucleation, dissociation, fragmentation, elongation, and bundling at
a high resolution of intermolecular interaction. Here, we study an atomistic,
polarizable model of 1,3,5-cyclohexanetricarboxamide (CTA; Fig. 1a) molecules in
water, which create columnar stacks via trifold hydrogen bonding between
neighboring molecules.20 Self-assembly of bers with trifold hydrogen bonding
has recently been a subject of many experimental21–23 and computational
studies.14,15,24–27 In our previous work,28 we observed that self-assembly simula-
tions with standard atomistic force-elds, such as CGenFF or GROMOS, lead to
very stable but unordered aggregates. The more expensive CHARMM Drude force
eld,29 which explicitly models atom polarizability, showed a stable ber structure
and exhibited more dynamic behavior, which held the promise that self-assembly
of stable bers and potentially of a bundle consisting of several bers could be
achieved. However, studying these processes requires simulations on a large
spatial and temporal scale and, therefore, seems not to be feasible for standard
(polarizable) atomistic molecular dynamics simulations. To decrease the size of
the studied system, we have separated the ber formation process into several
smaller elementary processes, and to address the long timescale, we have used
a conformational resampling approach.

To decrease the size of the system, we have separated the self-assembly process
into several distinct phases, which were inspired by studies of protein ber
aggregation.6,30 In general, the formation of protein aggregates follows a complex
pathway consisting of many different transitions occurring simultaneously.31
Fig. 1 (a) Chemical structure of 1,3,5-cyclohexanetricarboxamide (CTA). (b–f) Schemes
summarizing processes studied in this work: (b) aggregation and nucleation, (c) dissoci-
ation and fragmentation, (d) elongation, (e) secondary nucleation, and (f) bundling.
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However, the elementary processes making up the pathway to bers are estab-
lished (Fig. 1b–f). Here, we briey summarize the results of protein ber forma-
tion.6,30,31 The self-assembly starts with the creation of a nucleus. A nucleus grows
mainly by elongation, in which new molecules arrive at the end of the ber by
diffusion. In rare cases, it can grow by head-to-tail ber–ber association. Reverse
processes, dissociation and fragmentation, are possible, but due to strong
interactions are negligible for proteins.31 Fragmentation is typically induced by
thermal or mechanical forces. Additionally, new nuclei can be formed by nucle-
ation catalyzed by the existing surface of the ber, here called secondary nucle-
ation, which leads to the formation of a bundle of bers.31 In addition, bundles
can be created by the aggregation of bers leading to different shapes and
organizations.32

Since the formation of nuclei when using a model at atomistic resolution
happens on a timescale beyond that of standard computational techniques, we
use conformational resampling and Markov state modeling (MSM) to model the
process. MSM can give insights into processes beyond the timescales of
conventional molecular dynamics.33–35 It has also been used to study self-
assembly.36,37 Using this method, we were able to give insights not only into the
early stages of self-assembly but also into later stages, such as elongation and
secondary nucleation. Moreover, we conrm the view on the nature of the CTA
assembly obtained from the simulations by cryo-TEM measurements of assem-
bled bers and bundles.
Methods
Molecular dynamics

All simulations were performed with a tailored GROMACS38,39 version using the
CHARMM Drude force-eld29 at 298.15 K (Section S1†). Systems consisted of CTA
molecules and water (SWM4-NDPmodel40). Due to the high computational cost of
this method, we could simulate only small systems with high concentrations
(∼0.3 M). For example, we simulated 8 CTA molecules with 1539 water molecules
for primary nucleation, which is equivalent to 0.29 M, much higher than the
critical gelation concentration of 0.36 mM.20 We justify such high concentration
by assuming that molecules end up in a small volume at one point in time,
creating a locally highly concentrated system. An overview of the simulations
performed is given in Table S1 of the ESI.† Equilibration was done in NPT
ensemble, but the production simulations were run in the NVT ensemble due to
the lack of an efficient barostat implementation in GROMACS for the CHARMM
Drude force-eld. Details of the model and parameters, including set-up les and
topologies, are available in the ESI.†
Rare-event sampling

To simulate processes occurring on a long timescale (e.g., nucleation), we
implemented a conformational resampling method,41 which is based on favoring
the least visited states (Section S1.b†). In principle, in this method, we run many
parallel simulations starting from the least visited state, which allows us to
explore less-visited parts of the energy landscape. Starting at the edges of the
already explored landscape, eventually, new states will be visited. By repeating
This journal is © The Royal Society of Chemistry 2025 Faraday Discuss., 2025, 260, 269–282 | 271
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this procedure many times, we hope to sample the complete available confor-
mational space. To dene and distinguish different states in the conformational
landscape of interest, we measured the size of the largest ordered stack of
molecules (Section S2†). Such a measure was applied to study crystal formation
using metadynamics.42 We implemented this collective variable using MDAnal-
ysis.43 As a result, we obtained an ensemble of simulations consisting of all
possible states and transitions between them. Most importantly, the ensemble
also includes a completed ber consisting of all molecules organized in an
ordered array.

Markov state model (MSM)

The combination of all trajectories allows us to study the pathways of the self-
assembly by Markov State Modeling (MSM) using pyEMMA (Section S3†).34

Although for the resampling method, the number of ordered molecules has been
sufficient as a collective variable to sample formation of the ber, it turned out to
be insufficient to full the Markov assumption (Fig. S5†). Therefore, for MSM, we
used a more detailed measure: a vector containing eight elements v=(a1, ., a8),
whose i-th element describes the number of the ordered neighbors of molecule i,
that is ai ¼

P
jBij , where Bij ¼ sð

�
�
�rij
!�
�
�ÞKð:ðni!; nj

!ÞÞKð:ðni!; rij
!ÞÞ and s and K are

smooth cut-off functions for distance and angle, respectively. As a result, Bij
represents a continuous value ranging from 0 to 1 that reects the extent to which
the i-th molecule and the j-th molecule form a neighbor pair based on their
distance and orientation (Section S2†). Consequently, each ai value ranges from
0 to 2, representing the number of ordered neighbors of the i-th molecule (due to
the spatial arrangement of molecules in linear stacks, it is not possible for
a molecule to have more than two ordered neighbors). The vector v is made
invariant under numbering by ordering the elements of the vector from smallest
to largest (Fig. S6†).44,45

We discretize conformational space by assigning states to clusters with centers
w = (b1,., b8), where bi is an integer 0, 1 or 2 (unlike in vector v where ai are real
numbers). As a result, trajectories were discretized into 35 active states. Dis-
cretized trajectories were used to estimate Bayesian MSM46 using a lag-time of 87
frames. We test the Markovianity of the model by performing the Chapman–
Kolmogorov test (Fig. S7†).47 The model is coarse-grained using the hidden
Markov model.48 To investigate the ber formation mechanism, we analyzed the
model using transition path theory (TPT),49 which gives insight into the pathways
between specic states. In particular, we analyzed pathways leading to self-
assembled ber from randomly distributed molecules.

Cryo-TEM

High-resolution cryo-TEM images were obtained with a JEOL JEM3200-FSC
microscope. For details, see Section S7.†

Results and discussion
A. Primary nucleation

We simulated the formation of small CTA stacks from randomly distributed
molecules in water at 298.15 K with a total simulation time of 6.7 ms using
272 | Faraday Discuss., 2025, 260, 269–282 This journal is © The Royal Society of Chemistry 2025
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conformational resampling and analyzed the trajectories by Markov State
Modeling (MSM). The initial conditions model a system of solubilized CTA
molecules at high temperature, which is instantaneously cooled to 298.15 K. For
the analysis, we excluded all trajectories that led to the formation of an innite
ber (i.e., a ber that crosses the periodic boundary conditions connecting to
itself), which on the timescale of the simulations performed here is irreversible
(we did not observe disassembly of such an innite ber). The analysis showed
thirteen slow processes, and the results are summarized in Fig. 2a–c. Initially,
molecules aggregate into a cluster, where every molecule is in direct contact with
four to ve neighbors on average (Fig. 2b). Molecules in the aggregate are unor-
dered, as can be seen from the low dipole moment and the low number of
hydrogen bonds present (Fig. S9†), which suggests that molecules interact mostly
by non-directional interactions. Thus, van der Waals and hydrophobic interac-
tions drive the rst part of the formation process. Although most molecules stay
in the aggregate throughout the majority of the simulations, they still have the
Fig. 2 Primary nucleation. (a) Mechanism of formation of ordered CTA fiber from
randomly distributedmolecules usingMSM and TPT. The filled circles represent states with
size proportional to the equilibrium population and numeral(s) indicating the number of
molecules in the ordered stack (Table S1†). The arrows represent the net flux with
a percentage indicating the relative flux of the path and are only shown for three major
pathways (green, orange, and yellow; Table S3 and Fig. S7†). For each state, a represen-
tative snapshot is shown. For clarity the trisamidocyclohexane core is shown in thick lines,
side chains are semi-transparent, and water is not shown at all. (b) Progress of the size of
the ordered cluster (blue) and of the average number of neighbors of a CTA molecule
(orange) along the main pathway (dotted green line in (a)). The grey horizontal lines
represent the 0.95 confidence intervals of the first passage time to the state. (c) Histogram
of expected simulation time for reaching eight molecules in an ordered stack, starting
from randomly distributedmolecules. (d) Survival analysis of a series of simulations starting
from ordered stacks of 2, 3, 5, 8, 12, and 16 molecules. (e) Example snapshots of a single
molecule dissociation from an ordered stack (size 12).

This journal is © The Royal Society of Chemistry 2025 Faraday Discuss., 2025, 260, 269–282 | 273
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exibility to rearrange within it. Such rearrangements occasionally lead to a small
ordered stack, whose lifetime depends on the length of the stack (see section B).
The coarse-grained Markov model was analyzed using transition path theory
(TPT). Pathway decomposition showed that the main pathway (38.6%) follows
a stepwise mechanism, i.e., monomers form dimers, a dimer and a monomer
form a trimer, etc. (see the green dotted line in Fig. 2a). Other pathways also follow
a stepwise mechanism except for one step, in which n-mers associate with a dimer
(see orange and yellow dotted lines in Fig. 2a, and a complete set in Table S2†).
Therefore, the mechanism can be described as stepwise with sporadic dimer
association to the growing stack. It is worth noting that it was shown that the
mechanism of formation of a similar type of ber, based on benzene 1,3,5-tri-
carboxamide derivative, depends on concentration.50 Therefore, the pathways we
observe here could be the result of a high concentration of molecules. As the
ordered stack grows, the dipole moment and the number of CTA–CTA amide
hydrogen bonds steadily grow, whereas the number of molecules in direct contact
decreases, reaching two for the largest ordered ber that can be reached in the
simulation. See ESI† for a video of the fastest observed process of formation.

TPT shows that the mean rst passage time (MFPT) from unordered agglom-
erate to eight-mer ber is 23.5 ms, which shows that the process is slow on the MD
time scale. We used the transition matrix of the coarse-grained Markov process to
generate ten thousand discrete trajectories starting from the randomly distrib-
uted molecules and ending when they reached the ordered stack (Fig. 2c). The
probability that in 100 ns of conventional MD simulation we observe a process of
formation of an eight-molecule ber is 0.0034, i.e., from 100 ns simulations, on
average only 1 out of 294 is expected to yield an eight-molecule ber.

B. Dissociation and fragmentation

To further study the stability and critical size of formed nuclei, we performed
a series of simulations of small ordered stacks of 2, 3, 5, 8, 12, and 16molecules in
water. For every stack size, we run a series of 10 ns simulations (Section S5†) and
measure the time of dissociation of a molecule from the stack. Using the Kaplan–
Meier estimator, we calculate the survival rate;51 results are presented in Fig. 2d.
All dimers and most trimers dissociated within the 10 ns of simulation. In more
than half the simulations of ordered stacks with ve and more molecules, these
stayed intact during this time, and the survival fraction for them is similar,
showing that the cooperativity effect reaches a maximum for such sizes.28

Therefore, we can anticipate the smallest stable nucleus (i.e., critical nucleation
size) is around four to ve molecules. In most simulations, if dissociation takes
place, it occurs at the end of the ber (for example, as shown in Fig. 2e). However,
we once observed the fragmentation of a ber into two small bers (Fig. S10†).
Fragmentation is probably unlikely because the cooperative binding is strongest
in the middle of the ber. Although fragmentation is rare (one event was observed
in a total of 115 simulations of stacks with more than 5 molecules), it is also a way
to generate new nuclei (Fig. 1c).

C. Elongation

In a sense, the growth of the ordered stack is observed in the MSM with eight
molecules. However, an unambiguous elongation process is difficult to dene
274 | Faraday Discuss., 2025, 260, 269–282 This journal is © The Royal Society of Chemistry 2025
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and to distinguish from forming a stable nucleus. Therefore, we performed 21 ×

10 ns simulations of 16-mer ber with two free ends together with one free
molecule placed randomly in the simulation box, anticipating that we would
observe elongation of the ber (Fig. 3a). However, the free molecule does not
reach the vicinity of the ber end in most of these simulations. We observed only
one elongation event of the added molecule on one of the ends of the ber.
Interestingly, in most simulations, the added molecule adsorbs to the side of the
ber and tends to laterally diffuse along it (Fig. 3a). To quantify this diffusional
process, we ran 10 × 15 ns simulations of an innite ber and one free molecule.
In all cases, the initially free molecule adsorbs on the surface of the ber within 6
ns (Fig. 3b). In seven simulations, the absorbed molecule stayed in the vicinity of
the surface until the end of the simulation, while we also observed three events of
desorption (Section S6(i)†).

We also found that the binding on the surface of the ber is not strong enough
to immobilize the adsorbed molecule. Analysis of the diffusion showed that
a molecule on the ber covers a similar distance in the mean-squared sense in the
direction parallel to the main axis of the ber as a free molecule in solution
(Fig. 3c). The mean-squared displacement in the direction perpendicular to the
ber levels off, reecting the fact that the molecule remains bound to the surface,
and movement resembles diffusion in connement. We anticipate that the
elongation progresses as follows: free molecules randomly diffuse in solution and
eventually encounter a ber on which they absorb. Then, they diffuse along the
surface of the ber, and if they do not desorb, they eventually reach the end of the
ber, where they can adsorb to a free end. Adsorption anywhere on the ber,
followed by diffusion along the ber, is a reasonable proposition to explain the
formation of bers on the experimental timescales observed. The alternative, in
which monomers diffuse freely in the solution until they nd a free end of a ber
and adsorb there, would take a very long time especially in the later stages of
gelation when few free molecules are le. The quantitative comparison of these
two models can be found in Section S6(ii).† Probably the diffusion along the ber
is crucial for gelators with low critical gelation concentration to form and stabilize
Fig. 3 Elongation. (a) Representative snapshots of simulations of a 16-mer and a free
molecule; themolecule adsorbs on the fiber andmoves on its surface, eventually reaching
one of the ends of the fiber. (b) Distribution of the distance of the center of the single
molecule to the center of the infinite fiber (analyzed over the final 2.5 ns of 15 ns simu-
lations). (c) First 1 ns of mean squared displacement (MSD) for a molecule in the proximity
of fiber along the main axis of the fiber (blue), in the plane of the fiber (green), and for free
molecule (orange). The curves are scaled for dimensionality (i.e. free diffusion by factor of
3, diffusion in xy-plane by factor of 2, and diffusion in z-direction by factor of 1).
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in a reasonable time (such that an existing ber does not dissolve before the new
molecule arrives). It is noteworthy that movement along the ber consisting of
large oligopeptides was also observed in the experiment and simulation reported
by Maity et al.52
D. Secondary nucleation

If molecules tend to adsorb on the surface of the ber and diffuse along the ber
axis, they can also interact with each other on the surface, and possibly create
a nucleus that grows on the side of an existing ber. To see if such a process is
feasible, we performed similar sampling simulations as for primary nucleation,
however, this time the simulation is of eight molecules in the presence of an
innite ber consisting of eight molecules. We performed TPT analysis of MSM of
many short simulations (cumulative time 1.95 ms), which is presented in Fig. 4a
(see ESI† for video of the fastest observed trajectory). Due to the shorter cumu-
lative time of simulations, some transitions are not sampled well, and the Mar-
kovianity assumption is not fullled for them (Fig. S8†). Therefore, we discuss the
results only qualitatively.

We observed that initially, molecules adsorb on the surface of the ber. In
contrast to the aggregates formed in the absence of a ber, molecules adsorbed
on the ber interact not only with each other in an unordered cluster but also with
the molecules forming the ber, which leads to more dispersed and smaller
Fig. 4 Secondary nucleation. (a) Mechanism of formation of ordered fiber from randomly
distributedmolecules (indicated by cyan color) on the side of an existing fiber (indicated by
orange color). The mechanism is obtained by analysis of coarse-grained MSM using TPT.
Representation of states, populations, transitions, major pathways and molecules is
analogous to Fig. 2. (b) Cryo-TEM image of the self-assembled bundle of fibers. (c)
Histogram of widths of single fibers in bundles gathered from eight cryo-TEM images (ESI
S7†).
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aggregates on the surface of the ber. Ordered stacks can form within the
aggregates, and grow by further rearrangement or by new molecules joining.
Similar to primary nucleation, the process follows a stepwise mechanism with
a sporadic dimer association.

We experimentally conrmed the existence of bundles of bers of CTA by
performing cryo-TEM imaging (Fig. 4b, S12–S16†). From these images, it can be
seen that bers create very well-ordered bundles with a consistent structure
within the bundles: most of the time, they have a Gaussian distribution of the
ber width within one image. However, when all histograms are merged into one
(Fig. 4c), the width is scattered, which is indicative of a complex arrangement of
bers within the bundles. Although such bundles may arise from different
mechanisms than secondary nucleation, such as bundling (Section E), or can be
artifacts of sample preparation,53 this observation supports that the nal
arrangement of two parallel bers observed in secondary nucleation is realistic.
E. Bundling

Bundles can be formed by secondary nucleation but also by individual bers
interacting with each other. Intertwining interactions are crucial for network
formation and, therefore, gelation.54 During simulations, we did not observe
branching of the single stack. Therefore, one way these single-stack bers can
create a network could be by strongly interacting with each other. To check that,
we performed 20× 10 ns simulations of two innite bers (Fig. 5a–c), and in all of
them, the two bers merged and, in this form, stayed until the end of simulations
(the histogram of the distance between the centers of bers is presented in
Fig. S18†). Fibers randomly diffuse through the simulation box until they come
close to each other and interact. Initially, when the hydroxyl side chains are in
contact (and the distance between centers is larger than 1.9 nm), they can still
dissociate. However, aer some time, the hydroxyl groups of side chains move
aside to the edges of the interface between the bers (the distribution of the
hydroxyl groups in the nal bundle is presented in Fig. 5d), making the phenyl
rings of the neighboring bers accessible for interaction. The bers in the bundle
interact with each other strongly by hydrophobic interaction (Fig. 5c) and the
complex does not dissociate on the timescales of the simulations. We did not
notice a difference between the bundling of parallel and antiparallel oriented
bers (Section S8†), suggesting that the interactions between the macrodipoles of
the bers are not a crucial factor in their bundling. If we add one more ber to the
Fig. 5 Bundling. (a–c) Snapshots of selected simulation of bundling of two fibers, red
beads indicate the benzene rings and blue the end hydroxyl groups. Fibersmerge upon the
strong interaction of phenyl rings with each other. (d) 2D histogram of terminal hydroxyl
groups (–OH) in the final structure; it can be seen that hydroxyl groups mainly stay on the
edge of the fiber interface, making a space for hydrophobic interactions of phenyl groups
between fibers. (e) Histogram of the angle created by three fibers.
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two-ber bundle, we observe that ber becomes part of the bundle. The angle
between the three bers shows a multimodal distribution around 70°, 110°, and
180°, which could explain why we observe such a variety of structures in cryo-TEM
pictures.
F. Summary and discussion of the mechanism of supramolecular self-
assembly

In this work, we study the mechanism of ber and bundle formation of CTA. Our
results not only align with existing research but also give unique insights. We
study the mechanism by investigating several distinct phases schematically
summarized in Fig. 1. Firstly, molecules aggregate into an unordered cluster by
non-directional hydrophobic interactions. Then, they rearrange within the
aggregate and create a small ordered stack by hydrogen bonding. When the stack
consists of more than 4–5 molecules, its stability no longer increases, reaching
a limiting value; such stacks may be seen as the critical nuclei. Nuclei grow into
bers by further rearrangement within smaller aggregates. We show that longer
bers are most likely to grow by new molecules adsorbing on their surface and
diffusing along the surface until reaching one of the ends, where it can then lead
to elongation. Given the large surface of the ber, adsorption on and diffusion
along an existing ber is more likely than a newmolecule encountering one of the
ends straight from the solution. We speculate that the balance of interactions that
allows both adsorption on (high enough affinity) and diffusion along (not too
strong binding) the ber could be the decisive property that distinguishes gelators
with low critical gel concentration from non-gelators. If sufficient molecules are
adsorbed on the surface of a ber, they can also interact with each other and
result in the creation of a new nucleus on the side of the ber, rather than diffuse
to the ends and lead to elongation. Therefore, elongation and secondary nucle-
ation are competitive processes. Although not studied here, we could imagine that
a high concentration of molecules promotes secondary nucleation: high
concentration could lead to many molecules being present on the surface of
existing bers, easily exceeding the critical nucleus size. On the other hand, low
concentration could lead to a small number of molecules on the side of the
existing ber, such that locally, the nucleation size is not exceeded, leading only to
the elongation of the existing ber. However, very low concentrations could lead
to the main ber slowly dissolving. We observed that fragmentation of a some-
what longer ber into two fragments should be feasible. At very low concentra-
tion, the fragmentation can continue, but at higher concentration, the two
fragments can subsequently act as separate nuclei speeding up assembly. More-
over, bers can interact with each other by hydrophobic interactions of phenyl
groups in the CTA side chains. This results in the creation of bundles of bers,
which we observed experimentally. Such interaction could also happen between
parts of long bers resulting in their crosslinking, which if happening multiple
times could result in the creation of a gel network.

We would like to highlight that our results in many places align with existing
reports in this research area. Molecules forming trifold hydrogen bonding stacks
similar to those of CTA, especially derivatives of 1,3,5-benzenetricarboxamide
(BTA), have recently become the focus of many experimental21–23 and computa-
tional studies.14,15,24–27 Both types of studies showed that the BTA supramolecular
278 | Faraday Discuss., 2025, 260, 269–282 This journal is © The Royal Society of Chemistry 2025
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polymer is formed in a cooperative fashion via a nucleation and growth mecha-
nism. Similar to the computational work of Pavan and co-workers,14,15 on BTA
molecules in CG MD simulations, we observed that the fast creation of an
unordered cluster precedes slow formation of an ordered ber. We also found an
increase of stability when an ordered stack consists of 4–5 molecules. It seems
that there is no signicant difference between the interaction of antiparallel and
parallel-oriented bers, which is in line with the observations of Pereira Oliveira
et al.55 We found many similarities to research on protein ber formation.
Although protein bers consist of molecules that are much larger than the
molecules studied here and the nature of their interactions is different (mostly
they interact by local interactions, without the cooperative effect coming from
electronic changes), similar steps have been distinguished: nucleation, elonga-
tion, dissociation, secondary nucleation and fragmentation.6,30 Probably the
biggest difference between these systems lies in the interaction strengths between
molecular blocks, which in case of proteins is almost irreversible, allowing the
neglect of dissociation in a model.

Conclusions

Overall, we show a detailed mechanism of supramolecular ber formation with
an atomistic resolution, by distinguishing and studying several different
processes occurring: aggregation and nucleation, elongation, secondary nucle-
ation and bundling, schematically shown in Fig. 1, showing the complexity of the
network created by different processes involved in the self-assembly. Our results
show that nucleation involves a fast collapse of dissolved monomers into disor-
dered assemblies, which gradually transform into nuclei consisting of ordered
stacks of 4–5 monomers, and then grow to elongated bers. Moreover, elongation
and secondary nucleation appeared to be competing processes, depending on the
density of monomers adsorbed at the ber–liquid interface. Finally, bundling
involves the initial association of bers by interactions between surface-exposed
groups, followed by stabilization of the bundle involving surface reorganization
to allow for interactions with non-solvent exposed groups. The timescale and
delity of these processes depend strongly on the nature and strength of mutual
interactions between monomers, solvent, and bers, thereby emphasizing the
necessity to consider all these factors in future supramolecular designs. The
subtlety and strong interdependence of these interactions, together with the role
of conformational freedom and the existence of several competing processes,
make a successful design not feasible by qualitative considerations alone but
require the development of high-level computational approaches capable of
modeling a complete supramolecular assembly process.
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