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Excited state dipole moments from DSCF: a
benchmark†

Lukas Paetow and Johannes Neugebauer *

The molecular electric dipole moment of a given electronic state is a simple indicator for the associated

charge distribution, and allows a first assessment of how the molecule is influenced by an oriented

external electric field (OEF). If the dipole moments of two energetically close electronic states are

significantly different, OEFs can be used to tune the molecular photophysics and photochemistry by

modifying the shapes and order of the excited-state potential-energy surfaces. Here, we present a

comprehensive benchmark of excited-state dipole moments obtained from DSCF methods, which have

recently gained renewed attention and offer access to excited-state properties essentially with ground-

state technology. We investigate the accuracy of these dipole moments in comparison with TDDFT and

wavefunction-based calculations, as well as with literature data. We find that, on average, DSCF data do

not necessarily improve on TDDFT results, but offer increased accuracy in certain pathological cases. In

particular, excited-state dipole moments can be obtained with reasonable accuracy for certain doubly

excited states, while these states are not accessible at all for conventional TDDFT calculations. Excited-

state dipole moments for charge-transfer states, however, suffer from the DFT overdelocalization error,

which can affect a DSCF calculation on a charge-separated state more severely than the corresponding

TDDFT calculation, since the latter typically starts from a charge-neutral ground-state reference. For

push–pull systems like donor–acceptor-substituted polyenes, however, this overdelocalization can lead

to beneficial error cancellation with the overestimated charge-transfer observed in the ground state.

1 Introduction

For charge-neutral molecules, the electric dipole is the first
non-vanishing term in the multipole expansion of the mole-
cule’s charge distribution in a given electronic state. Hence, the
knowledge of excited-state dipole moments allows to assess the
charge redistribution upon excitation and the charge-transfer
character of a given excited state if the corresponding ground-
state dipole moment is known as well.1 This can be the
first step towards more detailed analyses like ‘‘electrostatic
profiling’’ based on the molecular electrostatic potential2 or
considerations of higher-order multipole moments (or related
quantities, see ref. 3). In addition, knowing the dipole moments
of various close-lying excited electronic states is highly impor-
tant in the context of using oriented electric fields as
‘‘reagents’’ in chemistry,4 as it offers insight into possible
tuning mechanisms of photophysical and photochemical path-
ways by such fields (see, e.g., ref. 5). Such tuning mechanisms

are highly relevant, e.g., in fluorescent indicators that change
their emission properties depending on membrane potentials,6

Stark-effect based flipping of bright and dark states of optical
switches in biased metallic nanojunctions,7 energy-transfer in
photosynthetic light-harvesting complexes,8 or for modulating
photochemical isomerization pathways.9,10

Ground-state equilibrium dipole moments from density-
functional theory (DFT) have been extensively benchmarked
by Hait and Head–Gordon,11 who compared results from
various classes of density-functional approximations (DFAs) to
those from wavefunction theory. For the latter (as well as for the
MP2 component of double hybrids), dipole moments were
obtained from finite-field calculations. It was found that the
best-performing DFAs (from the class of double hybrid func-
tionals) yield regularized root mean square errors (RMSEs) of
about 4%, which is comparable to CCSD, followed by hybrid
functionals, many of which give regularized RMSEs of less than
6%. The best (semi-)local functionals still achieve regularized
RMSEs of about 8%. The regularization was applied in that
study in order to avoid biases due to large relative errors in
species with small absolute dipole moments.

For excited-state dipole moments, two popular routes within
the framework of DFT exist: time-dependent density functio-
nal theory (TDDFT) and DSCF. While the former requires the
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solution of the Z-vector equations,12–15 in addition to the
standard TDDFT eigenvalue problem, to obtain relaxed density
matrices (unless finite-field calculations are carried out), DSCF
yields a set of occupied orbitals to characterize the electron
density of a given state, from which the dipole moment can be
calculated in precisely the same simple way as in the ground-
state case. TDDFT excited-state dipole moments have been
benchmarked and compared to various wavefunction-based
methods by Loos, Jacquemin and co-workers.16 Among the
DFAs tested in that study, CAM-B3LYP produced the lowest
average relative error of about 28%, while PBE0 and B3LYP
showed errors of about 60% and, on average, significantly
overestimated the magnitude of the excited-state dipole
moments. Second-order methods like ADC(2) or CC(2) did not
perform significantly better in general, while CCSD (either
equation-of-motion or orbital-relaxed linear-response based)
showed much lower relative errors around 10% on average.
Ref. 16 also provides a valuable overview over previous studies
on theoretical excited-state dipole moments.

While transition dipole moments from DSCF have been
thouroughly investigated,17 there is, to the best of our knowledge,
no systematic benchmark of excited-state dipole moments from
DSCF available to date. This is somewhat surprising, since DSCF
methods have recently gained renewed attention as methods to
calculate excited-state energies and properties.1,18–20 As already
indicated above, they exhibit technical advantages over TDDFT for
property calculations,15 as essentially ground-state methodology
can be applied.21 In addition, it is often argued that they are better
suited in situations involving charge transfer, especially when
employing DFAs which are not of range-separated hybrid
type.21–24 Another obvious advantage of DSCF methods is the
possibility to describe double (and, in principle, even higher)
excitations,25 which are not accessible with standard TDDFT
methods.

A conceptual issue arises in DSCF for open-shell low-spin
states, including the important class of HOMO–LUMO (singly-
excited) singlet excited states of molecules with closed-shell
singlet ground-state: Typical DSCF methods describe the resulting
excited state with a single Slater determinant (SD), leading to a so-
called broken-symmetry solution, while several substituted SDs are
needed to describe a true eigenstate of the squared total spin
operator Ŝ2 in such a case. As argued in ref. 26 in the context of
ferromagnetically vs. antiferromagnetically coupled spin centers,
it can be expected that the charge distribution of such a broken-
symmetry wavefunction is still a good representation of the true
situation. By contrast, the spin density will be qualitatively wrong.
Similar arguments can be made concerning applications of DSCF
for excited electronic states, and it has in fact been shown that
post-SCF spin purification usually improves the energetics of open-
shell singlet states.21 We would like to note, however, that not all
excited states are necessarily (dominantly) open-shell states, in
contrast to the statement made in ref. 22, which probably simply
did not consider the following class of states: double excitations
involving the simultaneous excitation of two electrons from one
spatial orbital into another could very well be dominantly
of closed-shell non-Aufbau type. In particular, HOMO - LUMO

double excitations starting from closed-shell singlet ground states,
as will be studied in this work, will lead to a dominantly closed-
shell singlet state.

Various types of DSCF-DFT methods have been proposed,
e.g., the maximum-overlap method (MOM),27 the initial maxi-
mum overlap method28 (IMOM), the s-SCF method,29 the
squared-gradient minimization technique (SGM),25 or the
state-targeted energy projection (STEP).30 A difficulty that most
of these variants have to avoid is variational collapse, where the
desired excited determinant is not converged in favor of
another one.23 Related methods are the constricted variational
density functional theory by Ziegler and co-workers31 and the
restricted open-shell Kohn–Sham (ROKS) method for low-spin
excited states32–34 that is based on Ziegler’s sum method.35

ROKS offers a way to describe spin-pure singlet excited states,
since both a broken-symmetry and a triplet determinant are
created from a common set of spatial orbitals. The quantity
2EBS � ET (containing the energy of the broken-symmetry and
the triplet determinant) is minimized, which avoids the use of
the energy-only spin-purification procedure that is sometimes
performed in broken-symmetry DSCF approaches to achieve an
energy correction.34 Detailed reviews on DSCF-type approaches
are provided in ref. 22 and 23.

In this work we aim at benchmarking the excited-state
dipole moment of small to medium-sized organic molecules
using DSCF to determine whether it can improve upon the
shortcomings of TDDFT for this quantity, both in terms of
magnitude and of orientation (if not dictated by symmetry).
The work is structured as follows: after a short review of the
methodological background, the employed benchmark sets for
the open-shell singlet excitations are discussed. Then, the
results for these excitations are shown and compared against
TDDFT, (SCS-)CC2 and reference results from the literature.16

Afterwards, we discuss several examples of long-range charge-
transfer excitations. Note that in particular for this type of
excited states, CC2 typically shows some shortcomings, which
are mitigated by SCS-CC2.36,37 Subsequently, IMOM results for
double excitations are compared against linear-response(LR-)
CCSDT results for a set of small molecules, before we conclude
from our results.

2 Methodology

The dipole moment of a molecule described by a single-
determinant wavefunction comprising a set of n orbitals {fi}
is given by

m = mnuc + mel (1)

¼
XN
I

ZI � RI �
ð
rðrÞrdr (2)

¼
XN
I

ZI � RI �
Xn
i

fijrjfih i; (3)

where atomic units are used throughout (unless specified
otherwise). The nuclear (mnuc) contribution to the electric dipole
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moment can trivially be evaluated in terms of the nuclear
charge numbers ZI and coordinates RI of the N nuclei. The
electronic (mel) component can be obtained either as the
negative integral over the electron density r(r) multiplied with
the position operator r, or equivalently by summing over the
dipole molecular orbital (MO) integrals ri := hfi|r|fii for all
occupied MOs.

While it is immediately clear that for closed-shell ground-
state systems treated with SCF methods, simply the set of
optimized ground-state orbitals {f(g)

i } should be employed for
computing a consistent dipole moment, several more or less
approximate routes can be followed for excited states described
by a single Slater determinant. The most simple approximation
corresponds to what is sometimes called DDFT, in which a non-
Aufbau occupation is employed without further orbital relaxa-
tion. For a singly-excited state in which an occupied orbital fj is
replaced by a virtual orbital fa, this amounts to computing,

mDDFT
el ¼

Xn
i;iaj

fðgÞi

���r fðgÞi

���
D E

þ fðgÞa

���r fðgÞa

���
D E

: (4)

This also corresponds to the dipole moment from a typical
initial guess of a DSCF calculation. After orbital relaxation, the
set of all (occupied and virtual) orbitals has changed from
{f(g)

r } - {f(e)
r }, so that we obtain

mDSCFel ¼
Xn
i;iaj

fðeÞi
���r fðeÞi
���

D E
þ fðeÞa

���r fðeÞa
���

D E
: (5)

In arguably the most relevant case for DSCF, the superscript
(e) would indicate a BS-type excited Slater determinant, which
does not correspond to a pure spin state (as discussed above).
Common spin purification schemes imply, however, that the
density (though of course not the spin density) of this BS
determinant should be similar to the one of the triplet deter-
minant with the same/corresponding spatial orbitals occupied,
so that

mDSCFel � mtripletel ¼
Xn
i;iaj

fðTÞi

���r fðTÞi

���
D E

þ fðTÞa

���r fðTÞa

���
D E

: (6)

where superscript (T) now indicates that the orbitals are opti-
mized for the triplet occupation. Another implication would be
that a post-SCF spin-purification (SP; following the strategy for
the corresponding energy correction) should not have a large
effect,

mSP
el = 2mDSCF

el � mtriplet
el E mDSCF

el . (7)

Moreover, the differences between {f(e)
r }, {f(T)

r }, and the set
of orbitals {f(ROKS)

r } obtained in a ROKS optimization of the
open-shell singlet energy should be small. Hence, one might
argue that the ROKS-based dipole moment,

mROKS
el ¼

Xn
i;iaj

fðROKSÞ
i

���r fðROKSÞ
i

���
D E

þ fðROKSÞ
a

���r fðROKSÞ
a

���
D E

: (8)

should be similar to mtriplet
el and mDSCF

el as well. In fact, large
differences between these dipole moments might be a first
indication for convergence to a wrong electronic state or a
variational collapse.

One special comment applies to (long-range) charge-transfer
excited states, in which the ‘‘donating’’ orbital fi is spatially
separated from the ‘‘accepting’’ orbital fa. TDDFT using (semi-)
local exchange–correlation approximations produces severe
errors for the corresponding excitation energies. In particular,
(i) the asymptotic value of the excitation energy is incorrect,
since it is governed by the difference of the orbital energies
involved, which suffer from an incorrect treatment of the
integer discontinuity in (semi-)local XC potentials,38 related to
the fractional charge error.39 And (ii), the long-distance beha-
vior of the excitation energy as a function of the intermolecular
distance does not follow the expected �1/R behavior for a
charge-separation process, since (semi-)local XC kernels cannot
recover this behavior, which arises from the exact-exchange
contribution in the TDDFT coupling matrix when using hybrid
XC approximations (scaled by the percentage of exact exchange
included).40–43 In DSCF, long-range CT (LR-CT) excitation ener-
gies are obtained as differences of total energies, which may
considerably improve the results for these classes of func-
tionals. The situation may be more complicated for the dipole
moment of an LR-CT state, though: for a pure single orbital-
transition, ‘‘unrelaxed’’ TDDFT (neglecting the ‘‘relaxed density’’
contribution from the Z-vector equation) would yield an excited-
state dipole moment similar to mDDFT, i.e., based on orbitals
optimized for a neutral system. DSCF, by contrast, would yield
an excited-state dipole moment for orbitals optimized in a charge-
separated configuration, which will be subject to the fractional-
charge problem.39 In particular, this may lead to overdelocalization
for (semi-)local exchange–correlation approximation (or global
hybrids with a low percentage of exact exchange), unless other
constraints prevent this effect.44 Examples like donor–acceptor
substituted polyene chains show, however, that the TDDFT results
may be affected by additional issues, such as problems in the
underlying ground-state calculation due to an incorrect behavior of
the XC potential as well as incorrect relaxation contributions due
to failures of the response function,45–47 leading to an overall
catastrophic behaviour of TDDFT excited-state dipoles from (semi-)-
local and global hybrid functionals.48 Here, we will explore how
DSCF deals with such cases (see Section 4.4).

3 Computational details

In the following, we consider open-shell singlet excitations for
three different sets of molecules that have previously served as
benchmarks of excited-state electronic-structure methods. The
small-molecule set from ref. 16, the charge-transfer benchmark
set from ref. 49, and the medium-sized molecule set from ref.
48 are considered here. For the first set, theoretical best
estimates (TBEs: LR-CCSDT aug-cc-pVTZ with corrections from
CCSTQ 6-31+G(d)) have been taken from ref. 16. In addition,
TDDFT dipole moments for this set were available in ref. 16 for
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PBE0 and CAM-B3LYP and were also confirmed and used
for this work. In TDDFT and DSCF calculations, we applied
the exchange–correlation approximations PBE0,50 PBE,51 CAM-
B3LYP,52 oB97M-V,53 and LC-oPBE.54 Regarding the latter two
functionals, o was kept at the default for oB97M-V and set to
0.2 a.u. for LC-oPBE. Since not all combinations of functio-
nals and methods [IMOM, ROKS, (SCS-)CC2, TDDFT dipole
moments] were available in our default choices for quantum
chemistry software, we employed different programs for differ-
ent combinations as outlined in the following. DSCF IMOM
calculations were carried out for the first three functionals
using SERENITY,55,56 version 1.6.0,57 making use of XCFun58

and libint.59 Restricted open-shell Kohn–Sham calculations
(ROKS) were performed with QCHEM60 (version 6.1) using the
SGM algorithm. All IMOM and TDDFT calculations involving
the latter two functionals were also performed with QCHEM.
TDDFT calculations were carried out with ORCA, version
5.0.3.61,62 in the case of the CAM-B3LYP functional, and
with TURBOMOLE, version 7.4.163,64 otherwise. ‘‘Unrelaxed’’
excited-state dipole moments from TDDFT (i.e., neglecting the
relaxation effect obtained from solving the Z-vector equations)
were obtained with SERENITY,55,56 version 1.6.1.65 For refer-
ence purposes, we also computed (relaxed) spin-component-
scaled- (SCS) CC2 excited-state dipole moments with TURBO-
MOLE. The aug-cc-pVTZ basis set has been employed for these
three test sets. For the charge-transfer excitations studied, also
the cc-pVTZ basis set has been used.

In addition, we considered HOMO–LUMO double excitations of
nitroxyl (HNO), formaldehyde, and nitrosomethane as previously
studied in ref. 66 as well as of nitrous acid, borole, and
cyclopentadienone considered before in ref. 67. Since no
excited-state dipole moments had been included in ref. 66 and
67, we performed reference LR-CCSDT/6-31+G* calculations for
these double excitations with the program MRCC.68–70 The
corresponding DSCF IMOM calculations were performed with
the same basis sets, respectively, and the PBE0 functional. The
geometries were taken from ref. 66 and 67.

4 Results
4.1 Benchmark sets and selection of excited states

Assessing excited-state dipole moments from approximate
methods such as DSCF or TDDFT comes with several challenges.
A practical challenge is to define a suitable measure for the error,
since the dipole moments may be rather large in some cases,
but close to zero in others. As has been discussed by Hait and
Head–Gordon for the case of ground-state dipole moments from
DFT,11 a regularized relative error criterion may be well suited in
such a case, in which a relative error is calculated for dipole
moment magnitudes above a certain threshold value (1 D in that
work), whereas absolute errors are considered below that thresh-
old. Here, we follow the strategy by Jacquemin and co-workers16

and report both absolute and relative errors, but leave out cases
in which the reference excited-state dipole moment |mref

exc| o
0.15 D in the latter case. Such cases only occur in the first

benchmark set introduced below, and we provide the corres-
ponding non-regularized relative errors for that set in the ESI†
for completeness. Another important aspect discussed by
Jacquemin and co-workers16 is the consequence of state-
mixing in approximate excited-state methods: if one includes
cases in the statistics in which state-mixing clearly obscures
the results, the errors will be dramatically higher (and poten-
tially useless) than when concentrating on the well-behaved
cases. In the context of DSCF, state-mixing can be extreme
especially for higher-lying states, up to the point that one
variationally collapses to a lower-lying state of entirely differ-
ent character. Hence, it seems more adviseable to concentrate
on well-behaved cases, in which at least the state assignment
is rather unproblematic. The dipole-moment errors for these
cases can then be discussed separately from the difficulties of
optimizing more challenging excited electronic states. DSCF
benchmark studies are often restricted to HOMO–LUMO
transitions, which seem to be rather well-behaved in this
context. For instance, a benchmark study on transition dipole
moments using DSCF investigated only the HOMO–LUMO
excitations of 107 molecules.17 The same argument was also
made in ref. 71, where HOMO–LUMO excitations were favored
for investigating the accuracy of DSCF calculations. These
examples could indicate that DSCF methods are more difficult
to converge for higher-lying excitations, so that such excita-
tions are frequently avoided in DSCF studies. Hence, we follow
the same strategy and mostly concentrate on HOMO–LUMO-
type excited states here. But in addition, we also consider a
small set of doubly excited states to analyze the accuracy of
DSCF for this class of excited states unattainable for standard
TDDFT approximations.

The benchmark set from ref. 16, which contains 46 open-
shell singlet excited states of 18 molecules, was selected as a
first benchmark set. Among the 18 HOMO–LUMO excited
states, two have a dipole moment of net zero, so that 16
excitations are remaining from this set. The corresponding
molecules are shown in Fig. 1.

The second set comprises the HOMO–LUMO excitations of
the charge-transfer (CT) benchmark set from ref. 49. It is shown
in Fig. 2; for this set, CC2/aug-cc-pVTZ data are available from
that reference, which we confirmed with our calculations. Also
this set contains molecules of rather high symmetry, so that the
orientations of the excited-state dipole moments are fixed.

A third set was chosen as a subset of the molecules studied
in ref. 72, which include slightly larger molecules (see Fig. 3);
excited-state dipole moments from CC2 and TDDFT (including
PBE0 and CAM-B3LYP) with an aug-cc-pVTZ basis for the
molecules of our set 3 have been investigated and com-
pared already in ref. 48, and we have convinced ourselves that
our data agree with those from that reference. For these
molecules, the direction of the dipole moment is not dictated
by symmetry, which offers another criterion to assess the DSCF
dipole moment.

SCF convergence in DSCF calculations is often more difficult
than in the corresponding ground-state calculations, one
obvious reason being the problem of variational collapse, and
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another one the possible convergence to another undesired
state. As a consequence, some of the combinations of DSCF
strategy and functional could not successfully be converged,
which in turn affects the statistical comparison. In our calcula-
tions, this was mainly a problem observed for the long-range
corrected functionals: for set 1, the IMOM LC-oPBE calcula-
tions involving the molecules cyclopropane, H2S, HCl and HNO
did not converge to the desired excited state, in spite of
different attempts involving different initial guesses and opti-
mization strategies. Similarly, the calculations for cyclopropane
using the oB97M-V functional failed for both IMOM and ROKS,

and also the combination oB97M-V ROKS did not yield the
proper state for diazomethane and H2S. For set 2, IMOM did
not converge to the desired excited states with both these
functionals for aminobenzonitrile, dimethylaniline, and DMABN,
and also the oB97M-V ROKS calculation for nitrodimethylaniline
could not be converged to the desired state. But also TDDFT
calculations can be problematic regarding an unambiguous
assignment of the target states. Here, we observed a highly
mixed transition for molecule 4 of set 3 with PBE as well as for
dimethylaniline of set 2 with oB97M-V. It is also to be noted
that due to the diffuse basis functions present in the aug-cc-
pVTZ basis set, a number of excitations had to be identified
manually, since additional orbitals appear between the orbitals
that correspond to the HOMO and LUMO for the cc-pVTZ basis
set (without diffuse functions) in a few cases, in particular for
set 2. Since the problematic SCF convergence considerably
affected the statistical basis for LC-oPBE and oB97M-V, we
mainly discuss the functionals PBE, PBE0, and CAM-B3LYP in
the main text, but will mention the general trends observed
with the additional functionals where appropriate. All available
data for these functionals are provided in the ESI† in addition.

Since TBEs are available for the excited state dipole
moments of set 1, we were able to assess the quality of CC2
and SCS-CC2 for that set (see Fig. S1 and S2 in the ESI†). This is
important regarding the use of these methods as a reference for
sets 2 and 3. SCS-CC2 is more accurate with an average
deviation of 5.4% from the TBE compared to 7.4% for CC2,
which is consistent with the findings in ref. 37. The conver-
gence of the excited state dipole moment with respect to basis
set size is briefly investigated for six example molecules using
the basis sets cc-pVDZ, cc-pVTZ, and aug-cc-pVTZ. The results
are depicted in Fig. S5 in the ESI† and demonstrate that the
differences between the different basis sets are rather modest,
with the notable exception of H2O, where augmentation of the
basis leads to a rather drastic increase in the dipole moment.
While excitation energies are not the focus of this work, these
data were also obtained by calculating the excited states of
interest. The average deviation of the excitation energies from
the respective references for the three investigated sets of
molecules can be found in the ESI.† It becomes apparent that
TDDFT yields more accurate excitation energies than IMOM
and ROKS in most cases. For the CAM-B3LYP functional,
however, ROKS is similarly accurate for set 2 and 3.

4.2 HOMO–LUMO singlet excitations

We start with a comparison of the excited-state dipole moments
for set 1. The corresponding values are given in Table 1. The
sign of the dipole moment is provided in order to highlight
possible sign changes between different methods; it refers to
the orientation of the molecule in the reference structures (see
Computational details). We would like to point out that the
single-determinant treatment within DSCF approaches leads to
an additional complication in case of the first four entries in
Table 1: for those molecules, the lowest excited states are
degenerate P states, as they involve excitations from/to doubly
degenerate p-type orbitals. DSCF approaches will typically break

Fig. 1 Molecules of benchmark set 1 (from ref. 16).

Fig. 2 Molecules of benchmark set 2 (from ref. 49).
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this orbital degeneracy. Since the main benchmark sets of this
work include systems of sizes up to 38 atoms, we employ SCS-CC2

as a method to calculate reference excited-state dipole moments,
where other reference values are not available. In ref. 37 it has been

Fig. 3 Molecules of benchmark set 3 (from ref. 72).

Table 1 Excited state dipole moments (in Debye) of the IMOM, ROKS and TDDFT results and reference data from ref. 16 for set 1

Molecule

PBE PBE0 CAM-B3LYP

TBEIMOM ROKS TDDFT IMOM ROKS TDDFT IMOM ROKS TDDFT

BF 0.10 0.28 0.49 �0.04 0.15 0.33 �0.13 0.04 0.27 0.30
BH 0.43 0.53 0.49 0.43 0.51 0.51 0.42 0.48 0.49 0.56
CO �0.58 �0.32 0.12 �0.84 �0.57 �0.26 �0.95 �0.70 �0.34 �0.13
HCl �1.86 �2.11 �3.45 �2.13 �2.42 �2.87 �2.18 �2.42 �2.66 �2.50
CF2 �0.16 0.06 0.31 �0.36 �0.15 0.04 �0.42 �0.23 �0.03 0.04
CH2S 0.71 0.79 0.84 0.76 0.85 0.75 0.72 0.81 0.69 0.84
Cyclopropene �0.71 �0.98 �1.49 �0.64 �0.96 �1.61 �0.58 �0.88 �1.09 �0.81
Diazirine �2.42 �2.45 �2.42 �2.53 �2.56 �2.58 �2.59 �2.62 �2.67 �2.51
Diazomethane �3.06 �3.05 �2.83 �3.20 �3.16 �3.01 �3.28 �3.23 �3.14 �3.28
Formaldehyde 1.30 1.31 1.31 1.30 1.29 1.36 1.36 1.35 1.43 1.32
H2CSi �2.16 �2.13 �1.81 �2.14 �2.12 �1.94 �2.08 �2.06 �1.90 �1.92
H2O �1.37 �1.48 �1.68 �1.55 �1.63 �1.65 �1.39 �1.43 �1.49 �1.56
H2S �1.65 �1.83 �2.41 �1.97 �2.12 �2.17 �1.82 �1.87 �1.86 �1.86
HCF 0.84 0.90 0.91 0.89 0.94 0.91 0.92 0.96 0.93 0.96
HNO 1.62 1.63 1.61 1.71 1.72 1.69 1.76 1.76 1.74 1.68
Ketene �2.14 �2.12 �2.02 �2.46 �2.50 �2.32 �2.62 �2.66 �2.45 �2.39
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shown that spin-component scaling yields this quantity with
higher accuracy than CC2, in agreement with our findings
discussed above.

The mean absolute percentage deviations (MAPDs) of the
excited-state dipole moments mexc for the first set of molecules
are shown in Fig. 4 to quantify the average relative error; the
corresponding average absolute deviations can be found in
Fig. S7 in the ESI.† As mentioned above already, the relative
errors are excluded for cases where the reference value is
smaller than 0.15 Debye, which concerns CF2 and CO in the
present case. The reference values are the theoretical best
estimates (TBEs) from ref. 16. The relative errors without this
regularization can be found in Fig. S9 in the ESI.† We also
provide a comparison of excitation energies in Fig. S11–S14 in
the ESI,† as this information was utilized, together with the
dipole moments and (dominant) orbital transitions, to identify
corresponding excited states in DSCF and TDDFT. It becomes
apparent that TDDFT excited-state dipole moments show the
largest variation with respect to the XC approximation chosen:
especially with the GGA-type PBE functional, rather large aver-
age errors of 20.3% are obtained, while both standard and
range-separated hybrids reduce this error considerably (13.5%
for PBE0, 8.2% for CAM-B3LYP). For DSCF approaches, the
results are much more uniform in this respect, with average
relative errors between 15.6 and 19.4% for IMOM, and between

7.3 and 11.1% for ROKS. Especially for ROKS we note that CAM-
B3LYP shows the largest error, while PBE yields a mean relative
deviation that is considerably lower than in the TDDFT case.
In the ESI† (Fig. S9), we also provide the corresponding data for
LC-oPBE and oB97M-V. It can be seen that LC-oPBE yields the
lowest MAPD for ROKS at 7.8% while oB97M-V has the lowest
MAPD for TDDFT at 8.0%, keeping in mind, however, that these
functionals have been evaluated with a limited statistics
because of the above-mentioned convergence issues.

The excited-state dipole moments of the charge-transfer
benchmark set 2 are listed in Table 2 in comparison to SCS-
CC2/aug-cc-pVTZ data. Since no corresponding TBEs are avail-
able for these dipole moments, these SCS-CC2 values serve as
our reference data in this case, keeping in mind that this may
not be the optimum choice. The corresponding MAPDs are
shown in Fig. 5; average absolute values can be found in
Fig. S16 in the ESI.† Interestingly, the functional dependence
in this case is rather weak for ROKS (between 11.4 and 15.1%)
and TDDFT (between 7.8 and 12.7%), whereas IMOM shows
much larger variations in the relative errors between the differ-
ent functionals (from 8.6% for CAM-B3LYP up to 17.0% for PBE).
It can be seen that changing from a GGA to a (global or range-
separated) hybrid functional leads to a considerable improve-
ment of the excited-state dipole moments, which is most pro-
nounced for IMOM. For the other range-separated hybrid

Fig. 4 Relative deviation (MAPD) of the excited-state dipole moments mexc of set 1 from the TBE16 reference.

Table 2 Excited state dipole moments (in Debye) of the IMOM, ROKS, TDDFT, and SCS-CC2 results for set 2

Molecule

PBE PBE0 CAM-B3LYP

SCS-CC2IMOM ROKS TDDFT IMOM ROKS TDDFT IMOM ROKS TDDFT

Aminobenzonitrile �9.11 �9.33 �9.31 �9.47 �9.34 �8.97 �9.42 �9.05 �8.66 �9.71
Benzothiadiazole �3.55 �3.67 �5.06 �4.18 �4.58 �5.09 �4.64 �5.20 �4.92 �4.92
Dimethylaniline �5.05 �5.10 �6.19 �5.22 �5.51 �5.46 �5.35 �5.82 �4.83 �4.53
DMABN �11.00 �11.11 �11.80 �11.50 �11.06 �11.32 �11.52 �10.82 �10.90 �12.19
Nitroaniline �12.29 �12.51 �12.15 �13.25 �12.35 �12.86 �13.72 �12.05 �12.88 �14.14
Nitrodimethylaniline �14.29 �14.11 �13.76 �15.30 �13.71 �14.60 �15.78 �13.42 �14.61 �16.23
Nitropyridine-N-oxide 4.74 4.52 4.92 5.04 4.25 5.15 4.75 — 4.42 4.30
Quinoxaline �2.83 �3.13 �4.66 �3.61 �4.18 �4.71 �4.16 �4.76 �4.58 �5.24
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functionals investigated in this work (see Fig. S15 in the ESI†),
the ROKS and TDDFT results do not show a significant impove-
ment copmared to CAM-B3LYP; the IMOM data are not entirely
conclusive for LC-oPBE and oB97M-V, as the proper excited state
of interest could only be converged for 5 out of the 8 molecules of
this set. When looking at the absolute values of the excited-state
dipole moments of the individual molecules of set 2 in Table 2, it
becomes apparent that the DFT methods tested here often
underestimate the CC2 values (and also the SCS-CC2 reference).
This is in line with earlier findings based on TDDFT.48,73

Absolute values of the excited-state dipole moments for set 3
are given in Table 3, and the corresponding MAPDs are shown
in Fig. 6. We noted that the PBE/TDDFT calculation for mole-
cule 4 led to strong state-mixing, making it essentially impos-
sible to identify the desired electronic state. Since also the
PBE0/TDDFT calculation is affected by this problem, even if to a
lesser extent, and since the excited-state dipole moment of this
molecule is rather small, the relative errors in Fig. 6 are
computed omitting molecule 4 of this set. Also for the discus-
sion of the angle deviations (see below), it turned out that
molecule 4 introduces a heavy bias in this set, and so it has
been omitted at that point as well. The full data including
molecule 4 are provided as additional material in the ESI†
(Fig. S25–S28).

For this set of molecules, none of the combinations of
excited-state method and functional yields an error below
13%, the only exception being TDDFT with PBE0. For IMOM,
we again observe that more sophisticated functionals lead
to smaller errors, and also for ROKS, hybrid functionals lead
to smaller errors than the non-hybrid PBE approximation.
However, in case of ROKS there is no improvement by changing
from a standard global hybrid to a range-separated hybrid; on
the contrary, the error is slightly larger for ROKS with CAM-
B3LYP than with PBE0. For the CAM-B3LYP functional, IMOM
and TDDFT perform similarly well with an MAPD of about 14%
MAE, while the corresponding ROKS error is somewhat higher
with 17.3%. The other range-separated hybrids investigated pro-
vide no clear improvement over CAM-B3LYP in this case. As can
be seen by comparison to the data in Fig. S25 in the ESI,† omitting
molecule 4 leads to a decrease in the relative error in all cases,
with TDDFT-PBE0 benefitting most (the TDDFT-PBE value is left
unchanged since no data could be assigned in this case).

Since the molecules in this set possess lower symmetry, the
direction of the excited-state dipole moment vector can serve as
another quality measure. The angle deviations for the individual
molecules are provided in Section S5.8 in the ESI.† Looking at
this data, it becomes apparent that most of the calculations
show quite low angle deviations near 5 degrees. Only a few

Fig. 5 Relative deviation (MAPD) of the excited-state dipole moments of set 2 from the SCS-CC2 reference.

Table 3 Absolute values of excited state dipole moments (in Debye) of the IMOM, ROKS, TDDFT, and SCS-CC2 results for set 3

Molecule

PBE PBE0 CAM-B3LYP

SCS-CC2IMOM ROKS TDDFT IMOM ROKS TDDFT IMOM ROKS TDDFT

1 5.98 6.37 7.65 6.41 6.80 6.89 6.61 6.90 6.61 7.09
2 4.95 5.05 12.64 5.63 5.15 8.59 5.88 4.92 5.66 7.73
3 3.12 3.17 4.02 3.31 3.24 3.69 3.54 3.11 3.46 3.44
4 0.92 0.90 — 0.87 0.73 1.47 0.74 0.82 0.71 0.56
5 12.43 12.85 12.34 12.81 13.10 12.30 12.70 12.84 12.43 13.48
6 11.62 11.47 13.06 12.73 11.56 13.06 13.26 11.39 12.17 14.19
7 3.06 2.66 3.94 3.86 3.89 5.32 3.96 3.64 4.11 5.86
8 6.66 6.86 10.24 7.08 7.14 6.50 7.31 7.09 7.36 8.55
9 5.99 6.15 9.51 6.39 6.47 7.60 6.57 6.45 6.76 8.61

10 4.93 5.24 5.24 5.41 5.90 5.89 5.82 6.48 6.14 6.28

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
lu

gl
io

 2
02

5.
 D

ow
nl

oa
de

d 
on

 0
4/

11
/2

02
5 

00
:4

8:
49

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5cp01695a


16362 |  Phys. Chem. Chem. Phys., 2025, 27, 16354–16370 This journal is © the Owner Societies 2025

outliers with larger errors stand out, in particular molecule 4
with deviations above 30 degrees. The large angle error for
molecule 4 may be related to its overall small magnitude of
the excited-state dipole moment (see Table 3). Since this would
heavily bias a comparison of the angle deviations, we provide
and discuss here the average angles obtained when omitting
molecule 4, see Table 4. The average angles computed when
considering the full set of molecules can be found in Table S16
in the ESI.† As can be seen from Table 4, the average angle
deviations for all methods/functionals are below 10 degrees, and
for most of the cases considered here, they are even close to or
below 5 degrees. PBE apparently yields the largest errors for this
quantity, at least in case of TDDFT and IMOM calculations.
Including molecule 4 into the statistics confirms the generally
better performance of the hybrid functionals, but increases the
average errors to close to 8 degrees or more in all cases.

In addition, we also investigated the difference dipole
moment (D~m = ~mExc � ~mGS). The individual excited-state as well
as ground-state dipole moment components are listed in the
Tables S7–S9 in the ESI.† The average angle deviation from the
SCS-CC2 difference dipole moments is shown in Table 5, again
omitting molecule 4.

For this quantity, the functional dependence is more pro-
nounced: the average deviation varies between about 10–18
degrees for PBE and 5–6 degrees for CAM-B3LYP. The other
range-separated hybrid functionals yield comparable results

with difference dipole angles below 8 degrees. Also here, includ-
ing molecule 4 leads to a significant increase in the average
error, so that all PBE values are between 15 and 20 degrees, and
also PBE0 as well as LC-oPBE yield errors between 10 and
20 degrees for all three excited-state variants considered here.

The MAD and MAPD of CC2 compared to SCS-CC2 have also
been calculated for set 2 and set 3. They can be found in Fig. S5
and S6 in the ESI.† Both in absolute and relative terms, the
deviations are much lower compared to the deviation between
the DFT methods in this work and SCS-CC2.

Generally, the performance of IMOM and ROKS for the
excited-state dipole moment can be rated to be broadly similar
based on the results of this work. ROKS performs slighty better for
set 1, where high-quality reference data are available, while IMOM
achieves lower deviations for set 2 and slightly lower deviations for
set 3 (taking SCS-CC2 as a reference). The angle deviations for set
3 for IMOM and ROKS are similar, while ROKS performs slightly
better for angles between difference dipole moments. It may seem
surprising at first glance that IMOM does not show worse results
than ROKS, at least for sets 2 and 3, despite the unresolved spin
contamination. But this could be related to the lower quality of
the SCS-CC2 reference data for these sets.

4.3 Spin-purification effects on excited-state dipole moments

In order to further analyze this issue, we investigated the
effect of the spin-purification formula given in eqn (7) on the

Fig. 6 Relative deviation (MAPD) of the excited-state dipole moments mexc of set 3 from the SCS-CC2 reference. Note that molecule 4 was omitted
here.

Table 4 Average angles (in degrees) between the excited-state dipole
moments of the IMOM, ROKS and TDDFT calculations respectively, and
the SCS-CC2 reference of set 3. Note that molecule 4 is omitted here

Functional IMOM ROKS TDDFT

PBE 5.6 5.5 8.3
PBE0 4.6 4.9 3.2
CAM-B3LYP 4.5 5.7 4.3
LC-oPBE 4.1 4.8 4.0
oB97M-V 4.9 6.6 5.4

Table 5 Average angles (in degrees) between the difference dipole
moments of the IMOM, ROKS and TDDFT calculations respectively, and
the SCS-CC2 reference of set 3. Note that molecule 4 is omitted here

Functional IMOM ROKS TDDFT

PBE 12.7 10.1 18.0
PBE0 8.2 5.4 11.5
CAM-B3LYP 5.2 6.0 5.2
LC-oPBE 7.6 5.7 7.8
oB97M-V 6.7 8.0 4.2
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excited-state dipoles of some example molecules of test set 1 for
the PBE functional. The results are shown in Table 6.

Hence, in all examples considered here, the spin-purifi-
cation either leads to a considerable improvement (compared
to the TBE) or has a small effect on the excited-state dipole
moment anyway. In those cases where the effect is significant,
also the agreement with ROKS is improved. Phenomeno-
logically, this improvement stems from the fact that the triplet
dipole moments are smaller in magnitude than the ones
obtained from IMOM. Therefore, calculating the correction
according to eqn (7) yields absolute values for the dipole
moment that are higher than the IMOM solution. In case of
large orbital relaxation effects in the triplet state, however, the
situation may be different.

To further illustrate this correction, we show the difference
density between the IMOM and the triplet densities in Fig. 7 for
the water molecule contained in set 1.

4.4 A closer look at CT states

Especially the results for set 2 may seem somewhat surprising,
since it is often argued that DSCF is better suited for CT
excitations than TDDFT.21–24,74 However, this argument pri-
marily refers to excitation energies, whereas the effects of
approximations in DSCF and TDDFT may have different con-
sequences for the excited-state dipole moment. Jacquemin
reported in ref. 48 that beneficial error cancellation effects
may occur in TDDFT-based excited-state dipole-moment calcu-
lations using global hybrid functionals like PBE0. In fact, we
observe for our set 2 here that excited-state dipole moments for
CT excitations are more accurately captured by TDDFT in

general (with the exception of CAM-B3LYP) than by IMOM or
ROKS calculations employing the same XC approximation.

To further analyze this issue, we re-investigate the cases of
a,o-NH2,NO2-polyene chains from ref. 48, which have been
studied there with TDDFT based on different XC functionals.
The TDDFT results for BLYP (from ref. 48), CAM-B3LYP, and
oB97M-V are shown in Fig. 8 (left) along with our SCS-CC2 data
and the CC2 data. The latter correspond to the reference data
from ref. 48, whereas we consider SCS-CC2 a more reliable
reference here for the reasons outlined above. In Fig. 8 (right),
the corresponding IMOM results are shown. It becomes
obvious that using IMOM for the GGA functional BLYP instead
of TDDFT avoids the exaggerated excited-state dipoles, and the
IMOM/BLYP value for N = 15 agrees with the CC2 reference
data. However, the CC2 values have a maximum at N = 13,
which is only observed with TDDFT when functionals of the RS-
hybrid type, such as CAM-B3LYP are employed. Extrapolating
the IMOM CAM-B3LYP data, one may speculate that a similar
maximum will be found for slightly larger values of N. The
oB97M-V functional, however, does show a maximum at N = 13
with IMOM, and a maximum at N = 11 with TDDFT. This is
qualitatively in line also with the SCS-CC2 reference data, which
show a maximum at N = 11, and are in reasonable agreement
with the IMOM values from CAM-B3LYP and (in particular)
oB97M-V. The emergence of a maximum points to two oppos-
ing effects that vary with the chain length, which might be the
increasing electron–hole distance in the CT state due to the
increasing length of the molecular chain, and the increasing
delocalization of the involved molecular orbitals, which coun-
teracts the former effect.

In Fig. 9, we compare the frontier molecular orbitals for the
longest polymer N = 15 studied here. In the BLYP-TDDFT
calculation, the corresponding excitation is clearly dominated
by the HOMO–LUMO transition (weight: 83%). The corres-
ponding singly occupied MOs in the BLYP-IMOM calculation
on the HOMO–LUMO excited state are considerably more
delocalized, indicating that (i) the IMOM calculation on this
zwitterionic state suffers considerably more from the overdelo-
calization error than the ground-state SCF forming the basis for
the TDDFT calculation and, (ii) this, in combination with the
overestimation of the ground-state dipole moment observed in
ref. 48 may lead to an error cancellation, bringing the IMOM
excited-state dipole moments into closer agreement with the
CC2 reference values here. Since also the IMOM B3LYP calcula-
tions are in better qualitative agreement with the reference
than the corresponding TDDFT results, similar error cancella-
tion effects may also be at work for this functional. The over-
estimation of ground-state dipole moments (and other field-
response properties) has already been investigated in detail
before for these types of systems.47 In particular for the ground-
state dipole moments, non-hybrid exchange approximations
were found to severely overestimate the charge transfer
between the donor and acceptor groups. This was qualitatively
traced back to the failure observed for the polarizability of
unsubstituted polyenes,46 assuming that the donor/acceptor pair
acts as a source of an external electric field. The range-separated

Table 6 Excited state dipole moments (in Debye) of the IMOM, IMOM
including spin purification (IMOM-SP), and ROKS results as well as refer-
ence TBE data from ref. 16 for a few examples of set 1

IMOM IMOM-SP ROKS TBE

BF 0.10 0.32 0.28 0.30
Cyclopropene �0.71 �1.01 �0.98 �1.23
Diazomethane �3.06 �3.09 �3.05 �3.28
Formaldehyde 1.30 1.34 1.31 1.32
H2O �1.37 �1.54 �1.48 �1.56

Fig. 7 Difference density rIMOM(r) � rT1
(r) of the water molecule of set 1

using the PBE functional and aug-cc-pVTZ basis set. Positive areas
are colored in yellow and negative areas in dark grey. The isovalue is
�5 � 10�4.
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hybrids considered here do not show a dramatic TDDFT error
in case of longer chain lengths, and in turn no dramatic

improvement based on error cancellation can be expected in
the IMOM case.

Fig. 9 Frontier molecular orbitals involved in the lowest singlet p - p* excitation of the N14-polyene obtained with BLYP and CAM-B3LYP (basis: aug-
cc-pVDZ). Top: Orbitals from a ground-state SCF calculation as employed in the TDDFT case; bottom: orbitals from a DSCF (IMOM) calculation.

Fig. 8 Excited state dipole moments of donor–acceptor-substituted polyenes H2N–[HCQCH–]NNO2 with N = 3–15 units using various different
exchange–correlation approximations. Left: TDDFT; right: IMOM; CC2 and SCS-CC2 data are given for comparison. Data sets indicated with a star (*)
have been taken from ref. 48.
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We also note that the CAM-B3LYP HOMO and LUMO as
employed in the TDDFT calculation (i.e., the orbitals optimized
for the ground state) are only slightly less delocalized than in
the BLYP case, and hence cannot alone explain the qualitatively
different behavior of the TDDFT-based excited-state dipole
moments. But in the CAM-B3LYP TDDFT case, the HOMO–
LUMO orbital transition has a weight of only 46% in the
excitation. In addition, also the HOMO–(LUMO+1) and
(HOMO�1)–LUMO transitions contribute with 22% and 21%,
respectively, which can partially explain the smaller excited-
state dipole moment.

As another extreme case, we consider the dipole moment of
HOMO - LUMO excited singlet state of the ethylene–tetra-
fluoroethylene dimer at a distance of 8 Å. The involved orbitals
are visualized in Fig. 10.

On top of the previously discussed methods, the excited-
state dipole moments were also calculated with additional
methods, namely TDDFT within the Tamm–Dancoff approxi-
mation, unrelaxed TDDFT excited-state dipole moments, and a
procedure where the orbital occupation is changed just like in
DSCF, but where the orbitals are not relaxed. We denote the

latter procedure as DDFT in the following. Results for PBE,
PBE0, and CAM-B3LYP with a cc-pVTZ basis are shown in
Table 7, including reference SCS-CC2 values. In addition, we
provide PBE and PBE0 excited-state dipole moments obtained
with the aug-cc-pVTZ basis in Table 8.

While all methods employed here agree on a dipole moment
of 38.0 � 0.5 Debye if the smaller cc-pVTZ basis is used, some
differences can be observed for the aug-cc-pVTZ basis: while all
the TDDFT and also the DDFT excited-state dipole moments are
still between 36.2 and 38.4 Debye, the ROKS and IMOM dipole
moments decrease to values between 35.9 and 28.7 Debye. This
can be traced back again to an overdelocalization problem in
this zwitterionic state, which apparently is suppressed in the
smaller cc-pVTZ basis. In Fig. S33 in the ESI,† we show the
HOMO of the IMOM PBE case (corresponding to the ground-
state LUMO) to illustrate this problem. Orbital contributions on
the C4F4 moiety can clearly be recognized. To test for possible
variational-collapse effects to the ground state, we also com-
puted the MO overlap matrices between the ground and the
IMOM and ROKS excited states for the PBE/aug-cc-pVTZ basis,
respectively, which are shown as heat maps in Fig. S34–S36 in
the ESI.† It can clearly be recognized from those figures that a
HOMO–LUMO substitution has taken place, while there are no
other significant occupied-virtual overlaps. In addition, sym-
metry arguments speak against a simple variational collapse in
this case, as the ground-state LUMO (IMOM HOMO) is anti-
symmetric with respect to the mirror plane perpendicular to
the carbon–carbon axes, whereas the ground-state HOMO is
symmetric.

4.5 Double excitations

As a next step, we investigate double excitations using the
IMOM DSCF method. We took the geometries of the molecules
nitroxyl, formaldehyde, and nitrosomethane from ref. 66, and
the geometries of nitrous acid, borole and cyclopentadienone
from ref. 67, and calculated their closed-shell HOMO–LUMO
double excitation by imposing a non-Aufbau closed-shell initial
guess after having performed a ground-state calculation. To
obtain reference values, we performed LR-CCSDT calculations,
which reproduce the calculations in ref. 66 and 67. The
obtained excitation energies and dipole moments can be found
in Tables 9 and 10 respectively. The absolute MAEs of the DSCF
excitation energies from the TBE and the MAEs and MAPDs of
the excited state dipole moments are shown in Table 11.

From Table 11 it becomes apparent that the excitation
energies calculated with DSCF are on average closer to the
exFCI (selected configuration interaction calculations extrapolated

Fig. 10 Visualization of the HOMO (left) and LUMO (right) of the ethy-
lene–tetrafluoroethylene dimer at a distance of 8 Å using PBE/cc-pVTZ
(isovalue: 0.05).

Table 7 Excited state dipole moment magnitudes of the HOMO–LUMO excitation of the ethylene–tetrafluoroethylene dimer (in Debye) calculated with
several methods (basis: cc-pVTZ)

Distance SCS-CC2 XC functional

TDDFT

TDA ROKS IMOM DDFTRelaxed Unrelaxed

8 Å 38.00 PBE 38.07 38.41 38.07 37.95 37.95 38.42
PBE0 38.06 38.38 38.06 37.97 37.97 38.42
CAM-B3LYP 38.02 38.32 38.02 37.99 37.98 38.41
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to full CI, see ref. 66), and TBE values67 than the LR-CCSDT
calculations, with errors between 0.23 and 0.29 eV for the different
functionals, compared to 0.38 eV for LR-CCSDT. DSCF double
excitation calculations for HNO, HCHO and MeNO have pre-
viously been reported in the literature,25 however, without con-
sidering the corresponding dipole moment. It can be seen that the
excited-state dipole moments of doubly excited states can approxi-
mately be predicted using the DSCF IMOM method. On average,
the DSCF dipole moment deviates from the LR-CCSDT dipole
moment by 0.42–0.51 Debye, which corresponds to a relative
average deviation of 16–20%. Compared to the results for singly
excited states, this error is larger than the relative PBE0 IMOM
error for set 1 and 3, but similar to the relative error for set 2. In
order to have more certainty about the accuracy of the excited-state
dipole moments, it would be necessary to calculate their values with
an even more accurate method than LR-CCSDT, especially since the
excitation energies of the DSCF calculation were closer to excFCI/
TBE values from the literature.66,67 In addition, the LR-CCSDT

excitation energies still contain deviations of a few tenths of an eV
compared to the theoretical best estimates reported in ref. 66.

Another point to discuss is the use of the comparatively
small 6-31+G* basis set, since it is likely that the excited-state
dipole moment has not converged in this respect.75 In Tables
S20 and S21 in the ESI,† we present additional data for two of
the molecules (HNO and MeNO) using the larger aug-cc-pVDZ
basis and the PBE0 and CAM-B3LYP functionals. The effect on
excitation energies and excited-state dipole moments is quali-
tatively similar for all methods. For instance, the LR-CCSDT
excited-state dipole moment decreases by about 0.37 and 0.34
Debye for HNO and MeNO, respectively, while the corres-
ponding changes for DSCF PBE0 are 0.32 and 0.26 Debye.

We also determined the angles between the IMOM excited-
state dipole moments and the LR-CCSDT reference in those
cases where the dipole orientation is not determined by sym-
metry. The angle between the PBE0 IMOM and LR-CCSDT
excited-state dipole moments is very small for HNO and MeNO
with 3.1 and 1.2 degrees, respectively. For CAM-B3LYP, these
values are even lower at 1.0 and 0.3 degrees. For HNO2, the
deviation in orientation is slightly larger with an angle of
8.7 (7.9) degrees.

5 Conclusions and outlook

In this work, we have assessed the performance of DSCF
methods to predict the excited-state dipole moments of

Table 8 Excited state dipole moment magnitudes of the HOMO–LUMO excitation of the ethylene–tetrafluoroethylene dimer (in Debye) calculated with
several methods (basis: aug-cc-pVTZ)

Distance
XC
functional

TDDFT

TDA ROKS IMOM DDFTRelaxed Unrelaxed

8 Å PBE 37.91 38.39 37.91 28.65 33.05 38.39
PBE0 36.25 36.70 36.37 35.89 32.81 38.25

Table 9 Excitation energies of the HOMO–LUMO double excitations (in eV)

Method HNO HCHO MeNO HNO2 Borole Cyclopentadienone

LR-CCSDT 4.82 11.10 5.26 8.50 5.07 7.07
IMOM PBE0 4.37 10.38 4.77 7.92 4.86 6.20
IMOM CAM-B3LYP 4.31 10.42 4.71 7.80 5.03 6.37
IMOM oB97M-V 4.34 10.37 4.72 7.83 5.06 6.44
IMOM LC-oPBE 4.27 10.16 4.70 7.94 4.76 6.07
exFCIa/TBEb 4.51a 10.45a 4.86a 8.17b 4.71b 6.85b

a Ref. 66. b Ref. 67.

Table 10 Excited state dipole moments of the HOMO–LUMO double excitations (in Debye)

Method HNO HCHO MeNO HNO2 Borole Cyclopentadienone

LR-CCSDT 1.95 1.02 2.53 2.22 2.31 4.09
IMOM PBE0 1.95 0.63 2.52 2.74 2.69 5.55
IMOM CAM-B3LYP 1.98 0.67 2.59 2.77 2.72 5.76
IMOM oB97M-V 1.97 0.65 2.57 2.74 2.76 5.74
IMOM LC-oPBE 1.91 0.77 2.46 2.73 2.64 5.40

Table 11 Absolute deviations of the excitation energies from the TBE and
absolute and relative deviations of the excited state dipole moments from
the LR-CCSDT calculations of the HOMO–LUMO double excitations

Method DEexc/eV Dm/Debye Dm/%

LR-CCSDT 0.38 — —
IMOM PBE0 0.23 0.46 19
IMOM CAM-B3LYP 0.26 0.51 20
IMOM oB97M-V 0.25 0.51 20
IMOM LC-oPBE 0.29 0.42 16
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HOMO–LUMO excited singlet states of three sets of molecules,
ranging from small to medium-sized molecules, as well as of
additional CT and doubly excited states.

It was found that for the investigated PBE, PBE0 and CAM-
B3LYP functionals, the DSCF methods IMOM and ROKS are,
depending on the set, competitive with TDDFT, although they
often do not offer a clear advantage over TDDFT for singly
excited states. As demonstrated for examples from the first test
set, applying a spin purification to the excited-state dipole
moments may have a beneficial effect for IMOM dipole
moments. The long-range corrected functionals oB97M-V and
LC-oPBE usually are comparable in accuracy with CAM-B3LYP,
and may offer improvement in individual cases.

The deviations in excited-state dipole moment directions
were also investigated, as well as the directions of difference
dipole moments, which have implications for the application of
oriented external electric fields (OEEFs). Since OEEFs may be
used to selectively stabilize one electronic state relative to
another one and hence to tune excited-state reactivity/selectiv-
ity, and since a predicted stabilization depends on the magni-
tude and orientation of the (difference) dipole moments,
predictive calculations should be able to yield both accurate
magnitudes and orientations of excited-state and difference
dipole moments. Since angle deviations have been found to be
low on average with all DFT-based methods here, with only a
few outliers, this aspect seems to be less relevant in practice
than the errors in the magnitude of the dipole moments.

The excited-state dipole moments calculated with SCS-CC2
qualitatively agree, but may differ by a few tenths of a Debye
from the CC2 data. TDDFT and IMOM with range-separated
hybrids in turn agree with the SCS-CC2 values qualitatively. For
the case of push–pull-substituted polyenes, we could demon-
strate that IMOM avoids the catastrophic chain-length depen-
dence of the excited-state dipole moments observed in TDDFT
calculations employing (semi-)local exchange–correlation
approximations or global hybrids with low percentage of exact
exchange. In fact, the results for up to 15 double-bond units are
in reasonable agreement with the SCS-CC2 reference values.
However, this is most likely due to a beneficial error cancellation
effect, as the significant overdelocalization error for the zwitter-
ionic excited state seems to reduce the excited-state dipole
moment and hence to counteract the overestimation of charge-
transfer in the ground state observed in earlier studies.46,47

Regarding practial guidance for DSCF calculations aiming at
reliable excited-state dipole moments, we observe that hybrid
functionals (global or range-separated) provided better results
on average for our sets 2 and 3, while PBE resulted in the lowest
MAPD for set 1, both for ROKS and for IMOM. Concerning
the direction of the excited-state dipoles and difference dipoles,
we found that oB97M-V and CAM-B3LYP provide the best
agreement with the SCS-CC2 reference data, which is important
regarding the applications of OEEFs as mentioned above.
These functionals also lead to the closest agreement, especially
regarding the chain-length-dependence, for the push–pull-
substituted polyenes. In general, the analysis is complicated
by the fact that individual, exceptionally large relative errors may

occur in cases of small absolute values, and the regularization
applied for the MAPDs may thus introduce a rather strong bias. Of
practical relevance is also that the range-separated hybrids, in
particular those with 100% exact exchange asymptotically, showed
more severe convergence problems for the cases investigated here.
In some cases, this can be overcome by starting from initial
guesses obtained as DSCF solutions with, e.g., other functionals,
but several problematic cases could not be resolved in this way.

For the six investigated double excitations, the IMOM results
show a mean error of about 16–20% for the excited-state dipole
moments compared to LR-CCSDT reference calculations, which
is not significantly higher than the deviations observed for the
singly-excited states. In particular, it demonstrates that quali-
tative and at lease semi-quantitative information about excited-
state dipole moments can be obtained for double excitations
with DSCF.

Although this work was supposed to focus on simply bench-
marking the excited-state dipole moment, it has become appar-
ent that the question of convergence to the correct state needs
to be answered as well. A criterion is needed to characterize
whether a DSCF calculation converged on the desired excited
state in order to decide if a given deviation from a proposed
reference value is due to the inaccuracy of the description in
that specific case or if it is due to converging on a different
excited state or solution altogether. Future work will have to
address this aspect.
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