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otein structure predictors to assist
machine learning-guided peptide discovery†

Victor Daniel Aldas-Bulos‡a and Fabien Plisson *ab

Machine learning models provide an informed and efficient strategy to create novel peptide and protein

sequences with the desired profiles. Nevertheless, they are primarily trained on sequences where the

tridimensional structures of peptides and proteins are often overlooked. We need a fast and reliable

approach to estimate the structural diversity of medium-large training sets before building models. This

study benchmarked four protein structure prediction methods (Jpred4, PEP2D, PSIPRED, AlphaFold2)

using 261 curated and experimentally known structures from the PDBe database. We applied our best

predictor to map the structural landscape of GRAMPA, the giant and vastly uncharted repository of 5980

antimicrobial peptides. The dataset was predominantly made of loose helices (65.1%), followed by

random coils (17.8%), and b-stranded and mixed structures accounted for the rest.
1. Introduction

Advances in computer sciences, accessible high-performing
machines and the proliferation of large public databases have
accelerated the development of computational models for
peptide design and protein engineering. The advent of articial
intelligence (AI) in the biological sciences has led to the creation
of machine learning (ML) models capable of predicting and
generating new peptides and proteins with the desired charac-
teristics. Predictive models are trained on small-to-large data-
sets to learn the relationships between the biological sequences
and their respective functional measurements (e.g., thermo-
stability, bacterial growth inhibition, protein binding affinity).
Generative models can learn meaningful representations (e.g.,
a conserved cysteine framework, a catalytic site) to create new
peptide/protein sequences that resemble the native counter-
parts. The interplay between predictive and generative AI
models provide an informed and efficient sequence design by
predicting the outcomes of different peptide/protein sequences.
Many comprehensive reviews have referenced the successful
applications of ML-guided sequence design to antimicrobial
peptides (AMPs),1–4 protein binders,5 antigen-specic
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monoclonal antibodies,6–9 protein families10–15 and
enzymes.16–20 The eld of ML-guided peptide/protein sequence
design is snowballing; the reader is encouraged to consult these
two GitHub repositories21,22 to stay informed.

Machine learning models primarily predict or generate novel
peptides and proteins from sequential representation, lacking
structural information. To minimise the impact that structural
factors might have upon biological prediction or sequence
generation, researchers have voluntarily selected sequences
based on structural or evolutionary constraints, so they
presumably adopt the same tridimensional structure(s). In
recent years, computational peptide designers have capitalised
on neural network architectures to predict or generate novel a-
helical AMPs,23–26 a-helical non-hemolytic AMPs27 or a-helical
non-hemolytic anticancer peptides.28,29 Likewise, Batra and co-
workers trained their models on peptides susceptible to form
b-sheets to develop self-assembling materials.30 In machine
learning-guided directed evolution,17 researchers have used
directed evolution to assemble a set of homologous sequences,
then devised robust ML strategies to engineer the next batch of
proteins (e.g., channelrhodopsins,31 uorescent proteins32) or
enzymes (e.g., glycosyltransferase superfamily 1 (ref. 33)).
Alternatively, several upcoming “structure-rst” ML strategies
tackle the sequence–structure–function problem upside down;
by designing sequences that would fold into a pre-determined
backbone structure derived from native topologies or gener-
ated de novo.34–37 These approaches are oen regrouped under
the terms inverse protein folding, structure-based protein
design or xed-backbone protein design.

Experimentally solving the structure of a peptide or a protein
by techniques like X-ray crystallography or nuclear magnetic
resonance is time-consuming and costly, making it challenging
to have known structures for the vast number of available
Digital Discovery, 2023, 2, 981–993 | 981
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sequences.38 This issue is even more pronounced in peptides, as
their short length and high exibility make it difficult to obtain
stable structures experimentally. As a result, various computa-
tional methods have been developed to estimate peptide/
protein structures, from the propensities of specic amino
acids to form secondary structures39,40 to the predictions of
secondary structures38,41 and tertiary structures.42 Basic
methods are inaccurate but easy to use, while advanced
methods have high accuracy but require signicant computa-
tional resources. We need a fast and reliable approach to esti-
mate the structural diversity of medium-large training datasets
used prior building ML models. Secondary structure predictors
offer a moderate cost and good performance, and are oen used
as a preliminary step before predicting the tridimensional
structure. They are particularly handy for analysing the struc-
tural landscape of medium-large peptide/protein databases.

In the present study, we used GRAMPA, the giant repository of
AMPs, counting 6760 unique sequences.43 Despite the abun-
dance of sequences, the structural information of most AMPs
remains unclear as only a tiny fraction (2.5%) have a resolved
structure.44 Not many databases provide information on the
number of structures they contain, but in the case of APD,45 the
majority (60.41%) of its sequences have no known structure,
15.20% are peptides with identied disulde bonds but lack
a tridimensional structure, while 14.38% are a-helical peptides,
and just 2.59% have b-sheet structures. This distribution is likely
similar across other databases, indicating a signicant gap in our
understanding of AMP structures and the greater prevalence of a-
helices. Here, we benchmarked four protein structure prediction
methods – Jpred4,46 PEP2D,47 PSIPRED,48 AlphaFold2 (ref. 49) –
using 261 curated and experimentally known structures from the
PDBe database. We applied our best structure predictor to map
the structural landscape of GRAMPA, the giant yet vastly
uncharted repository of antimicrobial peptides.

2. Materials and methods
2.1. GRAMPA dataset

2.1.1. Collection. We obtained the peptide sequences from
the GRAMPA repository (Giant Repository of AMP Activities),
a robust database created in 2018 that contains the sequences
of 6760 peptides.43 These sequences are associated with 51 345
experimental minimum inhibitory concentration (MIC) values
for 766 different bacteria, the most represented being E. coli (n
= 9150), S. aureus (n = 8954), and P. aeruginosa (n = 4966),
expressed in mM. MIC is the standard measure of antimicrobial
activity and refers to the lowest drug concentration capable of
inhibiting bacterial growth. In the present study, we only used
the MIC values to lter GRAMPA into subsets. The GRAMPA
repository and detailed information are available at: https://
github.com/zswitten/Antimicrobial-Peptides.

2.1.2. Cleaning. The creators of GRAMPA obtained the
peptide sequences and their experimental values from 5
different databases (APD,45 DAPD,50 DBAASP,51 DRAMP,52 and
YADAMP53) resulting in overlapping information (e.g., same
strain-associated sequences, activity measured against multiple
strains of the same bacterial species). We exclusively saved the
982 | Digital Discovery, 2023, 2, 981–993
unique pairs of peptide sequence – bacteria –MIC value, and we
eliminated sequences with non-canonical amino acids or some
unusual modication (i.e., other than amidation).
2.2. Benchmarking dataset

2.2.1. Identication of experimentally known PDB struc-
tures. In order to identify the structures associated with the
GRAMPA sequences, we used the Representational State
Transfer Application Programming Interface (REST API) of the
Protein Data Bank in Europe (PDBe). We modied three of the
tutorial scripts provided by the PDBe (available at: https://
github.com/PDBeurope/pdbe-api-training) to obtain the PDB
identiers of the structures associated with the GRAMPA
sequences, the sequences belonging to these identiers PDB
and the secondary structure ranges of these sequences.

2.2.2. Search for GRAMPA sequences in the PDBe database.
The PDBe REST API sequence search module uses the MMseqs2
algorithm (Many-against-Many sequence searching)54 to search
and cluster protein sequences with high precision in massive
datasets based on different identity thresholds.55 We carried out
a search with this module of all the GRAMPA sequences aer
the initial ltering against the PDBe database, saving all the
results that the algorithm returned without a restriction on the
maximum or minimum values of identity percentage and e-
value, obtaining the PDB identiers and the sequences of the
structures related to the consensus sequences.

2.2.3. Selection of GRAMPA peptide sequence–PDB struc-
ture pairs. To ensure that the structures obtained are signicant
for the study and represent a peptide and not a protein sequence
motif, the PDB structures whose sequence had a difference in
length greater than ve residues compared to the GRAMPA
sequences were eliminated. Subsequently, to guarantee a close
relationship between the GRAMPA sequences and the PDB
sequences, we calculated the Smith–Waterman distance56

between both groups. This algorithm performs a local alignment
of biological sequences to search for similar regions between
them, comparing motifs of different sizes to identify conserved
domains, so it is more reliable than the percentage identity
provided by the PDBe REST API sequence search module. The
Smith–Waterman distance was calculated as a percentage for
each GRAMPA peptide sequence–PDB structure pair, and only
those pairs with a Smith–Waterman distance of at least 0.70 (1
indicates two identical sequences) were retained. Finally, due to
the limitations of the secondary structure prediction algorithms
we use below, we removed sequences longer than 50 residues.

2.2.4. Extraction of secondary structure ranges (H, E, C).
We used the PDBe REST API secondary structure module, which
details the ranges of ordinary secondary structures (H: helices,
E: extended strand/b-sheets and C: coils) of residues found in
a polypeptide chain to determine the secondary structure of the
experimental tridimensional structures reported in PDBe. Some
sequences in PDBe have more than one reported structure,
which may be because they were reported by different research
laboratories, were obtained by different experimental methods,
or under different conditions. Because some of these structures
show discrepancies in the secondary structure ranges, we kept
© 2023 The Author(s). Published by the Royal Society of Chemistry
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only those sequences with only one reported structure.
Secondary structure ranges (H, E, C) were converted in
percentages (%).

2.3. Protein secondary structure prediction (PSSP) methods

Two-hundred sixty one GRAMPA sequences with related exper-
imental structure were used to test the performance of three
secondary structure prediction tools: Jpred4, PEP2D and
PSIPRED. The results are shown in ESI Table S1.† Jpred4 uses
the JNet 2.3.1 algorithm based on neural networks for the
prediction of secondary structure, solvent accessibility and
supercoiled helices of proteins. It can be used in single
sequences, sequence batches or multiple alignments and is
available as a web server at: https://
www.compbio.dundee.ac.uk/jpred/. It also has a REST API to
easily automate the predictions, we use this method in this
work. PEP2D is a tool developed in 2019 for the prediction of
peptide secondary structure, it uses a random forest type
multiclass classication algorithm and was built with
a database balanced by ordinary folding type with sequences
between 5 and 50 residues of length47 (http://crdd.osdd.net/
raghava/pep2d/). Finally, we used PSIPRED version 2.0, which
is based on neural networks to predict the ordinary states of
protein secondary structure,48 included in the PHYRE2 (ref.
57) protein secondary structure prediction (http://
www.sbg.bio.ic.ac.uk/∼phyre2/html/page.cgi?id=index).
Although version 4.0 of PSIPRED is available as a web server at:
http://bioinf.cs.ucl.ac.uk/psipred, it only allows secondary
structure prediction of one sequence at a time, so it was
unfeasible to use it with our dataset.

2.4. Protein tertiary structure prediction method

We predicted the tridimensional structures of 261 AMP
sequences using ColabFold,58 an easy-to-use interface using the
AlphaFold2 (ref. 49) technology within the Google Colab envi-
ronment. Their batch mode allows for the simultaneous protein
structure prediction of medium-large datasets. In order to
compare AlphaFold2 results with the aforementioned PSSP
tools, we assigned secondary structure ranges (H, E, C) to our
best-predicted structures using STRIDE.59

2.5. Comparing H, E, C distributions

Aer the secondary structure prediction of the GRAMPA
sequences with experimentally resolved structure, we calculated
the Jensen–Shannon distance between the secondary structure
probability distributions of each prediction method and the
experimental reference. The Jensen–Shannon distance is
calculated from the square root of the Jensen–Shannon diver-
gence and makes it possible to measure the similarity between
two probability distributions,60 it is based on the Kullback–
Leibler divergence, with the advantage of being symmetric. The
Jensen–Shannon distance is dened as:

JSD ðpkqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðpkmÞ þDðqkmÞ

2

r
(1)

where m ¼ pþ q
2

and D is the Kullback–Leibler divergence.
© 2023 The Author(s). Published by the Royal Society of Chemistry
2.6. GRAMPA structural prediction

We calculated the secondary structure of the GRAMPA
sequences with PEP2D, ltering out sequences with unusual
amino acids and keeping only those with a length of 50 residues
or less due to program limitations. Subsequently, we obtained
the density of sequences by secondary structure to identify the
largest structure represented, we repeated the procedure with
three different data subsets for the most represented microor-
ganisms in GRAMPA, and we evaluated the distribution of
antimicrobial activity for each type of secondary structure. We
then divided the original dataset into subclassications based
on their percentage composition of secondary structure into
seven groups: helical and coil, mostly helical, helical and
stranded, mostly stranded (b-sheet), stranded and coil, and
mixed structures and mostly coil.
2.7. Graphics

We displayed the predictions of the three states of secondary
structure (H, E, C) using a ternary plot with R version 4.1.2
(2021-11-01)61 in R Studio62 with libraries ggtern and ggplot. The
reported H/E/C values must be non-null to make sure that all
data points are considered for density estimation.
3. Results and discussion
3.1. Building the benchmarking dataset

3.1.1. Identifying and sorting known experimental struc-
tures. We initially set to benchmark four protein structure
prediction methods – Jpred4,46 PEP2D,47 PSIPRED48 and
AlphaFold2 (ref. 49) – using a curated dataset of peptide
sequences and their corresponding experimentally known
structures from the PDBe database. We collected our bench-
marking dataset from the GRAMPA repository (Giant Repository
of AMP Activities), including 6760 peptide sequences.43 These
sequences are associated with 51 345 experimental minimum
inhibitory concentration (MIC) values for 766 different bacteria,
the most represented being E. coli (n = 9150), S. aureus (n =

8954), and P. aeruginosa (n = 4966). Aer ltering for sequences
with undetermined or non-canonical amino acids, we obtained
6169 unique sequences and 45 498 associated MIC values for
738 unique bacteria. The sequences against E. coli, S. aureus and
P. aeruginosa will be used later in the study to compare the
predicted structural landscapes across the three bacterial
strains. We obtained 66 805 associations/pairs of a GRAMPA
sequence with a PDBe structure. However, these results only
comprised 2143 GRAMPA sequences related to 6087 unique
identiers. Many of these structures were related to more than
one GRAMPA sequence and that, of the total number of
sequences, only 34.7% had a related experimental structure
(Fig. 1A). Aer reviewing themost prevalent biomolecules in our
results (Fig. 1B), we observed large proteins that were only
distantly related to the GRAMPA sequences through a short
sequence motif with a signicant degree of sequence identity
between the two. Therefore, they did not truly represent the
structures of the peptides present in GRAMPA. For example, we
identied 36 GRAMPA sequences related to 364 PDBe
Digital Discovery, 2023, 2, 981–993 | 983
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Fig. 1 Obtaining our benchmarking dataset of GRAMPA sequences and related PDBe structures. (A) Percentages of GRAMPA sequences with or
without related experimental structures, (B) comparing length and identity between GRAMPA sequences and matching PDBe sequences, (C)
peptides or proteins with the largest number of related GRAMPA sequences, and (D) most represented AMP families after filtering the repository.
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identiers belonging only to our most represented a-subunit of
haemoglobin (Fig. 1C), leading to 10 788 associations or pairs.

3.1.2. Selecting pairs of peptide sequences–PDBe struc-
tures. To ensure accuracy in our benchmarking study, we only
considered peptides and concise structures, instead of peptide
motifs or domains in larger proteins (Fig. 1C). They can result in
varying secondary structures even though they are identical
sequences. We ltered our results to retain only the structures
belonging to peptides representative of the study. We further
ensured that our selected GRAMPA and PDBe sequences
(belonging to the experimental structures) had a maximum
984 | Digital Discovery, 2023, 2, 981–993
difference in length of no more than ve residues. As a result,
we obtained 11 266 pairs of GRAMPA sequences and PDBe
structures, with 1475 GRAMPA sequences linked to 1905 PDBe
structures that belong to 1015 PDBe sequences. We then
calculated the Smith–Waterman distance between the GRAMPA
and PDBe sequences, retaining only those with a minimum
similarity of 70%. Our dataset consists of 3158 pairs, with 787
unique GRAMPA sequences and 723 PDBe structures. Finally,
we removed sequences longer than 50 residues (due to the
limits of secondary structure prediction tools), reducing the
number to 2811 pairs, with 737 unique GRAMPA sequences, 435
© 2023 The Author(s). Published by the Royal Society of Chemistry
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PDBe structures and 320 PDBe sequences. We conrmed the
usefulness of our lters by re-assessing the most prevalent
biomolecules in our results, AMP families (Fig. 1D).

3.1.3. Extracting the secondary structure ranges. Using the
PDBe REST API secondary structure module, we obtained the
ranges of secondary structure (H: helices, E: extended strand/b-
Fig. 2 The structural landscape of our benchmarking dataset. (A) Tern
GRAMPA-related PDBe structures based on their experimental methods.
ID: 7NS1), (2) termicin (1MM0), (3) synthetic arenicin-3 analogue (5V11), (4)
peptide 1a-1 (6RY9). (B) Solvents used to solve the 212 NMR solution s
silapentane-1-sulfonate). (C) General distribution of each secondary stru

© 2023 The Author(s). Published by the Royal Society of Chemistry
sheets and C: coils) from residues found in the selected 435
PDBe structures. In some cases, we noted that multiple PDBe
structures associated with the same GRAMPA sequence pre-
sented inconsistencies with their secondary structure annota-
tions, as illustrated in Fig. S1.† We only kept 261 GRAMPA and
PDBe sequences with only one experimentally known PDBe
ary plot illustrating the secondary structure compositions for the 261
The following six examples serve as structural markers; (1) pepG1 (PDB
kalata B1[W23WW] (2MN1), (5) circulin A (1BH4) and (6) pleurocidin-like
tructures (TCT: tri-N-acetylchitotriose, DSS: sodium 4,4-dimethyl-4-
cture (H, E, C) across our experimental references.

Digital Discovery, 2023, 2, 981–993 | 985
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structure. We displayed the results on a ternary plot (Fig. 2A),
where each point in the gure represents a peptide structure,
and its location in the plane alludes to its composition in
secondary structures (H, E, C), expressed in percentages. These
261 structures represent our references or ground truth. Most
structures were solved using nuclear magnetic resonance
(NMR) spectroscopy in solution (212 structures), 45 were solved
using X-ray crystallography, 3 using solid-state NMR spectros-
copy, and 1 with electron microscopy. Fig. 2B highlights the
different solvents used in solution NMR spectroscopy. About
half of the NMR experiments were executed in deuterated water,
51 in micelles [sodium dodecyl sulfate (25) or dodecylphos-
phocholine (23) or lipopolysaccharide (3)], 33 in solvent
mixtures [water with acetonitrile (4) or ethanol (1) or methanol
(1) or isopropanol (1) or triuoroethanol (25) or hexa-
uoroisopropanol (1)], 23 in buffers [sodium or potassium
phosphate (8), sodium acetate (15)]. Finally, two structures used
tri-N-acetylchitotriose (TCT) or sodium 4,4-dimethyl-4-
silapentane-1-sulfonate (DSS). The complete details are avail-
able in Table S1.† We selected six peptides (1–6) and their
respective known NMR solution structures to illustrate the
structural trends across the ternary plot (PBDe IDs in paren-
theses). Complete helical structures are located on the top
corner of the plot (e.g. pepG1 – (1)/7NS1), whereas coiled and
stranded structures (i.e., circulin A – (5)/1BH4 and arenicin-3
analogue – (3)/5V11) would show at the bottom-right and
bottom-le corners, respectively. The general examination of
the 261 GRAMPA-related structures revealed that coiled motifs
were the most common, accounting for 47.53% of the entire
dataset. This was followed by helices (H) and extended strands/
b-sheets (E), which made up 34.48% and 17.98% of the dataset,
respectively (Fig. 2C). The prevalence of coiled motifs can be
attributed to their role as linker between helical and strand
segments. As a result, it is not surprising that there are no
structures made entirely of extended strands (E), as each pair of
parallel or antiparallel chains forming a b-sheet will be linked
by a coiled segment.
3.2. Evaluating the performances of four protein predictors

3.2.1. Protein secondary structure predictions. We set to
benchmark multiple protein secondary structure prediction
(PSSP) methods to establish a fast and reliable approach to
estimating the structural diversity of medium-large training
datasets. Several PSSP methods lacked maintenance or
provided the structural prediction for a single query each time.
We selected three publicly available – Jpred4,46 PEP2D,47 and
PSIPRED (using the version included in the PHYRE2 suite).48We
subjected the 261 GRAMPA sequences to these three PSSP
methods and compared their performances across the assess-
ment of the three secondary structure states (H, E, C), as listed
in Table S2.† Their performances were measured using the
Jensen–Shannon divergence (JSD) between the secondary
structure probability distributions (predictions) of each PSSP
method and the experiments. JSD values range from 0 (both
distributions are identical) to 1 (for completely different
distributions). In short, the closer one H/E/C distribution is to
986 | Digital Discovery, 2023, 2, 981–993
the one made by experimental reference, the smaller the JSD is.
The best structural predictor would be the one with the smallest
Jensen–Shannon distance. Fig. 3A illustrates the predictions of
each PSSP method (cyan) versus the experimental distributions
(blue, ground truth) for the three-state secondary structures –H:
helices, E: extended strand/b-sheets and C: coils. Overall, we
observed that PEP2D predictions were the closest to the exper-
imental distributions across the three states. We also noted
that, for all three PSSP methods, the predicted distributions for
b-sheet motifs were the furthest from the experimental distri-
bution (largest JSD values), which could suggest that these
models have more difficulty in predicting this structure class.

PEP2D predictions remained the closest to the experimental
distributions (lowest JSD values) across the three secondary
structure states, the experimental methods, and the NMR
solvent conditions, as illustrated in Fig. 3C. PEP2D underwent
training with consideration given to the imbalance of secondary
structures.47 Indeed, its training dataset was heavily populated
with coiled motifs, leading to a skewed outcome towards this
particular secondary structure. To address this issue, the
authors employed a balancing technique, where the weight
each secondary structure holds in the prediction was adjusted
based on the ratio between the most abundant secondary
structure and the one that needed to be balanced. This could
account for its good performance in predicting the three
secondary structure states. In addition, PEP2D was solely
trained using peptide sequences unlike Jpred4 and PSIPRED. As
a result, we anticipated that PEP2D would perform better when
tested with sequences of similar length distributions that it was
trained on. Finally, Fig. S2† displayed the distribution of PEP2D
secondary structure predictions (cyan) compared to the ground
truth (blue). The six structures mentioned above also depicted
the differences between PEP2D predictions and experimental
references. The lines indicated the error between the three-state
secondary structures (H, E, C) measured between PEP2D
predictions and corresponding experimental references. For
example, the small lines for (1) pepG1 (7NS1), (2) termicin
(1MM0), and (4) kalata B1[W23WW] (2MN1) suggested minor
errors. In contrast, the lines for (3) arenicin-3 analogue (5V11),
(5) circulin A (1BH4) and (6) pleurocidin-like peptide 1a-1
(6RY9) were wider suggesting more noticeable prediction
errors. However, these errors remained local as the predictions
and the experimental structures were predominantly in the
same structural “regions”.

3.2.2. AlphaFold2 and STRIDE. With the advent of Alpha-
Fold2 (AF2)49 and its subsequent implementation in Colab-
Fold,58 we could predict the tridimensional peptide structures
of our benchmarking dataset. ColabFold batchmode allowed us
to simultaneously predict the tridimensional structures for our
261 GRAMPA sequences. For each sequence, we picked the best
AF2 predictions with the highest pLDDT (local distance-
dependent transition) and pTM (predicted template model-
ling) scores out of ve models. Most models presented pLDDT
scores above 80; the results are available in Table S3† and the
generated structures in our public repository. These values
reect the reliability of the predictions made by the algorithm
between protein structures. The pLDDT values range from 0 to
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Comparing four structural predictionmethods. (A) Violin plots showing the distributions of the three secondary structure states– helix (H),
strand (E), and coil (C) – across the three PSSP methods Jpred4, PEP2D, PSIPRED for our benchmarking dataset. (B) Violin plots showing the
performances of AlphaFold2 with STRIDE. Jensen–Shannon divergences (JSD) indicate similarities between the predicted and experimental
distributions, a low value is synonymous with high similarity. Horizontal dash lines indicate the median and quartiles lines. (C) JSD values across
different experiment methods and nuclear magnetic resonance (NMR) solvent conditions.
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100, with higher values indicating more accurate AF2 predic-
tions. We could observe pLDDT scores per residue and averaged
across the entire peptide sequence. Likewise, the pTM values
range from 0 to 1, with higher values indicating more accurate
AF2 predictions. We presented these scores grouped by the
experimental methods and different NMR solvents in Fig. S3A
and B.† We observed that the best AF2 predictions were ob-
tained for PDBe structures experimentally solved using X-ray
crystallography. In contrast, solid-state NMR spectroscopy and
electron microscopy experiments led to the worst AF2 predic-
tions. AlphaFold2 predictions for the 212 PDBe structures from
solution NMR spectroscopy experiments vary signicantly,
likely to differences in used solvents. The lowest pLDDT scores
are associated with experiments solved in methanol or water :
methanol conditions, whereas the highest scores were observed
with experiments in buffers, micelles and water.
© 2023 The Author(s). Published by the Royal Society of Chemistry
In order to compare our newly predicted AF2 structures to the
protein secondary structure predictions, we submitted each
selected AF2 structure to the STRIDE webserver59 and measured
the 3-state secondary structures (H, E, C) of each structure. The
selected 261 AF2 predictions, their corresponding STRIDE
assessments were summarised in Table S2.† In Fig. 3B and S5,†
we depicted the AF2+STRIDE predictions (cyan) against experi-
mental distributions (blue) across the three secondary structure
states (H, E, C). The results indicated that AF2+STRIDE out-
performed PEP2D with its predictions closer to the experimental
distributions for the helical and stranded states (respective JSD
values of 0.262 and 0.256). These observations remain true with
PDBe structures solved using X-ray crystallography and certain
NMR solvents (i.e., methanol, buffers), as depicted in Fig. 3C. In
contrast, all three PSSPmethods accounted for better predictions
of the coiled state than AF2+STRIDE (C: JSD= 0.254), particularly
Digital Discovery, 2023, 2, 981–993 | 987

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3dd00045a


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
gi

ug
no

 2
02

3.
 D

ow
nl

oa
de

d 
on

 2
9/

10
/2

02
5 

05
:1

8:
16

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
for PDBe structures solved in aqueous NMR solutions like water,
micelles or mixtures, see Fig. 3C. Our results corroborate the
recent ndings by McDonald and co-workers regarding the
performance of AlphaFold2 in predicting 588 peptide structures
between 10 and 40 amino acids.63 The authors also reported that
AF2 predicted helical (H) and stranded/b-sheets structures with
high accuracy, but the program failed with segments presenting
low pLDDT scores, oen associated with coils (C). Our approach
combining AlphaFold2 and STRIDE was more time-consuming
and computer-intensive than PSSP methods. Despite these
shortcomings, the coupled method represents an excellent
alternative to PEP2D, particularly for peptide sequences with 50
or more residues.

3.3. Mapping the structural landscape of GRAMPA

Considering the rapid implementation of PEP2D to estimate
secondary structures of our benchmarking dataset, we chose to
apply this tool to the entire GRAMPA repository. Aer elimi-
nating sequences with unusual amino acids and length greater
than 50 residues, we submitted 5980 GRAMPA sequences to
PEP2D for secondary structure prediction.

The results are shown in Fig. 4, where each dot represents
the PEP2D prediction of a GRAMPA sequence across the 3-state
secondary structures (H, E, C). We also depicted the density of
structures present in GRAMPA using a colour gradient (green
“low” – red “high”). Our analysis showed that the peptide
dataset is heavily populated with sequences that are likely
forming helices and sequences with a fully extended structure
(coils). The abundance of helical structures may be due to
evolutionary forces that have preferred them, but it may also
stem from certain studies that purposely skew their predictive
and generative models towards these AMP structures.23,26 We
noticed that specic dots followed each other forming straight
lines. They corresponded to PEP2D predictions that presented
Fig. 4 Predicting the structural space of GRAMPA. Ternary plot (points a

988 | Digital Discovery, 2023, 2, 981–993
similar or identical values for two of the 3-state secondary
structures (H, E, C); they were not homologous sequences.

To ease readership of GRAMPA structures based on their
secondary structure composition, we created a classication
system using a graphical representation of the percentage of
structural composition. The segmentation was done by dividing
the ternary plot into three triangles and assigning a structural
class to each intersection of their edges (Fig. 4). The resulting
seven classes were: helical and coiled structures (1), mostly helical
structures (2), helical and stranded/b-sheet structures (3), mostly
b-sheet structures (4), stranded/b-sheet and coiled structures (5),
mixed structures (7), and mostly coiled structures (7). Here, we
report the largest structural prediction of AMPs with 5980
sequences. Our segmented analysis further conrmed that the
GRAMPA repository is dominated by helical and coiled structures
(1), with three-four times more sequences than the second most
represented classication, mostly coiled structures (6), i.e. 65.1%
versus 17.8% (Table 1). In contrast, structural classes (2)–(4) were
disregarded due to the few structures they contained (<2%).
Finally, stranded and coiled structures (5) and mixed structures
(7) represent about 15% of the entire dataset.

Before our study, Kozic and co-workers conducted the large-
scale Rosetta ab initio modelling of 184 AMPs containing
between 20 and 120 residues.64 The authors measured PSIPRED
secondary structure predictions and clustered all 184 peptides
into one of 4 structural classes; all-a, all-b, ab and coil. About
half were predicted to fold into a-helices, supporting our
general observation that helical structures dominate fold spaces
of the benchmarking dataset and GRAMPA (structural classes 1
and 2, Table 1). In addition, stranded/b-sheets structures rep-
resented about 15% of their dataset in agreement with GRAMPA
(structural classes 4 and 5). These percentages were higher in
the benchmarking dataset for PDBe structures and PEP2D
predictions. Unlike our study, the authors indicated few coiled
nd density map) showing the PEP2D secondary structure predictions.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Structural landscapes of the benchmarking dataset (N = 261 peptides) and GRAMPA (N = 5980) across the 7 structural classes (1)–(7),
according to their known experimental structures (PDBe) or secondary structure predictions (PEP2D or AF2+STRIDE)

Structural class

Benchmarking dataset
(N = 261)

GRAMPA
(N = 5980)

PDBe % PEP2D % AF2+STRIDE % PEP2D %

1 Helices and coils 90 34.5 106 40.6 46 17.6 3892 65.1
2 Mostly helices 36 13.8 3 1.1 72 27.6 88 1.5
3 Helices and strands 1 0.4 0 0.0 0 0.0 0 0.0
4 Mostly strands (b-sheets) 4 1.5 0 0.0 0 0.0 1 0.0
5 Strands and coils 63 24.1 113 43.3 89 34.1 754 12.6
6 Mostly coiled structures 27 10.3 15 5.7 4 0.0 1063 17.8
7 Mixed structures 40 15.3 24 9.2 50 19.2 182 3.0
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structures – i.e., 0.5% vs. 17.6% (structural class 6) – and many
ab structures – i.e., 33.7% vs. 3.1% (structural classes 3 and 7).
The differences in the number of peptide sequences, ranges in
sequence length, PSSP predictions and disulde-rich structures
between the three datasets might explain these variations in
percentages (Table 1). In Fig. 3A, PSIPRED was less successful
than PEP2D in predicting the 3-state secondary structures
(H, E, C) for the 261 AMPs.

In 2021, Morita and co-workers implemented PSIPRED
predictions to protein sequences from multiple species.65 The
Fig. 5 Predicting the structural spaces of GRAMPA subsets. Ternary plo
predictions applied to 4 subsets against E.coli (top-left and bottom-left)

© 2023 The Author(s). Published by the Royal Society of Chemistry
authors found that proteins from eukaryotic origins were rich in
helices and coils, whereas bacteria and archaea abound in
stranded proteins. Some of the public AMP databases that form
GRAMPA indicate their taxon diversity. For example, 73% of
APD3 include peptides from animals.45
3.4. Mapping the structural landscapes of GRAMPA subsets

The release of GRAMPA43 in 2019 has led several research
groups to develop generative ML models capable of designing
ts (points and density map) showing the PEP2D secondary structure
, S. aureus (top right) and P. aeruginosa (bottom-right).

Digital Discovery, 2023, 2, 981–993 | 989
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Table 2 Structural landscapes of four GRAMPA subsets against the three bacterial strains E. coli, S. aureus and P. aeruginosa, across the 7
structural classes (1)–(7)

Structural class

E. coli S. aureus P. aeruginosa E.coli (PepVAE)

N = 4567 % N = 4146 % N = 2519 % N = 3367 %

1 Helices and coils 3059 67.0 2805 67.6 1751 69.5 2578 76.6
2 Mostly helices 71 1.6 66 1.6 42 1.7 56 1.7
3 Helices and strands 0 0.0 0 0.0 0 0.0 0 0.0
4 Mostly strands (b-sheets) 0 0.0 1 0.0 0 0.0 0 0.0
5 Strands and coils 525 11.5 466 11.2 260 10.3 97 2.9
6 Mostly coiled structures 800 17.5 694 16.7 413 16.4 610 18.1
7 Mixed structures 112 2.4 114 2.7 53 2.1 26 0.8
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broad-spectrum AMPs25,44 and strain-specic AMPs.26,27,66–69

Most studies described their AI-generated AMPs to share similar
physicochemical properties (i.e., hydrophobicity, hydrophobic
moment, global charge) and similar amino acid composition
(i.e., moderate-high fractions in alanine, valine, glycine, lysine,
arginine) to their training sets. In addition, some would predict
the newly generated peptides to fold into a-helices using helical
wheel representation and circular dichroism,25,27 protein struc-
ture predictors,26,66,69 or molecular dynamics simulations.68 The
training sets oen consisted of sequences with proteinogenic
residues (except cysteine), positively charged, between 10 and
52 residues in length, and potentially amidated on their C-
terminus. Their secondary or tertiary structures were oen
ignored but assumed to be helical.

Thus, we explored the structural composition of GRAMPA
sequences inhibiting the three bacterial strains E. coli, S. aureus
or P. aeruginosa (FASTA sequences, see Data availability). Aer
eliminating sequences with unusual amino acids and lengths
greater than 50 residues, we displayed PEP2D secondary struc-
ture predictions of the three GRAMPA subsets in Fig. 5 – top-le:
E. coli N = 4,567, top-right: S. aureus N = 4,146, and bottom-
right: P. aeruginosa N = 2519. In addition, we reported the
secondary structures for 3367 GRAMPA sequences (Fig. 5,
bottom-le); the subset is quasi-identical to the 3280 training
sequences used to build PepVAE,26 showing antimicrobial
activity against E. coli. The results, summarised in Table 2,
alluded that the rst three subsets would mimic the fold land-
scape of GRAMPA; where most of the sequences (i.e., 67–69.5%)
may fold into a-helices (1) and another 16.4–17.5% would
predict as mostly coiled structures (6). The structural classes
(2)–(4) were merely observed (<2%). Stranded and coiled struc-
tures (5) andmixed structures (7) represented 12.4–13.9% of the
subsets.

Our structural analysis of the PepVAE-like subset (Fig. 5,
bottom-le) predominantly showed three-four times more
helical and coiled structures (1) than mostly coiled structures
(6). The structural classes (2)–(4) were quasi-inexistent.
Removing cysteine-rich sequences to the original E. coli subset
has drastically reduced PEP2D predictions across stranded and
coiled structures (5) andmixed structures (7), i.e., <4% (Table 2).
These observations coincided with Dean and co-workers’
observations, where their generated AMPs against E. coli were
likely folding into a-helices (Group B, Fig. 3 and 5A).26 Likewise,
990 | Digital Discovery, 2023, 2, 981–993
the authors reported that the generated AMPs against S. aureus
or P. aeruginosa would mostly be a-helical structures. We can
therefore assume that removing cysteine-rich sequences from
the relevant subsets would enrich their training sets with folds
from structural classes (1), (2) and (6). Notably, their strain-
specic predictive models towards the three bacterial strains
were prone to fewer errors between predicted and experimental
MICs with the a-helical subset (Group B) than the one with
more diverse structures (Fig. 5B). These results suggested a bias
towards a-helical structures from model training and models
that might not generalise well over other structural classes. It
further highlights the importance of estimating the structures
of medium-large training datasets before building predictive or
generative ML models.
4. Conclusions

The present study searched for a fast and reliable approach to
estimate the structural diversity of medium-large training
datasets for general fold discovery. We considered three protein
secondary structure predictors (PSSP) Jpred4, PEP2D, PSIPRED
and the 3D structure predictor AlphaFold2 (batch mode) in
combination with STRIDE for secondary structure annotation.
We benchmarked the four PSP methods comparing 261 curated
and experimentally known PDBe structures with their predicted
3-state secondary structures (H, E, C). PEP2D predictions were
the closest to the experimental distributions across the three
states among the PSSP methods. Our results also revealed that
the AlphaFold2+STRIDE approach provided more accurate
predictions of helical and stranded/b-sheet structures, but PSSP
methods performed better for coiled structures. The protein
secondary structure predictor PEP2D is fast, and its results were
comparable to those of AlphaFold2+STRIDE to estimate the
structural landscape of sequential datasets with less than 50
residues. The coupled method represents an excellent alterna-
tive to PEP2D, particularly for peptide or protein sequences with
50 or more residues.

Considering the rapid implementation of PEP2D, we
explored the structural landscape of GRAMPA, the giant yet
vastly uncharted repository of antimicrobial peptides (AMPs).
Our analysis showed that most 5980 peptide sequences would
adopt helical structures (65.1%), random coils (17.8%), and b-
stranded and mixed structures accounted for the rest. We
© 2023 The Author(s). Published by the Royal Society of Chemistry
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observed similar structural compositions across three strain-
specic GRAMPA subsets against E. coli, S. aureus or P. aerugi-
nosa. Removing cysteine-rich sequences further enriches the
subset with helical and coiled structures. Finally, we introduced
a new classication system for peptide structures based on their
secondary structure composition, which provided a convenient
way to visualize and compare the diversity of AMP folds. The
abundance of helical structures may be due to evolutionary
forces that have preferred them, but it may also stem from
specic studies that skew their sequence-based predictive and
generative models towards this structural class. Early peptide/
protein structure prediction of medium-large training datasets
becomes crucial prior to building predictive or generative ML
models.

Data availability

Fig. S1 and Tables S1, S2 are available in ESI.† Data and scripts
used to reproduce the computational experiments: (1) extract-
ing information from Protein Data Bank in Europe (PDBe)
database, (2) annotating secondary structure annotation of
AlphaFold2-predicted structures with STRIDE, (3) bench-
marking secondary structure states (H/E/C) for different protein
structure predictors (AlphaFold2, PEP2D, Jpred, PHYRE2) and
(4) plotting peptide/protein structural landscape(s) are available
at: https://github.com/DanielAldas/Benchmark-PSP.
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© 2023 The Author(s). Published by the Royal Society of Chemistry

https://github.com/yangkky/Machine-learning-for-proteins
https://github.com/yangkky/Machine-learning-for-proteins
https://github.com/Peldom/papers_for_protein_design_using_DL
https://github.com/Peldom/papers_for_protein_design_using_DL
https://doi.org/10.1101/558791
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3dd00045a


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
gi

ug
no

 2
02

3.
 D

ow
nl

oa
de

d 
on

 2
9/

10
/2

02
5 

05
:1

8:
16

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
A. Potapenko, A. Bridgland, C. Meyer, S. A. A. Kohl,
A. J. Ballard, A. Cowie, B. Romera-Paredes, S. Nikolov,
R. Jain, J. Adler, T. Back, S. Petersen, D. Reiman, E. Clancy,
M. Zielinski, M. Steinegger, M. Pacholska, T. Berghammer,
S. Bodenstein, D. Silver, O. Vinyals, A. W. Senior,
K. Kavukcuoglu, P. Kohli and D. Hassabis, Highly accurate
protein structure prediction with AlphaFold, Nature, 2021,
596, 583–589.
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