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luation and data requirements for
parallel kinetic experimentation and data-driven
reaction identification and optimization†

Nathan Jiscoot, Evgeny A. Uslamin ‡* and Evgeny A. Pidko *

Recently there has been growing interest in implementing the high-throughput approach to access the

dynamics of chemical processes across different fields. With an ever-increasing amount of data provided

by high-throughput experimentation, the development of fully-integrated workflows becomes crucial.

These workflows should combine novel experimental tools and interpretation methods to convert the data

into valuable information. To design feasible data-driven workflows, it is necessary to estimate the value of

information and balance it with the number of experiments and resources required. Basing this kind of

workflow on actual physical models appears to be a more feasible strategy as compared to data-extensive

empirical statistical methods. Here we show an algorithm that constructs and evaluates kinetic models of

different complexity. The algorithm facilitates the evaluation of the experimental data quality and quantity

requirements needed for the reliable discovery of the rates driving the corresponding chemical models.

The influence of the quality and quantity of data on the obtained results was indicated by the accuracy of

the estimates of the kinetic parameters. We also show that this method can be used to find correct

reaction scenarios directly from simulated kinetic data with little to no overfitting. Well-fitting models for

theoretical data can then be used as a proxy for optimizing the underlying chemical systems. Taking real

physical effects into account, this approach goes beyond: we show that with the kinetic models, one can

make a direct, unbiased, quantitative connection between kinetic data and the reaction scenario.
Introduction

Human intuition is progressively nding itself challenged by
computational techniques in the current digital era. Machine
learning is aiding, or even improving decisions made based on
human intuition.1 The performance of machine learning
methods directly relates to data and its characteristics. Data-
driven guidance is already applied to help chemists, chemical
engineers, or automated machines make decisions.2–7 Further-
more, high-throughput experimentation and automation are
rapidly gaining popularity in chemistry, focusing the entire eld
on the adoption of novel data-driven methodologies and
workows.8–11

In designing data-centered workows, it is key to understand
the required data quantity and quality. While the Design of
Experiments (DoE) approach is widely used for guiding chem-
ical decisions, the models it produces are oen purely mathe-
matical or statistical.12–17 A method accounting for physical and
of Chemical Engineering, Del University

9 HZ Del, The Netherlands. E-mail:

.nl

tion (ESI) available. See DOI:

, The Netherlands.

–1005
chemical effects would provide richer insights into the investi-
gated problems. Such an approach has been proven benecial
in spectroscopy and catalysis.18–20

Dynamic chemical processes are typically modeled with
a system of ordinary differential equations (ODEs) that describe
reaction kinetics. Fitting the experimental data to a model can
provide single-metric parameters which can be used for the
optimization or to gain mechanistic understanding.21,22

However, modeling more complex processes using intricate
ODE systems without excessive simplications is less frequently
pursued.23 For instance, in the eld of catalysis, kinetic studies
oen rely on formal phenomenological lumpmethods.24 Recent
reports have highlighted the potential of machine learning for
the automatic classication of reaction mechanisms based on
kinetic data.25 Yet, these approaches neglect the intricate
mechanistic details underlying and dening the efficiency of
the catalytic transformations.26,27

The high complexity and elusiveness of catalytic mecha-
nisms make high-throughput experimentation approaches
particularly suitable for their investigation. The large volumes
of data from such experiments offer rich opportunities for
information extraction methods. Catalytic reactions are typi-
cally controlled by complex networks of chemical trans-
formations, which are oen complicated by various dynamic
processes, such as transport phenome and catalyst
© 2023 The Author(s). Published by the Royal Society of Chemistry
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deactivation, which can be dened by differentials but do not
directly tie into the primary catalytic conversion. This
complexity is the primary challenge in catalysis modeling,
quickly escalating the number of required parameters and
differential equations for its comprehensive description.28

Consequently, empirical tting of data using knowingly over-
simplied or traditional models is a common practice that
allows to reduce the dimension and extract empirical parame-
ters, which can be further used to describe or optimize the
system. However, such approaches may disregard the intricate
relations between various parameters, and the resulting opti-
mization may fall short of a chemically informed optimum.

An ODE model can enhance the optimization, while
accounting for limits, equilibria, competing reactions, and
many other effects, which are otherwise easily overlooked. An
accurate system of ODEs would represent a reaction model,
creating a direct link between data and proposed reaction
pathways, which could be crucial for extracting valuable
insights from chemical kinetic data.

Recently, there has been a growing interest in the application
of machine learning and AI methods for the analysis of chemical
kinetics. Such approaches can be used to discriminate different
kinetic scenarios or even predict reaction mechanism.29,30 Neural
networks, including physics-informed neural networks
(PINN's),31,32 have successfully been used to reconstruct kinetic
models from chemical data. However, these methods demand
extensive data and vast computational resources to construct and
operate the networks. To implement wider the automated kinetic
modeling approaches in daily catalysis research practice, it is
critically important to reduce the entry bar to the kinetic analysis
automation and minimize the associated computational costs.
With the creation of larger kinetic datasets becoming increas-
ingly commonplace, there is a pressing need for more user-
friendly and easily adjustable soware that can run efficiently
on standard laptops and lab-PCs.

Herein, we report a Chemt method (Fig. 1) for the design
and evaluation of kinetic experiments based on kinetic models.
The presented algorithm can both be used to study complex
chemical systems and to evaluate the quality of data across
multiple kinetic datasets. It is capable of extracting the rate
constants of various chemical phenomena directly from the
limited kinetic data. Using synthetic data, we evaluate the effect
of model complexity on data quality and quantity requirements.
We also investigate the aptitude of Chemt for aiding in the
discovery of correct reaction systems. Besides the base algo-
rithm, a complementary Bayesian optimization algorithm is
tested. The power and capabilities of the presented approach
are tested and illustrated using a homogeneous catalytic ester
hydrogenation reaction as a representative example process.33,34

The paper is organized as follows. It starts with a concise
description of the methods, followed by the results sections, in
which the sub-sections Model construction and Synthetic data
generation and tting summarize the central parameters,
model, and data tting process in the research visually and in
detail. Next, the sub-section Data quality evaluation presents
the analysis of the inuence of many data quality and quantity
parameters on the veracity of the rates found by Chemt. In the
© 2023 The Author(s). Published by the Royal Society of Chemistry
subsequent Comparison of correct and incorrect models
section the accuracy of the method for nding the correct
reaction system directly from the kinetic data is explored.
Aerwards, the Optimization section compares the accuracy of
nding chemical optima using a Bayesian optimizer alongside
the used differential model with the rate estimates found by the
Chemt. The conclusion sections of the manuscript summarize
the main aspects and evaluation of the algorithms as well as the
key results of the analysis.

Methods

Kinetic data were simulated and tted in python using the
jupyter notebook API. The simulations were made with the initial
value problem solver from the SciPy.Integrate package. The
simulated data were used to analyze the performance of
Chemt, aiming to reconstruct reaction rates directly from the
kinetic data. The tting was done by using the lmt package to
construct a list of parameters that are varied to nd optimal ts.
The minimize function was used to minimize the R-squared
score produced with the scikit-learn r2_score function by
comparing the simulation results to the provided data. For the
optimization of the initial conditions, the BayesianOptimization
package was used. Progress was tracked with the progressbar2
package. The nal results were visualized using matplotlib and
pandas. The workow is openly accessible via https://
github.com/EPiCs-group/ODE_tter.

The workow overview for Chemt is schematically pre-
sented in Fig. 1. First, a set of various kinetic models is con-
structed manually based on formal kinetics and prior chemical
knowledge of the system. The set should include models of
different complexity ranging from knowingly over-simplied to
more complete ones which include all possible reactions and
catalytic intermediates. The models are expressed in strings
(e.g. “A + B + cat / C + cat”) which is a conventional form to
describe kinetic processes. The program contains functions to
convert the conventional string notation into Python-
interpretable sets of ODE's.

Alternatively, an additional program ChemKinScreen can be
used. We developed ChemKinScreen to use a list of all reaction
components to compile different kinetic scenarios. It can aid in
the exploration when one is uncertain about the choice of the
appropriate reaction system. It takes a more modular approach
to construct a reaction system, making it possible to explore
many similar systems with different reactions. This could
drastically reduce the effort required for the identication of the
best set of ODE's to represent kinetic data.

Additionally, both programs include functions for making
synthetic datasets containing user-dened noise and variations
in data resolution, initial reaction conditions, and the number
of measured parameters. Using the programs with synthetic
data can help in predicting the data quality and quantity
required for desired results with a certain reactionmodel. These
insights can be used either to design the experiment or to check
the information value of the existing data set. The models are
then used to t the experimental data and the best model can be
used to optimize the reaction parameters.
Digital Discovery, 2023, 2, 994–1005 | 995
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Fig. 1 Illustration of the Chemfitworkflow. Depicted from left to right: first, fitting current data with current systems; second, estimation of data
requirements by using a currentmodel, synthetic data, and rate parameter best guesses; third, finding better systems after real measurement, and
finally, results and optimization.
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Results and discussion
Model construction

The showcase process chosen to illustrate the extended capabil-
ities of Chemt is homogeneous catalytic ester hydrogenation
reaction. This catalytic process has been extensively studied by our
research group in the last decade.34–37 The extensive literature on
catalytic ester hydrogenation has been summarized and critically
discussed in several excellent review papers.33,34,38–40 This catalytic
process is highly complex and besides the main catalytic reaction,
oen involves catalyst deactivation, product inhibition, formation
of various resting states, and in some cases, diffusion limitation.

Fig. 2 depicts the base reaction model of catalytic conversion
of an ester substrate to two alcohol products considered in this
study. The catalytic reaction is accompanied by such processes
as the transesterication that yields a trans-ester by-product/
intermediate as well as the catalyst activation (e.g. H2 activa-
tion) and deactivation reactions (e.g. ill-dened degradation
paths).27 The activation step is a part of every turnover that
yields the reactive hydride catalytic species. The deactivation
entails the catalyst species becoming permanently unreactive,
resulting in the decreased effective concentration of the catalyst
and, accordingly, in the gradual decrease of the reaction rate
with time-on-stream. Since the true concentration of the cata-
lyst in the reaction mixture is difficult to access experimentally
in situ, our method also aims at providing the means to estimate
the dynamics of “hidden” species from measurable ones.
996 | Digital Discovery, 2023, 2, 994–1005
Fig. 3 summarizes two primary parameter classes that
determine a chemical process. The rst class describes the
inherent parameters, including the rate constants (k1, k2, etc.),
activation energies (Eact1, Eact2, etc.), and pre-exponential factors
(A1, A2, etc.). The activation energies and pre-exponential factors
will henceforth be referred to as the ‘kinetic parameters’ to
distinguish them together from the rate constants. The second
class describes the variable external initial parameters
including temperature (T), hydrogen pressure (P), and the
concentrations of the reactants (CE, Ccat, etc.). Chemt is devel-
oped to recover the inherent parameters from the kinetic data,
while the variable parameters add variation to the datasets, thus
facilitating the discovery of error.

With the chemistry and parameters dened, the ‘base
model’ can now be constructed, as expressed in eqn (1)–(7):

dCE=dt ¼ �k1 � CE � Cactcat � k2 � CE � CA1
þ k�2 � CtE � CA2

(1)

dCA1

�
dt ¼ k1 � CE � Cactcat � k2 � CE � CA1

þ k�2 � CtE � CA2

þ 2� k3 � CtE � Cactcat

(2)

dCA2

�
dt ¼ k1 � CE � Cactcat þ k2 � CE � CA1

þ k�2 � CtE � CA2

(3)
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The reaction scheme for ester hydrogenation used for data synthesis and fitting in this research.

Fig. 3 Delineation of different system parameters as external (or
variable) experimental parameters and inherent (or intrinsic)
parameters.
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dCtE=dt ¼ k2 � CE � CA1
� k�2 � CtE � CA2

� k3 � CtE � Cactcat

(4)

dCactcat=dt ¼ �k1 � CE � Cactcat � k3 � CtE � Cactcat þ k4 � Ccat

� CH2
� k5 � Cactcat

(5)

dCcat=dt ¼ k1 � CE � Cactcat þ k3 � CtE � Cactcat � k4 � Ccat

� CH2
(6)

dCdeadcat=dt ¼ k5 � Cactcat (7)
© 2023 The Author(s). Published by the Royal Society of Chemistry
The differential model will be referred to as 6k for the six rate
constants it uses. This is to distinguish it from simpler sets of
ODEs derived from this base model later in the research. Each
of the 6 rate constants corresponds to a unique reaction. Thus,
k1 is a forward hydrogenation reaction that converts the initial
ester to two alcohols and a dehydrogenated catalyst species
(cat); k2 is the transesterication process, where the ester
substrate reacts with the alcohol product to form a trans-ester
containing two identical carbon chains at each side of the
functional group; k−2 is a reverse reaction of k2; k3 is a reaction
where the catalytic hydrogenation of the trans-ester; k4 corre-
sponds to a catalyst regeneration reaction, where H2 is added to
reactivate the catalyst and form actcat; and k5 is a reaction that
describes in situ catalyst deactivation/degradation.

A few assumptions were made to construct this ODE system.
The rst assumption is that hydrogen concentration is
constant. This is true when the rate of hydrogen uptake from
the gas phase into the reaction mixture is signicantly higher
than the reaction rate. In other words, we assume that the
experiment is performed in a kinetic regime. Diffusion limita-
tion differential equations could also be added if applicable
since all phenomena that can be captured in ODEs can be
accounted for by Chemt. Second, in all simulations, the cata-
lyst is initially in its active state. This assumption is made
because although in reality there is oen an extra pre-catalyst
activation step, the rate of this process is typically high
compared to the reaction rate. Third, the catalyst deactivation is
assumed to only happen to the active complex. The active
complex is the most prevalent form, so it was assumed that the
majority of deactivation could be captured with a single integral
catalyst deactivation process. This is likely a poor reection of
reality but reducing the number of rate constants from 7 to 6
Digital Discovery, 2023, 2, 994–1005 | 997
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drastically reduces the number of possible parameter combi-
nations. The model can easily be expanded to include all the
above-mentioned scenarios depending on extra experimental or
computational insights.
Synthetic data generation and tting

Our approach to evaluating experimental kinetic data involves
a tting procedure where the intrinsic parameters in the set of
ODEs are adjusted to minimize the difference between our
synthesized dataset and the current estimate. Using an ODE
model, it is possible to construct synthetic kinetic datasets with
different combinations of initial conditions and intrinsic
parameters. This simulation can be insightful on its own, as it
allows for visualizing the effect of different parameters on the
shape of the resulting kinetic proles. The simulated datasets
can then be used to validate the tting procedure.

To validate the tting procedure, we simulate a catalytic ester
hydrogenation process. The simulation is carried out at three
different temperatures with three different sets of initial condi-
tions. Fig. 4 exhibits the entire initial dataset, along with the
successful ts resulting from the accurate rate constant estimates
made by Chemt. The simulated data was then t using the same
ODE system. The multiple datasets obtained for different
temperatures and initial concentrations resemble an experiment,
in which several kinetic measurements are carried out in parallel.
All catalyst-related species are invisible in the tting procedure,
Fig. 4 A dataset comprised of 9 computationally simulated kinetics (do
parameters (Eact, A) for the base model at 3 different temperatures and s

998 | Digital Discovery, 2023, 2, 994–1005
resembling a real-life experiment, in which the determination of
all concentrations of kinetically-relevant species in the reaction
mixture during the conversion is not possible.

To make sure that the rate constants are tuned towards
better ts, the difference between the input data and simulated
proles is evaluated with a Levenberg–Marquardt minimizer. To
evaluate the goodness of t, the R2 is used as the convergence
criterion. Aer tting the separate datasets per temperature, the
obtained rate constants can be used to estimate kinetic
parameters across different temperatures. For the details
regarding the procedure used to convert rate constants to
kinetic parameters, refer to Section S1 of the ESI.† For more
exhibits to illustrate how the Chemt ts simulated reaction
data, and how versatile the method is, refer to Section S2 and
Fig. S2–S8 in the ESI.† For validation of the accuracy of the
method refer to Section S3 of the ESI.†
Data quality evaluation

Thetting of data to actual reaction progressions allows us not only
to characterize Chemt, but also to estimate what information can
accurately be extracted from the data as a function of data quality.
Conventionally, reaction system determination is an approxima-
tion informed by the species inside a reaction mixture,41,42 possibly
supported by density functional theory (DFT) calculations.43 ODE
tting can serve as a direct connection between data and a reaction
scheme, which could majorly reduce speculation. However, the
ts) and generated fits (lines) based on retrieval of fundamental kinetic
tarting conditions.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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validity of the method should be tested rst. The amount of data
needed to make good rate constant estimates should be explored
theoretically. Besides identifying the data needed to make good
estimates for the base model, this is an important quantitative
venture into how different data quality metrics affect the reliability
of conclusions about details of chemical reaction systems, even if it
is through the lens of a tting algorithm.

To characterize Chemt's performance and data quality,
different factors are considered. We rst evaluated the impact of
noise on the tting performance. The noise can be introduced
for any parameters of the system, including the initial and
dynamic concentration, temperature, pressure, etc., as all these
parameters can deviate from the intended set points. Fig. 5
visualizes ve instances where noise can occur, and where we
added noise to the synthetic datasets. Only output noise, which
mimics experimental error in the measurement of dynamic
concentrations, is included. In addition, the quality of the
prediction as a function of the resolution of the data will be
dened. Our analysis also evaluates the effect of reducing the
number of measurable species, or combining species into one
measurement. Furthermore, it also analyses the effect of the
dataset size, due to the number of different temperatures or
different initial conditions measured, on the prediction quality.

All results that will be discussed below are an average of 5
simulations run under specied conditions. Finally, measure-
ments of the effect of using correct and incorrect ODEmodels on
the goodness of t are recorded. Aer characterizing Chemt
a complementary algorithm that suggests the most efficient
conditions based on a user-dened criterion is also evaluated.
The following section describes the entire analysis in detail.

Accuracy can be measured with the R-squared of the ts, but
that ignores whether the actual rate constants causing the
proles are estimated well. Most importantly, the accuracy of
the predicted constants also needs to be evaluated. The accu-
racy here was measured with the symmetric mean average
percentage error (SMAPE, eqn (8)), which is used because the
effects of underestimating and overestimating kinetic parame-
ters are deemed equally erroneous. Additional information on
the SMAPE is provided in Section S4 and Table S1 of the ESI.†

SMAPE = (abs(kestimate − kreal)/(kestimate + kreal))/2 (8)

Effects of noise

Noise is one of the most universally accounted-for factors in
experiments. The effects of noise on rate constant estimates can
Fig. 5 Different places where experimental noise can occur, and
where it was added for this research.

© 2023 The Author(s). Published by the Royal Society of Chemistry
inform researchers of requirements for real-life experimental
datasets. The noise was divided into two categories, namely,
proportional and structural noise. The proportional noise is
made between bounds that are a percentage of the dynamic
measured values, whereas the structural noise is made between
bounds of a constant number. Both noise components have
Gaussian distributions. The obtained kinetic datasets were
altered by adding proportional and structural noise, and these
were fed to the Chemt. The proportional noise was varied
between 0 and 10% of the measured value, while the structural
noise ranged between a at value of 0–0.5. The scores for the
datasets with different amounts of added noise were then
evaluated.

Fig. 6 shows a matrix of SMAPE scores for ve different levels
of the two types of added noise. The proportional noise had
a signicantly smaller effect on the accuracy of the nal esti-
mates than the structural noise. Proportional noise up to 5% is
permissible to obtain an accuracy of 95%, yet structural error is
almost impermissible for highly accurate conclusions on the
parameters that drive a complex system. The results add
quantitative numbers to the qualitative claim that noise is
detrimental to the data quality, which could help guide
researchers on the required data quality for real experiments.
For all following simulations, noise parameters of 5% propor-
tional noise and 0.01 structural noise were used. These settings
allow the true data to be easily recovered by Chemt, while not
being perfect and resembling real-life experiments.
Number of t metrics

Not all metrics included in a kinetic model can be measured in
experiments. For instance, measuring the concentration of
catalyst-related species in ester hydrogenation and catalysis
with transition metal complexes in general remains challenging
and requires the use of advanced spectroscopy methods. Link-
ing the uncoverable complexity with the number of measurable
metrics could give insight into measurement requirements. For
this section, data from the simulation runs was only partially
available to Chemt. Results were gathered for the full set of all
Fig. 6 SMAPE scores for different datasets with different levels of
proportional and structural noise.
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measurable metrics (E, A1, A2, tE), and all combinations of
subsets of the base four metrics. In addition, results for select
compound metrics, which are a sum or combination of
different concentrations, were measured.

Fig. 7 compares the SMAPE scores for noiseless data, noisy
data, and separate scores for the rate constants and kinetic
parameters for noisy data for multiple sets of metrics. The
metrics shown to Chemt on each test are denoted by the
letters on the x-axis, E for ester, A1 and A2 for the alcohols, and
tE for the trans ester. ‘Full’ species the situation where all 4
measurable metrics are used. To evaluate the performance on
metrics that are the result of multiple combined reactions, two
types of hydrogen consumption and the total alcohol concen-
tration are also used. It is observed that the nature and number
of measurable concentration curves matter. Single metrics
were not enough in any case to obtain high accuracy for our
complex 6-parameter system. Two metrics performed much
better, given that for some combinations the estimates for the
rate constants at separate temperatures were reasonably
accurate. At three metrics, all rate constant guesses were quite
accurate. With the full tting of all parameters, the rate
constants were within 95% accurate. The kinetic parameters
never matched the real parameters exactly. However, with the
full tting, the SMAPE was as low as 0.12, which can be seen as
an excellent rst guess for the kinetic parameters, given the
complexity of nding them in general.

Overall, the data shows that the nature of the metrics plays
an important role in the quality of estimates. Our results
summarized in Fig. 7 reveal that the datasets containing the
substrate concentration E perform noticeably worse than the
other datasets centered around the product and intermediates.
This can be attributed to a lower sensitivity of this parameter to
the changes in other dynamic parameters (concentrations) in
the system. Better tting performance for the datasets which
include tE further proves this hypothesis and shows that species
Fig. 7 Comparison of SMAPE scores for data without/with noise, and
for the rate constant and kinetic parameter estimate error. The x-axis
defines which metrics or compound metrics were included in the
algorithm runs.

1000 | Digital Discovery, 2023, 2, 994–1005
that are intrinsically more connected to the secondary processes
carry more information.

For the compound metrics, it can be seen that combining
metrics is detrimental by virtue of abstracting more specic
metrics into single ones. Hydrogen consumption is one of the
most commonly used metrics in homogeneous hydrogenation
catalysis including the ester hydrogenation reactions. Experi-
mentally, it is relatively easy to monitor this parameter on-line
either as a gas ow or pressure drop in the reactor. We consider
two alternative situations as shown in Fig. 7, where H2cons
represents the hydrogen consumption measured directly from
the ODEs, and H2in is the effective hydrogen consumption
derived from the combined concentration of all hydrogenated
compounds. Tot alc is a metric for when only the total alcohol
concentration can be measured. The analysis of the results
obtained with these metrics shows that tting deteriorates
when such metrics are combined, instead of being measured
separately. The Tot alc metric performed signicantly worse
than A1 and A2 t individually and measuring total hydrogen
consumption gave the poorest score across the board.
Data resolution

Next, we focused on analyzing the effect of the time resolution
of the collected data on the quality of the ts. Well-controlled
sampling from running chemical reactors can prove a chal-
lenge, thus knowing the value of every extra data point is valu-
able.44 Giving researchers a better view of the required number
of data points is benecial for maximizing results while mini-
mizing experimental effort. For the baseline simulations, the
data points were not uniformly distributed over the reaction
timespan. The time resolution distributions were modeled in
line with the practical kinetic experiments. The time points are
denser at the beginning of the time scale wheremore signicant
information is contained for a standard batch reactor experi-
ment. The datasets with different time resolutions were
provided to Chemt to observe the effect on the predictions.

Fig. 8 compares the SMAPE scores for the rate constant and
subsequent kinetic parameter estimates on datasets, including
Fig. 8 SMAPE score as a function of data resolution, generated for
data with/without noise.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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data with various resolutions. The graph includes estimates on
noiseless data and noisy data. Increasing resolution both
reduces prediction error, and increases the required amount of
algorithm iterations to achieve convergence. Clear asymptotes
are observed in the SMAPE scores for both noisy and noiseless
data. The 95% certainty threshold for the perfect data could be
found using a resolution of only 6 data points. The noise quickly
added uncertainty and the 95% certainty threshold increased to
approximately 30 points. The comparison of the noisy and
noiseless data shows how the error in the prediction of complex
chemical models is directly attributable to the quality of the
data. Discovering required data quality standards to resolve the
intricacies of chemistries is broadly valuable to chemistry. The
resolution-dependence of our chosen chemistry and the extent
to which noise in kinetic data can be balanced with high reso-
lutions would now be easier to grasp for a researcher.
Number of temperatures, and number of initial conditions

In a typical kinetic experiment, the reaction runs are executed
under different initial conditions to better distinguish rate
constants and kinetic parameters. These initial conditions can
include temperature, pressure, initial concentrations, ows, etc.
The variation in initial conditions result in changes of the
observed parameters in accordance with the sensitivity of the
overall kinetics to these input parameters. We further studied
the effect of different initial conditions and a number of varied
parameters on the algorithm performance.

The temperature points used for the baseline simulations
were 323, 363, and 393 K. Richer datasets are extended with
simulations at 423, 293, and 453 K in that order. When the
number of temperatures is decreased, the run at 323 K is
removed. We further extended the scope with the initial
substrate concentration and the initial catalyst concentration.
The concentrations will be noted as (substrate concentration in
moles, and catalyst concentration in moles) for a more conve-
nient notation. The base values used were (1,1), (4,2), (8,1.5).
These were extended with simulations at (5,5), (1,0.2), and (8,8)
in respective order as the number of initial conditions increased.
When decreased, the initial condition of (8,1.5) and (4,2) are
removed in respective order. The catalyst concentration is
Fig. 9 The effect of the conditions parameter space covered in the data
dependence on the number of different included (A) initial conditions an

© 2023 The Author(s). Published by the Royal Society of Chemistry
increased in order because the solver performs better for similar
concentrations and low rates. Changing the absolute concen-
tration is irrelevant to the results because the change in catalyst
concentration can be compensated by adjusting the affected rate
constants. The resulting datasets of varying dimensions were fed
to Chemt, and the effect on the results was documented.

The two charts in Fig. 9 depict Chemts accuracy on datasets
of different dimensions with respect to the number of included
temperatures and initial conditions. Expectingly, more data was
benecial to the prediction quality. For the number of initial
conditions, all extra data increased estimate accuracy. The
return on extra data diminished gradually, but with every
addition, the SMAPE was reduced. At two temperatures, the
error is extremely high compared to other measurements. If the
measurements were gathered using more than two temperature
points, the error was very stable. These data imply that in an
experimental design, if two temperatures are accounted for, an
additional temperature point will provide maximal value.
Beyond 3 temperatures, measuring reaction kinetics at a new
initial concentration would likely be most valuable. With power
for data quality requirement estimation now extensively
exhibited, we also looked into Chemts prociency as a reaction
pathway identication tool.

Comparison of correct and incorrect models

To nd accurate underlying chemistries from kinetic data,
researchers will need to test multiple different ones. To map the
tendencies of ODE tting, complex data should t with simple
sets of differentials, and simple data should be t with complex
differentials. If models similar to the ones used to generate the
data give better scores, it serves as the rst proof of the viability
of the method as a classication tool. Here the SMAPE is not
used since the constants in different models do not correspond
to each other. Residuals of the scipy.r2_score for evaluation
were used instead. Subsystems were made based on the main
model to test whether Chemt converges to the right solution.

Sub-models

For research into the prediction accuracy with wrong ODEs,
simpler models were constructed. Here, different complexities
on the accuracy of kinetic parameter extraction visualized by SMAPE
d (B) temperature points.
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Fig. 10 Schematic overview (A) and table (B) of the reactions included in the main reaction system, and all derived subsystems used for testing
Chemfit. Green = 1k, light blue = 2k, dark blue = 3k, purple = 4kcat, pink = 4ktE, red = 5k, total = 6k.
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of the base reaction network were removed. The sets of ODEs
were named aer the number of kinetic constants in the reac-
tion scheme (1k, 2k, 3k, 4kcat, 4ktE, 5k, 6k). Fig. 10 illustrates how
all subsystems relate to the base model by enclosing the reac-
tions included in each of them, in different colors.

The order of incorporating various effects can be based on
intuition about which processes are most crucial to the system.
As complexity rises, the catalytic cycle is reintegrated rst due to
Fig. 11 Differences in scores between correctly and incorrectly fit
data, the rows indicate themodels that provided the data that is fit, and
the columns indicate the models used to fit that data. Fail means that
Chemfit stopped optimizing an estimation since discrepancies were
too high.

1002 | Digital Discovery, 2023, 2, 994–1005
its central role. We divided the 4-constant reaction schemes into
two, to examine if prioritizing different effects rst inuences
the evaluation. The reverse reaction is added last as the addi-
tional trans ester pathway is likely to have a greater impact than
the reaction equilibrium. We calculated the errors of tting for
datasets generated with all the models, and then tted all data
with all different models.

Fig. 11 summarizes the residuals for cross-tting datasets,
that are generated using all systems of ODEs. Highlighted in
red, are the simulations that fail the rate constant estimation,
the subsequent kinetic parameter estimation, or have high
residuals. Successful simulations are shown in green. For a lot
of tting methods, overtting is a big problem. In case of
overtting, complex models would report lower errors than the
appropriate models. The obtained scores attained with Chemt
however, point towards the correct model to provide the lowest
error, as compared to both the simpler or more complex
models; thus, indicating that the data is not being overt to
higher complexity. If the simplest set of differentials is accepted
when comparable accuracies occur, all data would be classied
correctly. This classication is robust, even if poorer quality
data with 10% variable noise and 0.1 proportional noise is
evaluated. These results show the potential of this method as
a classication tool. With two applications of the method now
mapped, we explored the nal one, which investigates how an
accurate tting can aid in chemical reaction optimization.
Optimization

If representative ts can adequately describe a chemical reac-
tion progression, they can save valuable time as stand-ins for
real experiments in reaction optimization. This section is
dedicated to exploring whether systems with rate parameter
errors can give representative optimization results. 4 parame-
ters were optimized to yield the maximum amount of alcohol
per catalyst per substrate (CA1/(Ccat × Cs)). These were:

� Temperature (T), varied between 293 K and 453 K;
� Pressure (P), varied between 40 and 50 bar;
� The initial concentration of catalyst (Ccat), varied between

0.1 and 2;
� The initial concentration of substrate (Cs), varied between 1

and 10.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Comparison of Bayesian optimization guided optimum initial condition exploration for systems of varying kinetic parameter accuracy

Optimized parameter Accurate constants
5%
SMAPE estimate

10%
SMAPE estimate

20%
SMAPE estimate

40%
SMAPE estimate

T (K) 397 407 388 453 328
P (bar) 50 50 50 50 50
Ccat,0 (mol) 0.481 0.507 0.580 0.1 0.163
Cs,0 (mol) 1.00 1.00 1.00 1 1
Found conditions yield for accurate
parameter model

0.792 0.789 0.791 0.730 0.712
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The ranges are put into a Bayesian optimizer with a kappa
parameter of 1.5, 50 initial random points and 500 selected
points. It uses the reaction model either with the true parame-
ters or estimates with a certain error to nd the conditions that
give an optimal score for the used kinetic parameters.

Table 1 catalogues a comparison of optimizations using
a model with the true kinetic parameters to optimizations using
sets of differentials with estimated parameters. In the bottom
row the yields for the found conditions put into the accurate
system are also collected. We observe that the optimizations
aiming to uncover a delicate maximum are accurate up to
a SMAPE of at least 10%. If parameters are kept within about
10% error, the proposed optimum conditions give yields that
are only 1–4% off of the best value compared to the total range
of possible scores. This proves this method can be used to nd
the optima for complex systems with high accuracy despite the
presence of reasonable error.
Conclusion

Fitting the kinetic data and evaluating the validity of different
kinetic models remains challenging in the eld of catalysis.
Even for a seemingly simple catalytic process, multiple param-
eters can affect the interpretation of the data. As we show in this
work, it is crucial to take these parameters into account and to
design the kinetic experiments accordingly. We evaluated the
effect of the experimental error, the number of measured
metrics, dataset size, and data resolution on the quality of the
resulting estimates of kinetic parameters.

Our data show that noise is detrimental to the data quality,
especially if it is inherent to a measurement method, and of an
order close to the measured values. The structural error should
be minimized to be orders of magnitude lower than the
measured values to achieve high accuracy. Increasing or sepa-
rating the number of measurable metrics is nearly always
benecial for data quality. Increasing the number of datasets
through the addition of temperature or initial condition points
is also always benecial. Adding datasets at a different
temperature is overwhelmingly benecial if two temperatures
are included but addingmore barely inuences the data quality.
Adding datasets at different initial conditions is less signicant
than adding a third temperature, but every extra initial condi-
tion added is valuable regardless of the number of conditions
already included. Higher time resolution always increases the
quality of the extracted information.
© 2023 The Author(s). Published by the Royal Society of Chemistry
The cross-tting results showed that the method has little
bias towards under-tting and even over-tting, which is oen
seen as a persistent problem with mathematical optimization
algorithms. These results show the accuracy of the method for
nding reaction systems directly from data. When models that
tightly t the data are found one can assume these models
represent the underlying chemistry well. Reaction optimization
can be done with such models as stand-ins. We show that
expensive experiments can be substituted with well-tting
models, while simulations still yield valuable rich kinetic
information, leading to good, chemically informed optimiza-
tions. With Chemt researchers can run tests similar to the ones
in this paper, on their chemistries, and discover as well as
utilize the connection between their experimental data and
theoretical models.

The presented method is a theoretical proof of concept
showing that kinetic data quality quantication and linking
data directly to reaction systems can be done with ODE-based
tting. The method could be of signicant help in proving
quantitatively which models are eligible to represent experi-
mental chemistry. In addition, the design of experiments that
goes beyond response surfaces based on varied parameters can
be done. Optimizations using ODE-based models can take all
kinetics in a reaction system into account while retrieving
results with simple simulations instead of expensive experi-
ments. Furthermore, the versatility of the method toward
different types of kinetic data, differential systems, and inputs
could prove useful to the rise of high-throughput experimen-
tation, and data-driven chemical discovery.

In conclusion, Chemt serves as an encouragement to
combine the current power of computer and data science, but
eliminate the black box behavior of many algorithms by
grounding the approaches in chemically accurate models.
When physical effects are present their ability to give context to
bare data science should not be disregarded, if not for improved
performance, then for understanding of the models. Our
method could initially be validated on increasingly complex real
data. If the method proves to give accurate insights it could
serve as a new standard in utilization of kinetic datasets, and
reduce speculation in nding the real chemistry driving them.
With the advent of automated chemical machines, Chemt and
optimizations using it might be appropriate ts for autono-
mous reaction testing, mapping and optimization. Further-
more, this approach can be used to guide the researcher in
development of an optimal kinetic experiment.
Digital Discovery, 2023, 2, 994–1005 | 1003
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