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Quantum mechanical predictive modelling in chemistry and biology is often hindered by

the long time scales and large system sizes required of the computational model. Here, we

employ the kernel regression machine learning technique to construct an analytical

potential, using the Gaussian Approximation Potential software and framework, that

reproduces the quantum mechanical potential energy surface of a small, flexible, drug-

like molecule, 3-(benzyloxy)pyridin-2-amine. Challenges linked to the high

dimensionality of the configurational space of the molecule are overcome by

developing an iterative training protocol and employing a representation that separates

short and long range interactions. The analytical model is connected to the MCPRO

simulation software, which allows us to perform Monte Carlo simulations of the small

molecule bound to two proteins, p38 MAP kinase and leukotriene A4 hydrolase, as well

as in water. We demonstrate that our machine learning based intramolecular model is

transferable to the condensed phase, and demonstrate that the use of a faithful

representation of the quantum mechanical potential energy surface can result in

corrections to absolute protein–ligand binding free energies of up to 2 kcal mol�1 in

the example studied here.
1 Introduction

The interplay of the intramolecular, or internal, energy of a molecule and the non-
bonded energetics that determine its interactions with its environment plays
a crucial role in simulations of protein folding,3 crystal structure prediction,4

protein–ligand binding,5 and many more. In particular, oral drugs are typically
exible, containing on average 5.4 rotatable bonds,6 and are therefore capable of
populating many free energy minima both in solution and when bound to their
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target. Computational analysis has revealed that the majority of ligands bind in
a conformation within 0.5 kcal mol�1 of a local energy minimum.7 To be
successful, docking or any other method used in computer-aided structure-based
drug design must be able to accurately predict both the bioactive conformation of
the molecule and the free energy change that accompanies its binding from
solution.

The potential energy surfaces of organic molecules for practical applications
are typically modelled using transferable molecular mechanics force elds such
as AMBER,8 CHARMM,9 GROMOS10 or OPLS.11 When combined with molecular
dynamics (MD) or Monte Carlo (MC) sampling, these force elds may be used to
predict, for example, liquid properties of small molecules,12,13 structural
propensities of peptides,14,15 and protein–ligand binding free energies,16,17 all with
reasonable accuracy. The intramolecular component of the force eld is typically
modelled by harmonic bond and angle potentials to represent two- and three-
body terms, respectively, an anharmonic torsional term to model dihedral rota-
tions, and Coulomb and Lennard-Jones terms to account for interactions between
atoms separated by three or more bonds.8,18,19 Details vary between these trans-
ferable force elds, but the xed functional form is common to all. Thus, no
matter how carefully the force eld is parameterized, accuracy will ultimately be
limited by the choice of this functional form.

For the description of intramolecular energetics, quantum mechanics (QM) is
seemingly preferable and is frequently used in computational enzymology
applications.20 However, the computational cost associated with QM simulations
is high, particularly for free energy predictions which require extensive
(alchemical and/or conformational) sampling.21 In order to make a calculation
tractable, the level of QM theory (basis set and exchange-correlation functional,
for example) is oen compromised, which again raises questions over the nal
accuracy.22

Alternatively, one can construct direct ts to the high dimensional QM
potential energy surface of the molecule. There is a wide range of methods
available for tting bond, angle and dihedral parameters of the MM force eld to
QM energies, gradients and Hessian matrices,23–28 and these oen include
extended functional forms such as cross-terms to account for coupling between
internal coordinates.29 However, for larger, more exible molecules, longer-range
atomic interactions beyond the 1–4 interaction are also crucial in determining
molecular conformation. For these molecules, a consistent, accurate approach to
approximating the QM potential energy surface is key. If shown to be fast enough,
such an approach would provide a means to connect QM calculations to long time
scales. It would also be amenable to systems requiring accurate descriptions of
strong correlation, such as metalloproteins, or molecules in electronic excited
states, which are extremely challenging for current MM force elds. Rather than
relying on human intuition to decide on the functional form of the potential
energy surfaces of these molecules, it is preferable to harness recent advances in
machine learning inspired techniques.

There are several neural network and kernel based techniques recently
developed for material systems that can predict quantum energies and forces with
remarkable accuracy.30–35 Since these potentials need to be trained on only a few
thousand (well dispersed) congurations, the underlying quantum mechanical
data can be of high accuracy while maintaining affordable computational
248 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020
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expense. These techniques have been successfully used to reproduce the atom-
ization energies36–39 and QM potential energy surfaces40–42 of a range of organic
molecules. With accurate energies and forces, the opportunity arises to begin to
use machine learning based potentials in molecular dynamics simulations of
organic molecules.43,44 So far these studies have tended to focus on gas phase
dynamics, however a recent study showed that neural-network potentials (within
a QM/MM type approach) are capable of predicting the structural conformations
of drugs in protein binding pockets, as well as conformational components of
binding free energies.45 Interestingly, this study showed that conformational
binding energies can be over-estimated by molecular mechanics force elds by
several kcal mol�1. But otherwise, relatively little is known about the performance
of these machine learning based potentials in the condensed phase, where free
energy basins that are unpopulated in the gas phase may emerge.46 Such
considerations are especially important for free energy simulations in computer-
aided drug design involving molecules with multiple degrees of freedom where
accurate sampling of conformational space is required.

In this work, we investigate the feasibility of using machine learning in
developing accurate representations of the potential energy surface of a exible,
“drug-like” molecule for potential use in, for example, structure-based lead
optimization efforts. We employ the Gaussian Approximation Potential (GAP)47

framework that is based on a sparse Gaussian process regression technique,
which is formally equivalent to kernel ridge regression.48,49 GAP uses both QM
energy and gradient information and although it was originally developed for
material systems, it has been used successfully to describe molecular proper-
ties.36,37 Here we use it to create a potential energy surface for 3-(benzyloxy)
pyridin-2-amine (3BPA, Fig. 1). Although still somewhat smaller than typical
drug-like molecules (molecular weight of 200, three rotatable bonds, and three
hydrogen bond donors/acceptors), it represents a challenging test case for
machine learning due to its internal exibility. The high effective dimensionality
of the congurational manifold of the molecule requires a relatively large amount
of training data extensively sampled from the potential energy surface. To address
these challenges, we developed an iterative protocol to gradually improve the
reconstructed potential, and applied sparsication techniques to cope with the
relatively large amount of training data. Despite its small size, 3BPA has been
identied in two separate fragment screens as an efficient ligand for p38 MAP
kinase1 and leukotriene A4 hydrolase.2 In the former study, although its binding
affinity was found to be greater than 1 mM in an enzyme bioassay, 3BPA has
a clearly dened binding mode to the hinge region of the ATP binding site of the
kinase (Fig. 1(b)).1 While in the latter, the same compound binds near the bottom
Fig. 1 (a) 3-(Benzyloxy)pyridin-2-amine (3BPA). (b) Bound to p38 MAP kinase (PDB:
1W7H).1 (c) Bound to leukotriene A4 hydrolase (PDB: 3FTY).2
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of the substrate binding cle of leukotriene A4 hydrolase with sub-mM affinity
(Fig. 1(c)).2 To investigate the binding of 3BPA in these two environments, we have
interfaced GAP with the MCPRO soware.18 MCPRO is a tool for structure-based
lead optimization through the use of free energy perturbation (FEP) theory
combined with Monte Carlo sampling of protein–ligand binding modes. It has
been used for the successful computationally guided design of inhibitors of
targets including HIV-1 reverse transcriptase50 and macrophage migration
inhibitory factor,51 and has recently been applied to the fragment-based design of
inhibitors of the Aurora A kinase–TPX2 protein–protein interaction.52 As we will
show, our interface between GAP and MCPRO allows us to perform Monte Carlo
simulations of 3BPA in a range of environments, which allows us to evaluate the
completeness of the training and transferability of the intramolecular potential to
the condensed phase. Furthermore, we will demonstrate that, unlike QM, the
machine learning based potential is fast enough to be used for extensive sampling
of the molecule’s potential energy surface, and may be used, for example, to
evaluate a correction to the binding free energy that is computed using a molec-
ular mechanics force eld.

2 Computational methods
2.1 Creating a Gaussian approximation potential

We now briey outline the Gaussian Approximation Potential (GAP)47 framework,
and how we apply it to create a potential energy surface for 3BPA that reproduces
quantum mechanical energies to within 1.0 kcal mol�1 root mean square (RMS)
error. GAP has been applied to many different materials and compounds,53–63 and
has been described in detail elsewhere,64,65 and so we summarize here only the
main features. Although the probabilistic and linear regression viewpoints are
entirely equivalent, we follow the latter here because it is likely to be more
familiar, and we will not be making use of the uncertainty estimates and
parameter optimization techniques that follow naturally from the former.

The main idea of potential energy surface ts, and the way in which they go
beyond conventional force elds, is that the potential energy is explicitly written
as a generic function of all atomic degrees of freedom, without making
assumptions about separability (e.g. into body ordered terms such as bond and
angle potentials). Thus the t to the potential energy is high dimensional. The
basis functions for the t have to be of a kind that allows systematic convergence
to the a priori unknown target potential energy surface, and this has conse-
quences for the attainable accuracy as a function of the amount of input data, for
transferability to congurations far away from the distribution from which the
training congurations were drawn, as well as for the overall cost of evaluation of
the potential energy t. Typically the high dimensional ts are signicantly more
expensive to evaluate than the short range terms of a conventional force eld,
though they are still of course much cheaper than a QM calculation, or the
evaluation of the electrostatic potential of a large system that includes a protein
and explicit solvent molecules.

Let us denote the conformations of a molecule by the letters A , B, etc., irre-
spective of how they are represented numerically. The target function, which in
our case is the QM potential energy, is written as a linear combination of basis
functions:
250 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020
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EðA Þ ¼
X
B˛M

xBKðA ;BÞ; (1)

where K is a positive denite similarity function between two conformations,
oen called a kernel function, which customarily takes the value 1 for identical
conformations and smaller values for pairs of conformations that are less similar
to one another, and x are the unknown coefficients. The sum ranges over a set M
of representative conformations. For nite M, the basis is not complete, but by
choosing the set appropriately (typically by drawing conformations from the same
or a related distribution corresponding to where we expect to evaluate the func-
tion), the basis set is made relevant, and by enlarging the representative set, the
approximation error can be decreased. This manner in which the basis set is
adapted to the data is the principal way by which the problem of high dimen-
sionality is circumvented. The success of this type of tting then depends entirely
on the regularity properties (colloquially, smoothness) of the target function.

The approximation can be signicantly improved by choosing a numerical
representation of conformations and a kernel function that respect the basic
physical symmetries of the potential energy of a molecule. These are translation,
global rotation, and permutation symmetries. The rst two apply to any physical
system, and we factor them out of the representation by transforming the set of
Cartesian coordinates into the vector of all interatomic distances, R¼ {kri� rjk}i<j.
Note how the dimensionality of this representation scales with the square of the
number of atoms, n, but this is of little consequence, since all our samples will lie
on the 3n dimensional manifold. Alternatively, one could work with the well-
known internal coordinates of the z-matrix, and this choice would not increase
the dimensionality. However, the potential energy function is clearly a much less
regular function of the internal coordinates, because changing some angles
would correspond to much more drastic changes in Cartesian coordinates than
changing others.

The complete permutation symmetry group of 3BPA has only eight elements,
and so we simply sum the kernel function over the action of the group over one of
its arguments, resulting in a permutationally invariant kernel,

KðA ;BÞ ¼
X
p˛G

~KðA ;pðBÞÞ; (2)

where G is the permutation group of the molecule and p is one of its elements.
This technique is applicable to any representation of the molecular conformation
and any base kernel ~K , and results in a permutationally invariant potential
energy. In the present work, we use a Gaussian base kernel (oen called
a “squared exponential” kernel to distinguish this choice from Gaussian proba-
bility distributions) which, in terms of the interatomic distance representations,
is given by:

~KðA ;BÞ ¼ d2 exp

"
� 1

2

XD
i¼1

�
RA

i � RB
i

�2
qi

2

#
; (3)

where RA
i is the ith element of the vector of interatomic distances of conformation

A , RB
i is the corresponding element for conformation B, D is the number of

elements in the representation vector, d is an energy scale parameter and qi are
length scale parameters (one for each dimension of the representation vector).
This journal is © The Royal Society of Chemistry 2020 Faraday Discuss., 2020, 224, 247–264 | 251
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The coefficients in the ansatz (1) are determined by regularized least squares
regression using energies and forces computed using quantum chemistry tech-
niques on a diverse set of conformations (see below for further details). Given N
conformations with n atoms in each, we have N(3n + 1) pieces of data, leading to
the same number of linear equations when (1) is substituted either directly (for
the energy) or by taking its derivative with respect to atomic positions (to obtain
the forces). Let us collect the M unknown coefficients in (1) into a vector x,
concatenate all the available data (energies e and forces f) into the vector y ¼ [e f],
and let L be the linear operator connecting this data vector with the energies of
the input congurations, so that y ¼ Le. Note that L consists of two blocks; the
upper block is just the identity, and the lower block is the negative differential
operator. With this, the regularized least squares problem is linear and can be
written as:

min
x

kLKNMx� yk2L�1 þ kxk2KMM
; (4)

where KNM is the N � M kernel (or design) matrix, with elements given by the
kernel function between the M representative congurations and all the N
training congurations, and L is a diagonal matrix, whose elements are a set of
parameters that control the relative weight of energy and force data and also the
trade-off between accuracy and regularity of the t. The solution to this linear
problem is given by:

x* ¼ [KMM + (LKNM)TL�1LKNM]�1(LKNM)TL�1y, (5)

where KMM refers to the M � M square matrix given by the kernel values between
the representative congurations.

We note that the method of Chmiela et al. for generating potential energy
surfaces of small organic molecules66 uses the same kernel ridge regression
technique with the following differences: (i) they include only gradient observ-
ables (i.e. forces) while GAP reconstructs the surface using both potential energies
and forces, (ii) they use the same number of basis functions as there are data,
which corresponds to M ¼ 3Nn above, (iii) their basis functions for the potential
energy are derivatives of a base kernel (such as a Gaussian) with respect to atomic
positions, rather than the base kernel itself, and (iv) they use the inverse of
interatomic distances as the arguments of the kernel. We have found no signif-
icant advantage to any of these variations, and note that (ii) would result in
a larger linear problem, thus signicantly increasing the computational cost. We
typically nd that M � 3Nn is sufficient.

Beyond the basic framework outlined above, we used one additional twist,
inspired by the form of empirical organic force elds. There, the energy is typically
separated into larger bonded terms (i.e. terms involving up to 1–4 bonded inter-
actions) and smaller non-bonded interactions (the electrostatic and Lennard-Jones
interactions computed for all other atom pairs). We adapted this strategy for the
multi-dimensional kernel t by describing the total energy as the sum of two
separate terms, both having the same form as (1), with the only difference between
them being that for the rst, only interatomic distances spanning bond positions 1–
4 are included in the conguration vector R, whereas for the second, all interatomic
distances are included. The t for both terms is carried out together with an extra
252 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020
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weight factor of 0.1 included for the second term (using the d parameter), corre-
sponding to the smaller (non-bonded) energy it is describing.
2.2 Generating training data

The goal of the GAP training procedure was to recreate the QM potential energy
surface of 3BPA at the MP2/6-311G(2d,p) level of theory. This choice represents
a compromise between accuracy and computational expense; one energy and
force evaluation requires approximately 1 CPU hour, which makes it feasible to
generate thousands of data points. However, accurate characterization of the
multidimensional potential energy surface requires extensive sampling, which is
not practical with an expensive QM method, so we used the following protocol.

Preliminary work indicated that training data extracted from MM molecular
dynamics (MD) simulations was not representative of the QM potential energy
surface. Instead, we performed several independent MD simulations in the gas
phase using MP2 but with a smaller, cheaper basis set (6-31G). The simulations
were carried out at temperatures of 300, 600 and 1200 K for 30 ps per trajectory
using a Langevin thermostat with a collision frequency of 5 ps�1. The computa-
tional cost was approximately 1000 CPU hours for each trajectory. Altogether we
collected 3000 independent congurations of 3BPA at 300 K, 1000 congurations
at 600 K, and 1000 congurations at 1200 K. The energies and forces were then
recomputed at the MP2/6-311G(2d,p) level of theory for each of these 5000
congurations.

The original training set included 3000 congurations (1000 congurations at
each of the three temperatures), while for the test we used 2000 congurations
collected from the MD simulation performed at 300 K. The representative
congurations for eqn (1) were generated as follows. We picked 250 congura-
tions from the original small basis set MD run, and for each of these, we displaced
each of the atoms, in turn, by 0.5 Å along each Cartesian direction. This results in
M ¼ 27 � 3 � 250 ¼ 20 250 congurations and corresponding basis functions.
Note that we do not need QM energies or forces for these congurations, since
they do not enter the t, just serve to generate basis functions. We found that this
procedure worked signicantly better than just picking all representative
congurations randomly from the MD trajectory itself.

The diagonal elements inLwere set to be 10�6, and the length scale parameter
qi was chosen to be 20 times the range of the data distribution in each dimension
of the conguration vector R. The time required to construct the t is approxi-
mately 5 CPU hours on a modern CPU using our current soware implementa-
tion. The RMS errors of the tted potential on the 2000 test congurations were
0.57 kcal mol�1 for the energy and 0.95 kcal mol�1 Å�1 for the forces.

We then ran simulations with the tted potential both in water solution and
bound to leukotriene A4 hydrolase (see below). These latter simulations revealed
a number of samples with very high energy when evaluated with the QMmethod.
Therefore, 300 such congurations were added to the training set, and the
potential was retted. Such iterative tting has been used before,53,56,59 and is
expected to be an important technique for creating transferable machine learning
potentials. The new GAP model had a similar RMS error on the test sets
(0.65 kcal mol�1 and 0.95 kcal mol�1 Å�1 for energies and forces, respectively) and
was stable in subsequent simulations (see Results section). Both GAP models are
This journal is © The Royal Society of Chemistry 2020 Faraday Discuss., 2020, 224, 247–264 | 253
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available as ESI (XML),† which may be evaluated using the QUIP soware67 and
LAMMPS.68 In what follows, we refer to the two versions of our machine learned
intramolecular potentials as GAP-v1 and GAP-v2.
2.3 Interfacing GAP and MCPRO

GAP is implemented in a modied version of MCPRO (version 2.3) to allow Monte
Carlo sampling of 3BPA in water or bound to a protein. The total potential energy
(EMM) of a receptor–ligand complex is broken down as follows:

EMM ¼ EL + ER + ERL (6)

where EL represents the intramolecular energy of the ligand, ER is the potential
energy of the receptor, including water molecules, and ERL is the interaction
energy between the ligand and the receptor. Similar to a hybrid QM/MM simu-
lation set-up (and also the approach taken recently with a neural network
potential45), we treat the various energetic components using different levels of
theory. The protein environment is described using the OPLS-AA/M force eld,14

and water molecules are described using the TIP4P model. Receptor–ligand
interactions are described using standard OPLS/CM1A Coulombic and Lennard-
Jones interactions.18,69 The intramolecular potential energy of the ligand is
written in the general form:

EL ¼ (1 � l)EGAP + lEMM (7)

which allows us to perform standardMM simulations using the OPLS/CM1A force
eld (l ¼ 1), GAP simulations in which the ligand energetics are determined as
described above (l ¼ 0), or any intermediate state determined by the coupling
parameter l. The latter feature allows us to employ free energy perturbation (FEP)
theory to smoothly alter the ligand intramolecular energy between the GAP and
OPLS/CM1A force elds, and thus to compute the free energy difference between
the two states. Fig. 2 shows the proposed free energy cycle used to correct the MM
binding free energy. Conventional FEP studies compute the (absolute or relative)
free energy required to extract the ligand from solution into the protein binding
site (DGMM). The corrected binding free energy is given by:

DGGAP ¼ DGMM + DGA � DGB (8)

where DGA and DGB are the free energy differences between the GAP (l ¼ 0) and
MM (l ¼ 1) models computed in water and protein environments respectively.
The implementation of GAP is fully compatible with the replica exchange with
solute tempering method,17,70,71 which allows us to perform enhanced sampling of
the ligand degrees of freedom, and with the JAWS algorithm, which aids hydra-
tion of the binding site in the bound simulations.72 Full details of the set-up and
parameters used in the MC/FEP calculations are provided in the ESI.†
3 Results

We begin by examining in more detail the training data used in the construction
of the GAP. As shown in Fig. 1, 3BPA has three exible dihedral angles connecting
254 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020
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Fig. 2 Free energy cycle used to compute the GAP correction to the MM binding free
energy. Simulations are performed on the ligand (L) in water and bound to the receptor (R).
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the two saturated six-membered rings. As such, the relatively large accessible
conformational space poses a challenge for machine learning techniques.
Fig. 3(a) shows the 2D distribution of the dihedral angles f1 and f2 sampled
Fig. 3 Distribution of the dihedral angles (plotted as log(pf1,f2
)) sampled in (a) training set 1,

(b) training set 2, (c) MC simulations with GAP-v2, and (d) MC simulations with OPLS.
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during the QM dynamics used to train GAP-v1 (3000 congurations). The equiv-
alent 2D distribution for the f2 and f3 dihedral angles is given in Fig. S3.† The use
of high temperatures allows a thorough sampling of conformational space in this
case. The white circles show the positions of the corresponding dihedral angles in
the two crystal structures studied here.1,2 The compound bound to p38 MAP
kinase adopts a conformation that is well sampled by our training data (f1¼ 334�,
f2 ¼ 204�). Interestingly, on the other hand, the conformation in the leukotriene
A4 hydrolase crystal structure is in a seemingly disallowed region of conforma-
tional space (f1 ¼ 168�, f2 ¼ 116�). Closer inspection reveals that, in this
conformation, the –NH2 group on the aminopyridine is in unphysical close
contact with the –CH2– linker (Fig. 1(c) and S2†). This is, therefore, likely an
artefact of the crystal structure renement. By visual inspection, we were able to
orient 3BPA within the leukotriene A4 hydrolase binding site with a conformation
that is more consistent with the QM dynamics (f1 � 270�, f2 � 270�). We
therefore used this bound conformation as the starting point for our MC
simulations.

Next, we ran MC simulations of 3BPA in three different environments, using
GAP-v1 to describe its intramolecular energetics, and the OPLS/CM1A force eld
to describe its interactions with the proteins and water. As discussed in the
Introduction, 3BPA is capable of occupying a range of potentially environment-
dependent conformations, and so it is important to validate not only the gas
phase potential energy surface, but also the conformations adopted in the
condensed phase. Hence, 300 congurations of 3BPA were saved from each
trajectory, and its energetics were recomputed at the MP2/6-311G(2d,p) level of
theory in vacuum. Table 1 shows the RMS errors in the GAP for 3BPA in water, and
bound to the two proteins. The errors are less than 1 kcal mol�1 in water and
bound to p38 MAP kinase, which is consistent with the reported accuracy of the
GAP for the test set described in the Computational Methods section. However,
despite the reorientation of 3BPA in the binding pocket of leukotriene A4
hydrolase, the RMS error in the GAP is extremely high (19 kcal mol�1). This result
is consistent with a lack of training data in the region of conformational space
close to f1 ¼ 270�, f2 ¼ 270� (Fig. 3(a)). Therefore, 300 congurations were
extracted from MC simulations of 3BPA bound to leukotriene A4 hydrolase and
were added to the original training set to produce the dihedral angle distribution
shown in Fig. 3(b).

MC simulations of the second iteration of the GAP (GAP-v2) were run in the
three environments and the errors are summarized in Table 1. Now, the errors are
Table 1 RMS errors (kcal mol�1) in the total energies of configurations taken from MC
simulations in three different environments relative to QM

Water p38 MAP kinase
Leukotriene
A4 hydrolase

GAP-v1 0.83 0.60 19.04
GAP-v2 1.42 (0.93a) 0.95 1.13
OPLS/CM1Ab 11.87 (4.85a) 3.36 3.45

a Excluding one outlying conguration. b Congurations were sampled from the GAP-v2
trajectories, and the MM and QM energies were shied to align the mean energies.
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Fig. 4 Correlation between (a) GAP and (b) OPLS and QM energies of 3BPA sampled from
MC simulations. Not all OPLS MM data are displayed for clarity. The mean energy of each
distribution has been shifted to zero.
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close to 1 kcal mol�1 in all three environments. Fig. 4(a) further reveals a very
good correlation between the GAP and QM intramolecular energies, although
there is one signicant outlier whose phenyl and pyridine rings approach too
close (Fig. 4(a), inset). Removal of this conguration from the ensemble of 3BPA
in water reduces the error in the GAP still further from 1.42 kcal mol�1 to
0.93 kcal mol�1. Further iterative training of the GAP would prevent sampling of
this conguration during the MC simulations. Fig. 3(c) (and Fig. S3(c)†) shows the
distribution of dihedral angles sampled during these three MC simulations, and
reveals that all areas of conformational space are now well-represented by the
training data. Fig. 3(d) (and Fig. S3(d)†) shows the equivalent distribution ob-
tained using the MM force eld, which appears to have a stronger preference for
a single energy basin (close to f1 ¼ 0�, f2 ¼ 180�), which contrasts with the GAP
dynamics and original QM training data. Fig. S4† conrms that duplicate runs
with different starting conditions sample similar dihedral distributions, which
indicates that conformational differences are associated with differences in the
underlying potential energy surfaces rather than sampling limitations.

The structures of the protein–ligand complexes sampled during MC simula-
tions are in good agreement with the crystal structures of 3BPA bound to p38
kinase and leukotriene A4 hydrolase. Fig. 5 shows representative structures from
the MC simulations overlaid on the original crystal structures (ESI†). Both GAP
This journal is © The Royal Society of Chemistry 2020 Faraday Discuss., 2020, 224, 247–264 | 257
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Fig. 5 Overlay of representative structures from MC simulations (yellow) using GAP-v2
(top) and OPLS/CM1A (bottom) with the crystal structures (grey) of p38 MAP kinase (left)
and leukotriene A4 hydrolase (right).
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and MM retain the binding mode indicated by the crystal structure of p38 MAP
kinase. As discussed, we have identied a bindingmode of 3BPA to leukotriene A4
hydrolase that appears to be consistent with both QM dynamics and the observed
electron density map.2 We emphasize that the crystallographically-assigned
structure of 3BPA is not physically reasonable due to severe steric clashes
(Fig. S2†), although alternative (and multiple) binding modes are possible. The
alternative binding mode proposed here is stable throughout the GAP simulation,
which is a good indication that GAP is able to capture a range of conformations of
this exible molecule. The alternative binding mode is not stable in the MM
simulation, and there is a rotation of the pyridine ring of 3BPA, which breaks the
hydrogen bond between the amine group and the backbone of the Pro374 residue.
However, in the duplicate MM run (Fig. S4†), the bound conformation is stable for
longer before the hydrogen bond is broken, and so longer simulations would be
required to establish the equilibrium populations of these binding modes.

It should be emphasized that reproduction of the total QM energy for a exible
molecule of this size (15 heavy atoms) to an accuracy of 1 kcal mol�1 is a signi-
cant task. For comparison, we have computed the MM energies of the congu-
rations of 3BPA extracted from the GAP-v2 MC simulations in the three different
environments. Table 1 and Fig. 4(b) summarize the accuracy of OPLS/CM1A,
which is expected to be typical of standard small molecule force elds, in
comparison with the QM data. As expected, the MM force eld is signicantly less
accurate than the machine learning potential. These improvements in intra-
molecular energetics are expected to carry over into improved thermodynamic
quantities, such as binding free energies.

Having validated the ability of GAP to reproduce the underlying QM potential
energy surface of 3BPA, we now investigate one possible application of machine
learning based intramolecular potentials such as these. Free energy calculations
have extremely high (conformational and/or alchemical) sampling requirements
and, as such, are inaccessible to accurate QM calculation, relying instead on MM
258 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d0fd00028k


Table 2 GAP corrections (kcal mol�1) to the MM binding free energy of 3BPA with two
proteins

p38 MAP kinase
Leukotriene
A4 hydrolase

GAP-v1 +1.3 —
GAP-v2 +1.0 +2.0

Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 1
3 

m
ag

gi
o 

20
20

. D
ow

nl
oa

de
d 

on
 1

0/
11

/2
02

5 
14

:3
9:

20
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
force elds. As discussed in the Computational Methods section, our imple-
mentation of GAP in the MCPRO soware allows us to estimate corrections to
protein–ligand binding free energies using free energy perturbation theory. In
particular, the intramolecular energetics of the ligand were smoothly altered from
GAP to OPLS/CM1A and the free energy cycle shown in Fig. 2 was employed to
compute the correction to the binding free energy, DGA � DGB (eqn (8)). Note that
we have not computed the absolute binding free energies here. Focussing rst on
the binding of 3BPA to p38 MAP kinase, both GAP-v1 and GAP-v2 give a correction
to the MM binding free energy of close to 1 kcal mol�1 (Table 2). That is, we expect
the standard MM force eld to over-estimate binding, in this case, due to inac-
curacies in the treatment of intramolecular energetics of the ligand in water and
in the protein binding site. It is reassuring that the two versions of GAP agree on
the magnitude of the correction; one would not expect the addition of extra
training congurations to substantially affect the energetics of the molecule in
either water or the p38 kinase binding site. The correction to the binding of 3BPA
to leukotriene A4 hydrolase is larger, which is consistent with the inability of the
MM force eld to produce a binding mode that is consistent with the experi-
mental electron density map (Fig. 5).
4 Conclusions

In this paper, we have reported the rst construction, training and application of
the Gaussian approximation potential to an organic molecule with signicant
conformational exibility. The potential is a full dimensional t of the molecular
potential energy surface, with squared-exponential basis functions corresponding
to conformations from aMD run. The potential can be systematically improved by
adding more training data (energies and gradients) and more basis functions.
Iterative training was used, whereby further sampled congurations are collected
from a run with a previous version of the potential. It should be emphasized that
machine learning based potentials are only as accurate as the underlying QM
method used for training.

For this study, we have chosen the MP2/6-311G(2d,p) level of QM theory, which
provides a reasonable balance between accuracy and computational expense for
this molecule. The same training methods are potentially applicable to suitably
benchmarked density functional theory (DFT) methods, including extensions to
model, for example, strong electronic correlations and electronic excited states if
required. In this regard, it has recently been shown that transfer learning can be
employed to train a machine learning potential using sparse gold standard
coupled-cluster theory at the complete basis set limit,41 and similar extensions
would be interesting to study in the context of GAP.
This journal is © The Royal Society of Chemistry 2020 Faraday Discuss., 2020, 224, 247–264 | 259
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Here, the GAP was trained using just 3300 QM calculations in total. In
comparison, computation of the thermodynamic quantities reported in this
paper required around 108 evaluations of the ligand intramolecular energetics,
which would have been infeasible using even a very inaccurate QM/MM approach.
Interestingly, using the FEP set-up described here (ESI†), GAP is only a factor of
three times slower than the OPLS force eld. There are two reasons for this. First,
the speed of machine learning potentials is usually compared with evaluation of
force eld terms for small molecules, whereas in the condensed phase, long-
ranged electrostatic interactions become a signicant computational overhead.
Second, the ligand is not moved at every Monte Carlo step in the condensed phase
(see ESI Methods†), so evaluation of the intramolecular energetics can be skipped
when not required. The second version of the GAP is able to reproduce QM
energies to a high accuracy of close to 1 kcal mol�1 following training on a gas
phase QMMD data set, supplemented by congurations of the ligand taken from
the binding site of leukotriene A4 hydrolase. We envisage iterative tting
approaches such as this being a key feature of future machine learning potentials
to ll any gaps in the training data, especially if corrections can be automated and
made on-the-y. It is encouraging that substantial improvements could be made
to version 2 of the GAP with only 300 extra training congurations and minimal
changes to its behavior in the water and p38 kinase environments.

We have chosen to demonstrate the application of the GAP to the computation
of corrections to the MM binding free energy of 3BPA with two proteins. The GAP
is used to describe the intramolecular energetics of the ligand only. It should be
emphasized that there are still inaccuracies in protein dynamics and protein–
ligand interactions due to the use of standard MM force elds for these compo-
nents of the total energy. However, a wide range of parallel work is being devoted
to deriving these components from QMdata, either within the connes of the MM
functional form73,74 or using expanded machine learning data sets.42,44 By making
use of free energy perturbation theory, we estimate the corrections to MM binding
free energies to be close to 1 and 2 kcal mol�1 for p38 kinase and leukotriene A4
hydrolase, respectively. For comparison, a recent study of 138 experimentally-
veried FEP predictions of relative free energies of binding found that the accu-
racy of the computed results is close to 1 kcal mol�1.16 The computation of
absolute binding free energies is expected to be less accurate than relative free
energies, nevertheless it appears that substantial accuracy gains are achievable by
improving the description of intramolecular energetics. Of course, in computer-
aided drug design one is typically interested in the relative binding free ener-
gies of a congeneric series of ligands, and similar free energy cycles could be
employed also in these applications. We note in this regard that a full evaluation
of the accuracy of GAP for correcting protein–ligand binding free energies will
require evaluation of a signicantly larger validation set for which accurate
experimental data are available (only approximate binding affinities of the 3BPA
fragment are available1,2). Our goal is rst to optimize the balance between
accuracy and the size of the training dataset (which affects the computational
time required to evaluate and train the potential). This is expected to be even
more crucial as we move to drug-like compounds that typically have an even more
complex potential energy surface than 3BPA, and thus potentially require more
basis functions in the t. A signicant design choice is then whether to (i)
construct a new t for each different candidate molecule, which is expected to be
260 | Faraday Discuss., 2020, 224, 247–264 This journal is © The Royal Society of Chemistry 2020
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most accurate, but requires new QM calculations for each new molecule, or (ii)
construct a t optimized for several molecules simultaneously, which will still be
less general than a transferable organic force eld but might not need repar-
ameterizing for a new molecule within the same class. Both routes are worth
investigating further.40,42 However, we have demonstrated here the feasibility of
constructing a full potential energy surface for a molecule of signicant exibility,
shown that it is transferable to condensed phase environments outside the
training dataset, and employed it for the rst time in binding free energy calcu-
lations. Having established the accuracy of this molecule-specic machine
learning based potential for a exible organic molecule, future applications such
as computational enzymology, simulation of metals in biology, and construction
of ground and excited state potential energy surfaces for photochemistry appli-
cations are envisaged.
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