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Metabolite collision cross section prediction
without energy-minimized structures†

M. T. Soper-Hopper, a J. Vandegrift,a E. S. Bakerb and F. M. Fernández *c

Matching experimental ion mobility-mass spectrometry data to

computationally-generated collision cross section (CCS) values

enables more confident metabolite identifications. Here, we show

for the first time that accurately predicting CCS values with simple

models for the largest library of metabolite cross sections is

indeed possible, achieving a root mean square error of 7.0 Å2

(median error of ∼2%) using linear methods accesible to most

researchers. A comparison on the performance of 2D vs. 3D mole-

cular descriptors for the purposes of CCS prediction is also pre-

sented for the first time, enabling CCS prediction without a priori

knowledge of the metabolite’s energy-minimized structure.

Metabolomics employs a variety of techniques, including
nuclear magnetic resonance spectroscopy (NMR), high resolu-
tion mass spectrometry (MS) and tandem MS (MS/MS) in com-
bination with liquid chromatography (LC) or gas chromato-
graphy (GC) to separate, detect and identify hundreds of small
molecules in complex biological matrices.1 In this context,
NMR and MS data are most frequently analysed by way of auto-
mated peak alignment, de-replication, and database matching,
rather than manual approaches. While mass spectral database
coverage is becoming increasingly more comprehensive,2 high
quality experimental MS/MS fragmentation information may
still be unavailable for many metabolites due to low precursor
ion abundances, incomplete fragmentation, or precursor ion
co-selection. In this scenario, metabolite identification
becomes increasingly ambiguous, necessitating additional
experiments to increase annotation confidence.3

Ion mobility (IM) coupled to MS is emerging as a robust
platform to aid in metabolite identification.4–6 IM can be
thought of as analogous to a gas-phase electrophoretic experi-
ment, where ions in a buffer gas pass through a chamber in
the presence of an electric field, and the migration time is
measured. This migration time can then be transformed into a
CCS value through appropriate regression or calibration pro-
cedures.7 IM CCS values, while partially correlated with mass-
to-charge ratios (m/z), are also dependent on molecular shape,
granting IM-MS instrumentation a high degree of orthogonal-
ity that can be exploited for distinguishing isobars.8 Moreover,
CCS values have higher inter-laboratory robustness than chro-
matographic retention times,9 and are starting to be compiled
in large scale databases for unknown metabolite annotation.10

CCS values for molecules as small as metabolites and as
large as protein complexes have been predicted computation-
ally for comparison to IM measurements.11–13 However, such
predictions typically require 3-dimensional structures by way
of solid state NMR or X-ray crystallography experimental data.
When such data are lacking, computationally-optimized struc-
tures representative of the conformation(s) taken in the gas
phase are calculated by molecular dynamics. This approach,
useful to gain insight into the microscopic structure of an indi-
vidual molecule, requires significant computational resources
that are typically not scalable to metabolomics applications
with hundreds of biospecimens and thousands of detected
compounds.

As a faster, less resource-intensive alternative, a number of
efforts regarding CCS prediction using machine learning have
been reported in the literature. These include CCS predictions
for phenolics using traveling wave ion mobility spectrometry,14

support vector machine regression models used to derive the
MetCCS and LipidCCS databases,15,16 joint prediction of CCS
values and chromatographic retention times for screening pur-
poses,17 CCS prediction for pesticide libraries,18 and predic-
tions using deep neural networks.19 Along these efforts, which
we compare in more detail in ESI Table S1,† we developed an
approach named CCS Prediction (CCSP) where over 3800 mole-
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cular descriptors were calculated using Dragon 7.0, the world-
wide most used application for this type of calculations, from
2D SDF files. Molecular descriptors are mathematical rep-
resentations of a molecule calculated by well-specified algor-
ithms which transform molecular structures into numbers.20

Partial least squares (PLS) linear multivariate regression was
used to develop models to predict CCS values from such mole-
cular descriptors. CCSP yielded accurate CCS values that were
within 2% of experimental measurements for depsipeptides
and lipids using only their 2D structures.21 The excellent accu-
racy of such predictions was associated with the high chemical
homogeneity of the training sets studied, which was viewed as
one of the main limitations of the work, therefore only being
useful for predicting CCS of structurally-similar species, and
requiring some degree of a priori knowledge of the unknown
compound chemical characteristics. Here, the prediction of
CCS values for the largest and most diverse metabolite IM
database is explored for the first time using linear methods,
showing that CCS values can be well predicted without the
need for complex multi-layer deep learning methods, mole-
cular dynamics, or 3D molecular descriptors.

CCS values (DTΩN2) were sourced from the database recently
reported by Baker et al.22 This database includes over 500
primary metabolites, secondary metabolites, and xenobiotic
entries from the glycolysis and pentose phosphate pathways,
the tricarboxylic acid cycle, terpenes, flavonoids, antibiotics,
and aromatic hydrocarbons. Experimental CCS values for pro-
tonated and deprotonated species in both positive and nega-
tive ionization modes were included, as well as for sodiated
species, although not all adducts are available for each entry.
Database entries selected for inclusion in the CCS predictive
model development had to meet the following criteria: (1) [M +
H]+ and/or [M − H]− adducts only, (2) an SDF file had to be
available in the PubChem database, (3) molecular weight,
molecular formula, InChI Key, PubChem ID, and CAS number
from the CCS database had to be in agreement with the
PubChem files downloaded, and (4) in preliminary models the
predicted CCS value had to be in the range of expected experi-
mental CCS values. If one or more of the criteria were not met,
the metabolite was excluded from the multivariate models
developed. Downloading of the 2D structure files through
PubChem eliminated the need for manually drawing each
entry. When available, a 3D conformer file was also sourced
for comparison purposes, however no additional molecular
dynamics were employed to optimize these files. In some
cases, a single entry from the CCS database could be rep-
resented by multiple PubChem entries. When this occurred,
the most representative PubChem ID was selected (see list of
PubChem IDs selected under ESI†).

Dragon 7.0 was used to calculate molecular descriptors for
each SDF file downloaded.23 The SDF files were first separated
into four categories based on adduct ion type: 2-dimensional
[M + H]+ (n = 254), 2-dimensional [M − H]− (n = 295), 3-dimen-
sional [M + H]+ (n = 238), and 3-dimensional [M − H]− (n =
271). It is important to note that, while CCS values from the
database are for a specific adduct, the SDF files used to calcu-

late molecular descriptors were not manipulated to add a
charge. Molecular descriptors that were constant within a cat-
egory were excluded from model development, resulting in a
final matrix of 1955 descriptors for the 2D entries and 3608
descriptors for the 3D entries. Many of the descriptors relied
on weighting schemes for calculation; these weighting
schemes, based on properties such mass, van der Waals
volume, Sanderson electronegativity, ionization potential,
polarizability, and intrinsic state, were applied directly by
Dragon 7.0 when appropriate. When required, 2D hydrogens
were added to structures with missing hydrogens, and atom
coordinates were rounded. For disconnected molecules such
as salts, the Dragon approach, a theoretical method new to
Dragon 7.0, was applied to allow for the descriptors to be cal-
culated. Overall, calculation of all molecular descriptors with
Dragon 7.0 required less than 10 minutes for the whole metab-
olite database on a standard desktop workstation with 8 GB
RAM.

Each adduct category was randomly split into calibration
and test sets, with approximately 25% of each reserved for
independent validation as follows: 2-dimensional [M + H]+

(ncalibration = 189), 2-dimensional [M − H]− (ncalibration = 217),
3-dimensional [M + H]+ (ncalibration = 177), and 3-dimensional
[M − H]− (ncalibration = 200). In cases where very few entries for
a given chemical class were present, such class was split 50%
to have adequate representation in both the calibration and
independent test sets. The widely accessible Matlab with the
PLS toolbox24 was used for PLS regression between molecular
descriptors (X-block) and database CCS values (Y-block) for
each adduct category. Cross validation of the PLS models was
performed using a Venetian blinds approach with 10 splits,
and 1 object per split. In previous work, variable selection
using genetic algorithm (GA)-PLS regression was critical for
lowering the percent error associated with predicted CCS
values. Following a similar strategy, GA was performed in
Matlab reducing the number of molecular descriptors in the
X-block as follows: 2-dimensional [M + H]+ (n = 49), 2-dimen-
sional [M − H]− (n = 45), 3-dimensional [M + H]+ (n = 178), and
3-dimensional [M − H]− (n = 187). GA settings used are
described under ESI (Table S2†), with the frequency of selec-
tion of various descriptors shown in Fig. S1.†

While previous work with lipids and depsipeptides only
used 2D structures, 3D conformers for the majority of the
metabolites under study here are now accessible in
PubChem.25 Therefore, we now attempted a comparison of the
accuracy of CCS predictions obtained from 2D structures vs.
those from 3D conformers. Results showed only minimal
differences in the CCS root mean square error in prediction
(RMSEP) of the independent test set, and the root mean
square error in cross validation (RMSECV) of the calibration
set (Table 1) between 2D and 3D descriptors, suggesting that
2D descriptors are sufficient for CCS prediction with good
accuracy.

For the [M − H]− 2D PLS model, the RMSEP was 5.44 Å2,
while for the corresponding 3D PLS model the RMSEP was
5.09 Å2 (Table 1). Of the 78 independent test entries for the
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[M − H]− 2D model, 67 (86%) were predicted within ±5% and
an additional 11 were within ±8.25% of the experimental CCS
values. The median relative error was 1.47%. In comparison,
the [M − H]− 3D model, which had 71 independent test
entries, resulted in 62 metabolites within ±5% error (87%), an
additional 8 within ± 10%, and only 1 with an error greater
than 10% (−10.3%) with a median relative error of 1.95%.
Experimental vs. predicted CCS values for 2D [M − H]−ions
are shown in Fig. 1a, with the results for 3D [M − H]− ions
shown in Fig. S2b,† and a breakdown of the observed accu-
racies presented in Fig. S3.†

For the predictive model developed for [M + H]+ ions, the
RMSEP using 2D structures was 6.98 Å2, while the RMSEP
using the 3D conformers was slightly lower at 5.63 Å2. For 2D
structures, of the 64 independent test entries, 54 (81%) had
predictions within ±5% error of the experimental measure-
ment, an additional 11 were within ±10%, and the remaining
3 had an error lower than 12% (median relative error was
1.84%). With the 3D [M + H]+ model, 60 independent test
entries were analysed and had a median relative error or
2.29%; 48 of these (80%) were within ±5% and 12 were within
±9%. Experimental vs. predicted CCS values for 2D [M + H]+

adducts are shown in Fig. 1b, 3D [M + H]+ are shown in
Fig. S2a.† The model accuracy breakdown is shown in Fig. S3.†
Results for PLS models without GA variable selection are pro-
vided in Fig. S4–S7,† for comparison purposes. Overall, these
results indicated that accurate prediction of CCS values
median relative errors better than 2% was possible for all
[M + H]+ and [M − H]− ions of all metabolites considered
using simple PLS models. These errors were slightly higher
when 3D molecular descriptors were used. This is to be
expected, as the 3D structures used to calculate those descrip-
tors are not necessarily optimized. Also, the effect of charge
localization on molecular structure (e.g. various protomers26)
may be responsible for the observed CCS prediction error
differences between 2D and 3D descriptors.

The molecular descriptors selected through GA were cate-
gorized into the blocks described within the molecular
descriptor software, as indicated in ESI.† 27 Two-dimensional
atom pairs and 2D matrix-based descriptors were the top two
most frequently used molecular descriptor blocks for all four
models. Two-dimensional autocorrelations and edge adjacency
indices were also frequently used blocks. The models lacking

3D descriptors used approximately half the number of mole-
cular descriptor blocks than those developed with 3D infor-
mation. This is expected considering the more simplistic
nature of 2D models. Models for [M + H]+ species used one
more molecular descriptor blocks than the corresponding 2 or
3D [M − H]− models.

The molecular descriptor blocks used for the 2D [M − H]−

and [M + H]+ models were very similar. Blocks used for the 2D
[M + H]+ model (14 blocks) and 2D [M − H]− model (13
blocks), shared 12 common descriptor blocks. Atom-type
E-state indices were unique to the 2D [M − H]− model, while
constitutional indices and information indices were unique to
the 2D [M + H]+ model. These unique blocks, however, had few
molecular descriptors of that category. Only one molecular
descriptor fell within the atom-type E-state indices in the 2D
[M − H]− model, with an extremely low variable importance in
projection (VIP) score. While descriptors that fell within the
constitutional indices and information indices blocks

Table 1 Root mean square error in cross validation (RMSECV), root
mean square error in prediction (RMSEP), and R2 in cross validation (CV)
and prediction for each of the 4 best PLS models developed. Lower
RMSE values indicate a better match to the experimentally-derived col-
lision cross sections. The median percent error is reported

RMSECV
(Å2) R2 CV

RMSEP
(Å2)

R2

Pred
Median %
error

[M + H]+ 2D 4.00 0.99 6.98 0.94 1.84
[M + H]+ 3D 3.87 0.98 5.63 0.92 2.29
[M − H]− 2D 3.62 0.99 5.44 0.98 1.47
[M − H]− 3D 3.54 0.99 5.09 0.96 1.95

Fig. 1 Measured vs. cross-validation (CV)-predicted CCS for metab-
olites developed using (a) 2D structural files to calculate molecular
descriptors for [M − H]− adducts, and (b) 2D structural files to calculate
molecular descriptors for [M + H]+ adducts. Optimal molecular descrip-
tors were selected by a genetic algorithm.
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appeared infrequently in the 2D [M + H]+ model, they had
several significant (greater than 1.4) VIP scores, leading to a
higher weight when incorporated into the final model.

Three-dimensional models were more similar than 2D,
where the 3D [M − H]− and 3D [M + H]+ model shared 27
descriptor blocks. The 3D [M + H]+ model included one extra
block, ring descriptors, but this block was not significant for
the model, containing only 2 molecular descriptors each with
a VIP score lower than 1. A box and whisker plot for the
descriptor blocks making up the 3D [M − H]− model is shown
in Fig. 2, comparing the blocks by average VIP score of the
individual molecular descriptors contained within them.
Molecular descriptors falling within the matrix-based descrip-
tors (2D and 3D), GETAWAY descriptors, walk and path counts,
informational, constitutional, and connectivity indices blocks
made up the highest VIP scoring descriptors consistently
through the models. The importance of descriptors within
these blocks indicates that the placement of atoms with
respect to one another is critical to CCS prediction, as
expected. ESI Table S3† presents a comparison of the specific
descriptors in this work against those in our previous study
and Table S4† gives the VIP score for the top 25 scoring mole-
cular descriptors in each model. Of the descriptors chosen by
GA in more than one model, none had consistently high VIP
scores. This suggests that a few singular molecular descriptors
on their own are not correlated with CCS, but instead it is the
combination of molecular descriptors which provides strong
predicting power. In other words, results indicate that the indi-
vidual descriptors and what they represent are less critical
than finding the best subset of molecular descriptors that
combined can predict CCS accurately. Fig. S8 and S9† show

correlation plots between these descriptors, suggesting that
molecular descriptors from the same blocks are generally cor-
related with one another as expected, however not all are posi-
tively correlated with CCS. This further supports an aggrega-
tion of molecular descriptors being more important than any
singular descriptors in CCS prediction.

In comparison to our previous study with lipids and depsi-
peptides, the error for the training set used here was slightly
higher due to the larger chemical diversity of the chemical
species involved. In future work, even lower errors may be
obtainable by developing chemical class-specific PLS models
for more homogeneous training subsets or by increasing the
overall training set size, following the continuing expansion of
the Baker IM CCS database. Although it could be argued that
with more chemically specific training subsets the risk of over-
fitting may increase, use of some diagnostic fragment ions
obtained by MS/MS to determine chemical class membership
of the unknown metabolite in question may help guide the
application of a given PLS model specific for that class. CCS
prediction with CCSP did not rely on assigning a tentative
metabolite class to the unknown, and thus has the advantage
of identifying metabolites in a data independent fashion.
Accurate CCS predictions were achievable even if the structure
had not been energy minimized and only using 2D descrip-
tors, thus removing the need for molecular dynamics optimiz-
ation. In only a few cases 3D models produced predictions
better than 2D models, but no obvious structural trend was
observed for these species (Fig. S10 and S11†). Development of
the models presented here did not require computing power
in excess of a standard workstation for either molecular
descriptor calculation or PLS regression within Matlab, allow-
ing a quick approach to CCS prediction. However, it must be
noted that even small molecules can exist as different isomers
in the gas-phase, and that these isomers can sometimes be
separated by ion mobility. In these cases, application of CCSP
is likely to result in incorrect assignments, as only one CCS
value is calculated per species.
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