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ulation of nanoscale material
focused ion beam gas-assisted etching: Ga+ and
Ne+ etching of SiO2 in the presence of a XeF2
precursor gas†

Kyle T. Mahady, a Shida Tan,b Yuval Greenzweig,c Amir Ravehc

and Philip D. Rack *ad

Elucidating energetic particle-precursor gas–solid interactions is critical to many atomic and nanoscale

synthesis approaches. Focused ion beam sputtering and gas-assisted etching are among the more

commonly used direct-write nanomachining techniques that have been developed. Here, we

demonstrate a method to simulate gas-assisted focused ion beam (FIB) induced etching for editing/

machining materials at the nanoscale. The method consists of an ion–solid Monte Carlo simulation, to

which we have added additional routines to emulate detailed gas precursor–solid interactions, including

the gas flux, adsorption, and desorption. Furthermore, for the reactive etching component, a model is

presented by which energetic ions/target atoms, and secondary electrons, transfer energy to adsorbed

gas molecules. The simulation is described in detail, and is validated using analytical and experimental

data for surface gas adsorption, and etching yields. The method is used to study XeF2 assisted FIB

induced etching of nanoscale vias, using both a 35 keV Ga+, and a 10 keV Ne+ beam. Remarkable

agreement between experimental and simulated nanoscale vias is demonstrated over a range of

experimental conditions. Importantly, we demonstrate that the resolution depends strongly on the XeF2
gas flux, with optimal resolution obtained for either pure sputtering, or saturated gas coverage; saturated

gas coverage has the clear advantage of lower overall dose, and thus lower implant damage, and much

faster processing.
1 Introduction

Controlling/editing materials at the nanoscale is critical for the
realization of many emerging technologies. One synthesis
technique for sculpting materials at the nanoscale is focused
ion beam (FIB) nanomachining. FIBs are used in many appli-
cations, ranging from imaging with the helium ion microscope
(HIM),1–3 ion beam induced deposition,4–6 and, nano-
machining.7,8 Owing to the high achievable beam resolutions
using the gas eld ionization source (GFIS), FIBs using light
ions, such as Ne+ and He+, have attracted signicant attention
in recent years. However, a draw back of nanomachining per-
formed using FIB sputtering is that it requires sufficiently high
ion doses to sputter material from the target surface, which may
produce signicant subsurface damage.9 Subsurface damage
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596
may be mitigated through the use of focused ion beam induced
etching (FIBIE); in FIBIE, a reactive precursor gas, such as XeF2
is used to enhance the material removal rate, which therefore
reduces the required dose. However, the factors determining
resolution for FIB sputtering are not perfectly known, and the
addition of a precursor gas further inuences achievable
nanomachining resolutions in a way which is dependent on the
interaction of the gas ux, and scan parameters. In this paper,
we describe a Monte Carlo simulation for FIBIE with XeF2, and
use it to study the resolution of etched features in SiO2.

FIBIE reduces the subsurface damage associated with
nanomachining by enhancing material removal rate, and
thereby reducing the total ion dose required. Damage to the
substrate may result from high doses of energetic ions, in the
form of implanted ions in the subsurface (which may result in,
for example, bubbling9), as well as implanted energy, whichmay
cause such effects as amorphization of a crystalline target.8,10

FIBIE works similarly to electron beam induced etching:
a reactive precursor gas is injected near the substrate, which
then adsorbs to the surface as a monolayer. In the case of SiO2

with a XeF2 precursor, the gas does not spontaneously etch;
however, the input of energy from the ion beam leads to
This journal is © The Royal Society of Chemistry 2019
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dissociation of adsorbed molecules. The volatile compounds
resulting from the dissociation of the XeF2 molecule, and
reaction with the substrate, may be removed from the substrate
spontaneously, or by additional interactions resulting from the
ion beam.

While atomic layer control via FIB sputtering and etching
has not been achieved (see ref. 11 for a recent perspective/review
on atomic scale fabrication), the reduced sub-surface scattering
that occurs in 2D materials provide avenues for enhanced
resolution. In this regard, we have explored controlled defect
introduction via scanning He+ irradiation in multilayer12 and
single layer13 WSe2. Additionally, subsurface nanoscale nano-
machining via laser-assisted He+ focused ion beam sputtering
was shown to enhance the etching rate in single layer graphene
nanochannels.14

Monte Carlo method simulations are widely used to study
interactions of energetic ions with solid targets, and FIB pro-
cessing specically. Such applications include studying
subsurface damage,9,15,16 imaging with the HIM,17 and ion beam
induced deposition.18 One of the most popular Monte Carlo
programs is SRIM,19,20 which simulates the interaction of
numerous ion species and target compositions. However,
despite its versatility and widespread use, SRIM is unable to
simulate the effects of cumulative material removal due to
either sputtering, or gas assisted etching. While several Monte
Carlo methods have been developed which incorporate target
evolution due to sputtering,21–24 we are unaware of any simula-
tion that fully accounts for both sputtering, and material
removal due to FIBIE. For this reason, we have developed the
EnvizION Monte Carlo code, which has been previously used to
simulate FIB milling,25–29 and secondary electron (SE) emis-
sion.30 While chemically assisted etching was estimated previ-
ously using EnvizION,31 this was emulated by reducing the
surface binding energy of the target material, and was not
sufficient to understand all factors related to material removal
rate, as well as etching resolution. In this paper, we introduce
our method for simulating gas assisted etching using EnvizION;
this method incorporates details about the incoming gas ux,
population of irregular surface features with gas, and depletion
of gas due to reaction with substrate surface atoms driven by
energy added from the ion beam. While specically developed
for high-energy focused ion beam applications, low-energy
variants to the energy transfer could be implemented for
atomic layer etching, as well as the inverse plasma enhanced
atomic layer deposition.

The ion solid interaction of the EnvizION simulationmethod
is based closely on SRIM.19,20 Unlike SRIM, EnvizION employs
a voxel based representation of the computational domain,
which permits the target to evolve as material is sputtered, and
redeposited elsewhere. Bulk relaxation, and surface smoothing
routines are employed to reduce porosity, and other simulation
artifacts, during sputtering. The excitation and emission of SEs
by the primary ion may additionally be simulated, according to
the type of substrate. The FIBIE method, presented in this
paper, consists of a method for simulating both the incoming
gas ux, as well as the interactions by which the primary ion
beam may cause dissociation of adsorbed XeF2, and the
This journal is © The Royal Society of Chemistry 2019
associated etching of material. The mechanism by which the
ions trigger dissociation of adsorbed XeF2 is modeled similarly
to the atomistic mechanism of ion beam induced deposition
described by Dubner.32,33 In this model, the interaction between
the primary ion and the adsorbed surface molecules is medi-
ated by the substrate. The primary ion generates large numbers
of displaced atoms in the near surface region of the target; some
of these displaced atoms may reach the surface of the target,
where they are permitted to interact with adsorbed gas through
a binary collision. In contrast to Dubner's model, we addition-
ally allow secondary electrons to cause dissociation with an
energy dependent cross section.

In Section 2, we describe the simulation method in detail.
Section 3 compares simulations with experiments for ve sets of
scan parameters for Ga+ etching, and three sets of scan
parameters for Ne+ etching. We study the etching resolution
with respect to gas ux in Section 4, and our results are
summarized in Section 5.
2 Simulation method

In this section, we survey the novel aspects of the method for
simulating FIBIE of SiO2 with a XeF2 precursor. Details of the
sputtering method have been presented previously, with studies
focusing on the validation of the code, and sputtering in
monatomic substrates,28 and the use of simulations to under-
stand sputtering in SiO2 targets.29 Monte Carlo modeling of SE
emission was previously implemented only for conducting
targets;30 in the present work, we use a similar method, but with
the electron scattering determined by interaction with optical
phonons, using the Monte Carlo method of.34 In contrast, the
method described in our previous work30 for conducting targets
was based on the inelastic interactions of excited electrons with
other electrons. The SiO2 Monte Carlo method for SE emission
that we employ does not account for charging of the substrate;
this subject will be studied in the near future.

In this paper, we study line scans, which consist of a discrete
set of “pixels”, with length Lscan, and with pixel spacing or
“pitch” Dx; the ion beam dwells at each pixel center for a time
sdwell, before moving to the next pixel center. The number of
pixels in a single line, Lscan/Dx, denes a “frame”. Aer a frame
is scanned, the experiment may pause or blank the beam for
some time to allow the gas ux to repopulate the surface with
XeF2; this time is referred to as the “refresh time”, denoted
srefresh. Aer refreshing, another frame is etched by scanning
the beam back along the line (i.e., we study “serpentine” scans,
though any patterning option is possible). This process
continues until the full dose has been reached (generally on the
order of thousands of frames for the experiments presented in
this paper).

The computational domain consists of the region

{(x, y, z): xmin < x < xmax, ymin < y < ymax, z ˛ (�hmax, hpad)}

All substrates that we consider here consist of SiO2, initially
occupying the region z < 0. The empty space at the top of the
Nanoscale Adv., 2019, 1, 3584–3596 | 3585
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domain is taken to be hpad ¼ 25 nm, and xmin, xmax, ymin, ymax,
and hmax, vary by simulation. The domain is represented by a 3D
cubic lattice of voxels, with the centers of each voxel separated
by a distance d z 0.25 nm, with d being the average distance
between atomic centers in SiO2. Each voxel is represented by
a ag which corresponds to the contents of the voxel, either
empty, or occupied by an atom of Si, O, or an implanted neutral
atom of the impinging ion type; the initial substrate is popu-
lated at random with 1/3 Si and 2/3 O voxels. Ga+ ions are
assumed to occupy lattice sites aer coming to a rest in the
target, while Ne+ ions are assumed to either occupy interstitial
locations, or to diffuse and escape from the target; this is
modeled by depositing stopped Ga+ ions in the nearest empty
voxel, while Ne+ ions are removed from the computational
domain aer coming to a rest. The SiO2 sputtering simulation
method is described in detail in our previous work.29 For all
simulations considered here, we use “mirror” boundary
conditions: if a moving ion, recoil atom, or gas molecule, with
direction of travel ~V , reaches the x or y boundaries, its direction
of travel is set to

~V ) ~V � 2(~V$~n )~n

where ~n is the outward pointing normal of the boundary. In
previous versions of EnvizION,28,29 the simulation had open
boundary conditions so that moving ions and target atoms
which leave the simulation domain are no longer tracked. Open
boundary conditions can lead to signicant artifacts in via
depth if the domain is not large enough, and are problematic
for the gas simulation, as discussed below.

The method that we employ for gas assisted etching (GAE) is
based on that described by Dubner32 for modeling ion beam
induced deposition. In this model, the precursor gas (in our
case, XeF2) is assumed to follow a Langmuir isotherm on the
SiO2 surface. Once adsorbed, the XeF2 does not etch sponta-
neously, but remains adsorbed for its residence time (100 ms),
or until it is activated, either directly or indirectly, by the ion
beam. Once etching occurs, the simulation emulates the
chemical reaction as follows:

SiO2 + 2XeF2 / SiF4 + O2 + 2Xe (1)

The etch products are assumed to immediately volatilize,
and are removed from the substrate. The method for simulating
gas assisted etching (GAE) consists of two components:

(1) A method for the population of the surface with gas
molecules.

(2) A method for the ion beam to activate the adsorbed gas to
etch.

Diffusion of the adsorbed XeF2 along the surface may be
important for both the etch rate and the resolution of etched
vias; however, it is computationally costly, and we ignore
diffusion in the present study.

In simulations, the surface is populated by an isotropic gas
ux, with gas molecules adsorbing to the surface following
a Langmuir isotherm model. Each gas molecule may occupy
exactly one surface site, which in simulations is dened as an
3586 | Nanoscale Adv., 2019, 1, 3584–3596
empty voxel which has at least one nearest or next-nearest
neighbor voxel which contains a substrate atom. While
surface sites and adsorption orientations are not distinguished
in this version of the simulation, for systems where atom
specic and molecular orientation specic orientations are
known, we can accommodate these specics with modied
residence times and dissociation energies.

We illustrate the isotropic gas population routine in Fig. 1.
The population of the surface by gas molecules is simulated as
an isotropic ux. For each gas molecule, an initial position P is
generated uniformly at z ¼ hpad, and an initial trajectory V is
generated from the half sphere of trajectories with z component
less than zero. The gas molecule then travels according to the
following steps:

function gas recoil (P, V)
it ) 0
while (it < itmax) do
(1) Trace a ray from P along V until either a surface site is

reached, or we reach the boundary z ¼ hpad or z ¼ �hmax. If
a boundary is reached, the routine terminates. Otherwise, let
the position of the surface site be given by P0.

(2) If the surface site is empty, generate a uniform random
number r ˛ (0, 1). If r < a, the gas molecule adsorbs to the
surface site at P0.

(3) For all other cases, generate a new random trajectory V0, and
update themolecule's position and trajectory with P) P0, V) V0.

(4) it ) it + 1.
end while
end function
The parameter a is referred to as the sticking coefficient, and

expressed the probability that a gas molecule will adsorb to
a site on which it is incident. During the ray trace step of gas
recoil, it is important that open boundary domains are not used,
as this will prevent gas trajectories with small z component
from reaching the surface. Gas molecules that have adsorbed
onto the surface may spontaneously desorb with a mean resi-
dency time sr, which we take to be 100 ms, following Harriott
(1993).35 A gas molecule which desorbs at position Pdesorb is
assigned a randomized trajectory Vdesorb, and we call gas recoil
(Pdesorb, Vdesorb), i.e., desorbed gas molecules may recoil
throughout the domain until either escaping, or re-adsorbing to
an empty site. In simulations, the gas population routine is
called between each pixel dwell, and during the gas refresh
time. In the rst case, aer a pixel dwell of length sdwell, the gas
ux is simulated for sdwell as well, before the next pixel is
simulated. Dwell times are typically a few ms, or sub-ms, while
the timescales characterizing gas population are on the order of
thousands of ms, so that this simplication is expected to
introduce little error.

To understand the population of a surface due to the setup
we have described, it is helpful to compare the gas population of
an irregular surface with that of a perfectly at surface. For a at
surface, in the absence of diffusion or ion beam induced
dissociation, our gas population scheme is described by the
following equation:

r(t) ¼ rN + (r0 � rN)exp(�tsa
�1) (2)
This journal is © The Royal Society of Chemistry 2019
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Fig. 1 Two dimensional schematic of the gas population routine. (a) Gas molecule positions are generated from a uniform distribution at the top
of the domain. (b) Trajectories are assigned to each molecule from a uniform distribution over a half sphere. (c) Molecules move line-of-sight
until they find an empty site to adsorb to, permitting mirror boundary conditions (I) and gas ricochet (II).
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sa
�1 ¼ fd2 + sr

�1 (3)

rN ¼ fsa (4)

Here r(x,y,t) is the number of adsorbed molecules per unit area
on the surface, rN is the equilibrium surface coverage density,
r0 is the initial surface coverage density, and sa is the time scale
for gas population. We sometimes nd it more convenient to
refer to the gas fraction, Cðx; y; tÞdrðx; y; tÞd2. The effective gas
ux, in molecules per area per unit time, is given by f. Fig. 2(a)
plots the gas fraction as a function of time for an initial at
substrate with zero gas population, for varying gas ux. When
the gas ux is as high as 1018 molecules per cm2 per s, the gas
fraction rapidly approaches full coverage. Importantly, in the
experiments we consider here, we are interested in the forma-
tion of high aspect ratio valleys, which populate quite differ-
ently than a at surface. Fig. 2(b) compares the population of
the at surface from eqn (2), to the simulated result using the
described gas recoil routine in a rotationally symmetric
Gaussian via exposed to a gas ux of 1017 molecules per cm2

per s; this Gaussian via has a 15 nm full width at half maximum
(FWHM), and a depth of 100 nm. While the simulated pop-
ulation at the top of the via and the surrounding at surface (z¼
0) is the same as the analytical theory, deeper in the via we see
that gas population occurs much more slowly; near the via
Fig. 2 (a) Population of a flat surface due to a variable isotropic gas flux
FWHM Gaussian via at various depths. The analytical result for a flat surfa
guide the eye.

This journal is © The Royal Society of Chemistry 2019
bottom (z ¼ �99 nm) gas population occurs on a timescale that
is more than two orders of magnitude slower than the at
surface.

An important component of the gas recoil routine is that
a gas molecule which fails to adsorb to the surface spontane-
ously desorbs with a random trajectory; this emulates transient
adsorption to an already adsorbed gas molecule, or a failure to
adsorb due to a sticking coefficient less than one. Aer
desorbing, a gas molecule recoils throughout the domain,
which, for brevity, we refer to as a gas ricochet. We consider the
effects of ignoring ricochet in Fig. 3. Fig. 3(a) shows a top down
view of the simulated gas fraction in Fig. 2(b) at t¼ 106 ms, while
Fig. 3(b) shows the same simulation, except not permitting
ricochet (i.e., if a gas molecule reaches an already occupied gas
site, the gas recoil routine for that molecules stops, and the gas
molecule disappears); in this manner gas sites are only popu-
lated in proportion to the solid angle exposed to the top of the
domain. Ignoring ricochet results in a signicantly lower gas
fraction. Fig. 3(c) plots the gas fraction from Fig. 3(a) and (b), at
various times and depths in the via; we can see in particular that
the gas population with ricochet becomes higher relative to the
simulation without ricochet as the gas fraction increases. This
can be understood as follows: as the gas fraction inside of a via
increases, this leads to more incident gas molecules landing on
, calculated using the eqn (2). (b) Population of a 100 nm deep, 15 nm
ce is shown by the solid line. The dashed lines in (b) are shown to help

Nanoscale Adv., 2019, 1, 3584–3596 | 3587
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Fig. 3 Population in a 100 nm deep, 15 nm FWHMGaussian via. The fraction of gas sites occupied after 1� 106 ms, with a 1017 molecules per cm2

per s gas flux, is shown for (a) allowing gas molecules to ricochet, and (b) not allowing gas molecules to ricochet. Plots show a top-down view of
the gas concentration. (c) shows the fraction of all gas sites occupied, as a function of depth, for these same vias; the refresh time is varied, and
the solid lines indicate gas populations obtained with ricochet, while the dashed lines indicate gas populations obtained without ricochet.

Table 1 Summary of XeF2 etching parameters used in EnvizION

Parameter Description Value

sr Mean gas residence time on the surface 100 ms
Eact Activation energy for XeF2 dissociation 0.05 eV
D Diffusion coefficient 0
Pe�1 Electron etching probability 1
a Sticking coefficient 1
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already full surface sites, and therefore subsequent desorption
allows gas molecules to nd non-occupied sites; this contribu-
tion is a critical component to populating high-aspect ratio vias,
where direct adsorption is minimal due to the low solid angle
relative to the top of the domain.

The primary ion Monte Carlo which depends on the ion type
(here Ne+ and Ga+) and the target substrate (here SiO2) proceeds
as described in our previous work,29 which is in turn closely
based on SRIM.20 Interested readers should refer to our previous
work29 for the relevant SiO2 parameters that affect the ion–solid
interactions, as we focus here on the precursor–solid interac-
tions that are operative in the new simulation. Summarily,
moving atoms (i.e., primary ions and recoiling target atoms)
exhaust their energy through a combination of elastic collisions
with atoms in the substrate, and inelastic interactions with the
electrons of the substrate. Inelastic interactions may give rise to
secondary electron emissions. Elastic collisions give rise to the
scattering of moving atoms; if an elastic collision transfers more
energy than a displacement threshold Edisp to the atom in the
3588 | Nanoscale Adv., 2019, 1, 3584–3596
target, the target atom becomes a recoil, and travels through the
substrate similarly to the incident ion. In the near surface
region, Edisp ¼ 0, while Edisp ¼ 8 eV elsewhere. If a moving atom
reaches the surface with energy greater than the surface binding
energy Esurf, then it may be sputtered. Atoms which are not
sputtered, and whose initial energy is less than 8 eV, are
returned to their initial position aer their energy drops to zero.

In the EnvizION model, gas-assisted etching is driven by
interactions between moving atoms, excited electrons, and
adsorbed XeF2. Any moving atom which reaches an occupied
surface site is permitted to interact with the adsorbed XeF2
molecule – importantly, even if an atom with energy insufficient
to sputter reaches the surface, it is permitted to interact with an
adsorbed XeF2. If an electron reaches an occupied surface site, it
etches with a probability Pe�. Secondary electron dissociation
cross sections have been studied in detail for electron beam
induced deposition,36–38 and electron beam induced etching
studies.39,40 For simplicity, in what follows we set Pe� ¼ 1;
notably, even with a unit etching probability, we nd that
electron etching is a very minor component in ion beam
induced etching.

Moving atoms interact with adsorbed XeF2 through a binary
collision model (see Dubner32). The interaction between
a moving atom A and an adsorbed XeF2 molecule is calculated
as a binary collision between the moving atom, and one of the
component atoms of the XeF2. There is a 1/3 chance that the
collision is with the Xe, and a 2/3 chance that the collision is
with a F atom; for convenience, we refer to the selected knock-
This journal is © The Royal Society of Chemistry 2019
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Fig. 4 Comparison of etching from 10 keV He+, Ne+, and Ga+ ion point dwells. Histograms of the radial location of all etch events are shown in
(a)–(c), computed from 10 000 incident ions. Ion paths are shown in red, and recoil atom paths are shown in blue, for 50 incident ions, in (d)–(f);
the surface of the target is indicated by a dashed line. The etch yields for each ion are as follows: 4 atoms per ion for He+, 29 atoms per ion for
Ne+, and 34 atoms per ion for Ga+. Note that (d)–(f) have projected all data along the y-axis, while simulations were three dimensional.
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on atom in the precursor gas molecule as B. The maximum
impact parameter pmax is set to be rA + rB where rA and rB are the
van der Waals radii of atoms A and B respectively. The impact
parameter of the binary collision is then set to be
p ¼ ffiffiffiffiffiffiffiffiffiffi

rand
p

pmax, where rand is uniformly distributed in (0, 1). If
the amount of energy transferred from A to B exceeds an acti-
vation energy Eact, then dissociation and subsequent etching
occurs. Based on eqn (1), if etching occurs, the simulation ags
the nearest occupied voxel to empty, and then ags another
nearest neighbor, or next-nearest neighbor, voxel to empty with
probability 0.5. In this way, each gas molecule removes on
average 1.5 atoms when it dissociates, in accordance with eqn
(1). Note that the etching routine in simulations does not
distinguish Si and O atoms, nor does it allow for two XeF2
molecules to participate in a reaction, and instead removes, on
average, the correct number of substrate atoms per dissociated
XeF2.

Based on the above discussion, there are two parameters
whose values are unknown: the activation energy Eact, and the
sticking coefficient a. By comparison with the experiments
described in Section 3, and further experimental benchmarks
Table 2 Recipes used for beam etching simulations and experiments

Recipe Energy Lscan Dx sdwell

Ga+ 1 35 keV 128 nm 4 nm 0.05 ms
Ga+ 2 35 keV 128 nm 4 nm 0.1 ms
Ga+ 3 35 keV 128 nm 4 nm 0.05 ms
Ga+ 4 35 keV 128 nm 4 nm 0.2 ms
Ga+ 5 35 keV 128 nm 4 nm 0.5 ms
Ne+ 1 10 keV 128 nm 2 nm 1 ms
Ne+ 2 10 keV 128 nm 2 nm 0.5 ms
Ne+ 3 10 keV 128 nm 2 nm 0.2 ms

This journal is © The Royal Society of Chemistry 2019
described in the ESI,† we use an activation energy of Eact ¼
0.05 eV. We use a value of a ¼ 1 for simulations; however the
comparison with previously published experiments, presented
in the ESI,† requires a value of a ¼ 0.025 to account for the
extremely high gas ux values in the experiments. The gas
etching parameters used for simulations in this paper are
summarized in Table 1.

Again, for computational efficiency, we ignore diffusion in
all simulations. When XeF2 adsorbs to the surface, it may
diffuse, similar to the case of IBID.41 In the present paper, we
will ignore diffusion in all simulations. We will consider the
effects of diffusion in a future paper, which, for 3D electron
beam induced deposition studies, even short range diffusion
has been shown to have interesting effects when transitioning
from electron to mass transport limited regimes.42
3 Results

In Fig. 4, we illustrate etching due to 10 keV spot dwells of
varying ion species. For these simulations, the gas fraction, or
coverage, on the surface is kept at 1 during each simulation.
Current srefresh Frames Dose (nC cm�1)

1 pA 2400 ms 15 700 2.0
1 pA 2400 ms 9500 2.4
1 pA 1200 ms 17 349 2.1
1 pA 1200 ms 8000 4.0
1 pA 1200 ms 4000 5.0
0.3 pA 1000 ms 20 105 62
0.3 pA 500 ms 34 849 54
0.3 pA 300 ms 67 017 41

Nanoscale Adv., 2019, 1, 3584–3596 | 3589
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Fig. 5 Ga+ etching using the Ga+ effective beam profile, using recipe 5 (in text). (a) Comparison of Ga+ etched vias with experimental TEM image
as the gas flux is varied. Gas flux is given in units of molecules per cm2 per s. (b) Surface profile of the etched via with flux 4 � 1017 molecules per
cm2 per s. The entire simulation domain is shown, and there is a mirror boundary condition at the y¼ 0 plane, and the x¼ 64 nm plane. The initial
position of the beam in the x–y plane is indicated by P0. (c) Comparison of the fractional gas coverage at the via bottom (left axis, square markers)
and the absolute value of the change in via depth per ion (right axis, circular markers). The bottom coverage is calculated for surface sites with x˛
(0, 64) nm and y ˛ (0, 15).
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These simulations were run without voxel updating, so that the
surface remains smooth even if sufficient energy is transferred
to a gas molecule to cause dissociation. He+ has a very low etch
yield (5 atoms per ion) compared to Ne+ and Ga+ (21 and 35
atoms per ion, respectively). This is due to the fact that He+

travels deeper into the target, and generates few recoil atoms in
the near surface region. Ne+ and Ga+ have similar etch yields,
with Ga+ being signicantly higher at this energy, due to the fact
that it generates more recoils in general, as well as having an
interaction volume nearer to the surface. However, the sputter
yield varies greatly among the ion species, so that He+ ions show
the greatest enhancement in material removal with XeF2, when
compared to pure sputtering. The ratios of material removed
with XeF2 to pure sputtering, per incident ion, are as follows: 38
for He+, 20 for Ne+, and 21 for Ga+. A histogram of the radial
position of etch events is also shown in Fig. 4. Etch events occur
within a few nanometers of the point of impact of the primary
ion, determined by the number of recoil atoms generated in the
near surface. Ne+ demonstrates the widest distribution of the
three ions (see ESI† for additional details on the distribution of
etch events).

For the remainder of this section, we consider the applica-
tion of the simulation method described in Section 2 to XeF2
assisted etching of SiO2 with Ne+ and Ga+ ion beams. Similar to
our previous paper,29 we introduce “Effective Beam Proles”,
which describe the behavior of the ion beam prole, plus
3590 | Nanoscale Adv., 2019, 1, 3584–3596
platform level artifacts which tend to reduce sputtering, and ion
etching resolution. The functionality of the beam current
distribution is derived from Tan et al.,8 where the x–y location of
incoming ions is described by the following probability density:

Jðx; yÞ ¼ I1

2pa12
exp

�
� x2 þ y2

2a12

�
þ I2

2pa22
exp

�
� x2 þ y2

2a22

�

þ I3

2pa32
K0

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
a3

!
(5)

where K0 is themodied Bessel function of the 0th order. We use
the following sets of beam parameters in this paper:

� Ga+ “Effective Beam”: (a1, a2, a3) ¼ (9.44, 0, 55.64) nm, (I1,
I2, I3) ¼ (0.97, 0, 0.03)

� Ne+ “Effective Beam”: (a1, a2, a3) ¼ (6, 27.9, 68.5) nm, (I1, I2,
I3) ¼ (0.89, 0.06, 0.05)

These beam proles were derived by matching the shape of
simulated etched vias to experiments; the true underlying
functionality of the beam prole may differ from the precise
functionality given here. We note that in both cases, these
effective beams are larger than the measured beam proles, but
signicantly narrower than the effective beam proles reported
in Mahady et al. (2018)29 for pure sputtering, suggesting that the
lower doses associated with etching may reduce artifacts which
broaden the sputtered/etched prole. We consider a compar-
ison between the effective beam proles here with those
measured using the teardrop method of Tan et al.8 in the ESI.†
This journal is © The Royal Society of Chemistry 2019
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Fig. 6 Comparison of simulated etched via profile (dashed curves) to experimental via profiles (solid curves) for the Ga+ etched viawith recipes 1
through 5 ((a), (b), (d)–(f)). The depth/dose plot (c) shows the depth over dose for each recipe, as a function of the dwell time, with the legend
corresponding to srefresh.

Table 3 Material removal yields for each recipe (in atoms per ion)

Ga+ 1 Ga+ 2 Ga+ 3 Ga+ 4 Ga+ 5 Ne+ 1 Ne+ 2 Ne+ 3
74.2 73.7 73.3 75.0 64.8 8.2 8.4 9.5
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We study XeF2 assisted FIB etching using ve scan parameter
“recipes” for the Ga+ ion beam, and three for the Ne+ ion beam.
The parameter setups are described in Table 2. The simulated
scan lengths are given in Table 2, while in experiments, the scan
lengths are 500 nm, and 250 nm, for Ga+ recipes and the Ne+

recipes, respectively. For the Ne+ experiments, each frame
consists of two parallel lines, separated by 1 nm, which are
scanned in a serpentine pattern; Ga+ line scans consist only of
a single line. In simulations, we take advantage of the mirror
boundary conditions to reduce the total number of simulated
ions by a factor of four. The computational domain is dened by
{(x, y, z):�256d < x < 256d, 0 < y < 512d,�1024d + hpad < z < hpad};
the beam is scanned from x ¼ 0 to x ¼ 256d, and the scan is
centered on y ¼ 0. We simulate 1/2 of the beam current of each
recipe given in Table 2, and 1/2 of the scan length, since for each
simulated ion, the boundary condition effectively gives us
a simulation of three additional reected ions. The use of this
symmetry, to reduce the number of ions simulated, has been
studied in detail; for very high dwell times artifacts emerge,
This journal is © The Royal Society of Chemistry 2019
however the mirror conditions are appropriate in the parameter
regime we study here.

We approach the experiments performed with each ion
species in the following manner. The Ne+ and Ga+ experiments
are performed on two different machines, with different gas
injection systems, so it is expected that the Ne+ recipes
(respectively, the Ga+ recipes) should all have similar XeF2 uxes
to one another, but this ux may differ from that of the Ga+

recipes (respectively, the Ne+ recipes). However, the localized
gas ux for each recipe set is not well known, so it must be
treated as a tting parameter. Therefore, we rst simulate one
recipe with a variable gas ux in order to identify the ux that
results in best agreement with experimental via depth and
shape; we call the simulated gas ux for the Ga+ (respectively,
the Ne+) experiments fGa (fNe). Once the gas ux for each recipe
set is identied, the remaining recipes are simulated.
3.1 Ga+ etching

We rst study XeF2 assisted etching using the Ga+ beam recipes
described in Table 2. Experiments for each of the ve Ga+

recipes were performed twice; these experiments demonstrate
non-trivial variability in the etch rate, with via depths differing
by as much as 25% between experiments. The experimental
results are the most consistent for recipe 5, with the difference
in via depth being less than 4 nm, so we use this via to calibrate
Nanoscale Adv., 2019, 1, 3584–3596 | 3591
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Fig. 7 Ne+ etching using the Ne+ Effective Beam Profile, using Ne+ etching recipe 1. (a) Comparison of Ne+ etched vias with experimental SEM
image as the gas flux is varied. Gas flux is given in units of molecules per cm2 per s. (b) Surface profile of the etched via with flux 7 � 1016

molecules per cm2 per s. The entire simulation domain is shown, and there is a mirror boundary condition at the y ¼ 0 plane, and the x ¼ 64 nm
plane. The initial position of the beam in the x–y plane is indicated by P0. (c) Comparison of the fractional gas coverage at the via bottom (left axis,
square markers) and the absolute value of the change in via depth per ion (right axis, circular markers), for the etching simulation with gas flux 7�
1016 molecules per cm2 per s. The bottom coverage is calculated for surface sites with x ˛ (0, 64) nm and y ˛ (0, 15) nm.
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simulation parameters; the results are shown in Fig. 5(a), where
a gas ux of fGad4� 1017 molecules per cm2 per s gives
close agreement between the simulated via prole, and experi-
ment. Fig. 5(b) shows a surface plot of the simulated Ga+ etched
via, with a gas ux fGa; note that only 1/4 of the actual line scan
is simulated, since we use mirror boundary conditions. Fig. 5(c)
compares the derivative of the via depth with respect to dose,
and the gas coverage in the bottom of the via; the derivative and
gas coverage tend to decrease with increasing dose, however
they both exhibit signicant noise, likely due to the small
variations in gas coverage in this dose range.
Fig. 8 Comparison of simulated etched profile to experimental via profi

3592 | Nanoscale Adv., 2019, 1, 3584–3596
We simulate Ga+ recipes 1–4 using a XeF2 ux of fGa; Fig. 6(a)
and (b) shows vias resulting from simulations and experiments
with a refresh time of 2400 ms, while those in Fig. 6(d)–(f) have
a refresh time of 1200 ms. For the purposes of comparison, we
plot the simulated via cross-sections with via proles extracted
from the experimental TEM images, shown in Fig. 6 (see ESI†
for a comparison between experiments and the actual TEM
images). While there is variability in the via depths between the
experiments, overall, the experimental etch volumes are repro-
duced well by simulations. The differences between simulations
and experiments are within the variability of the experiments,
les for the Ne+ etched via with recipes 1 through 3.

This journal is © The Royal Society of Chemistry 2019
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Fig. 9 Comparison of the simulated spatial distributions of sputtering and etching for the formation of the Ne+ viawith recipe 1. The parameters
correspond to the first (a) 121 frames, and (b) 1218 frames of the dose. The blue shaded region indicates the cross section of the volume of
material removed by etching, and the orange to the volume removed by sputtering. In the shallow via, sputtering is more significant near the
beam center, where gas is exhausted, than near the tails where etching dominates.
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and the trends in via shape and material removal yield are
replicated by the simulations. Additionally, in Fig. 6, we plot the
simulated total depth/dose for each recipe. As the dwell time is
increased, while the refresh time is held constant, the depth
etched per ion decreases; the greatest variability in etch rate is
seen between recipes 3 and 5, where the change in depth per ion
decreases by a third as the dwell time is increased by a factor of
10. The total removal yields for all Ga+ line scan recipes are
summarized in Table 3. Interestingly, the removal rates of Table
3 do not vary as much as the ratio of the etched via depth to ions
plotted in Fig. 6(f); this difference can be understood by the fact
that the via FWHM varies between recipes, even when etching to
the same depth. Ga+ via 4, for example, is 15% wider at the same
depth as Ga+ via 3.
Fig. 10 Comparison of the beam shape (dashed lines) and the correspon
(a), and the 10 keV Ne+ beam with recipe 1 with gas flux fNe (b).

This journal is © The Royal Society of Chemistry 2019
3.2 Ne+ etching

The results of simulating Ne+ etching recipe 1 of Table 2, are
shown in Fig. 7. Again, we treat the effective gas ux as a tting
parameter, and the best agreement with experiments is ob-
tained for fNed7� 1016 molecules per cm2 per s, which is
lower than that observed in the Ga+ etching experiments. A plot
of the surface of the etched via is also shown in Fig. 7; compared
to the Ga+ recipes, the Ne+ etch leads to a deeper and higher
aspect ratio via. Note that the Ne+ dose is higher compared to
the Ga+ experiments; the lower gas ux, greater via depth, and
lower mass of Ne+, lead to a correspondingly lower cumulative
etch yield, and sputter yield (6.8 and 0.5 atoms per ion,
respectively). The higher aspect ratio via also leads to lower gas
ding etched via profile for the 35 keV Ga+ with recipe 5 with gas flux fGa

Nanoscale Adv., 2019, 1, 3584–3596 | 3593
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Fig. 11 (a) FWHM vs. depth for the Ne+ etched via, with variable gas flux. (b) Comparison of the beam profile, and the Ne+ etched via profile
resulting from a gas flux of 7 � 1016 molecules per cm2 per s at a dose of 20 099 frames, and the Ne+ etched profile resulting from a gas flux of
1018 molecules per cm2 per s at a dose of 3343 frames. The legends give the corresponding gas flux in units of molecules per cm2 per s.
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coverages, as we would expect from Fig. 2, as shown in Fig. 7(c)
on the le axis. Similar to the Ga+ recipes, gas etching is the
dominant mechanism by which material is removed from the
surface, so the change in via depth with dose is approximately
proportional to the coverage of gas in the via bottom, as shown
in Fig. 7(c).

Fig. 8 shows the via proles resulting from simulations for
all Ne+ recipes in Table 2, compared with experimental images.
All simulations in Fig. 8 were performed with a gas ux equal to
fNe. Both the dwell time and refresh time are varied for the Ne+

recipes, however we can see that the overall trend is for the etch
rate to increase as the dwell time is reduced: via 3, with a dwell
time of 0.2 ms has a 34% higher total removal rate per incident
ion, than does via 1, which has a dwell time of 1 ms. When
compared to the experimental images, simulations are slightly
shallower in recipes 2 and 3. All Ne+ recipes result in vias with
a similar FWHM. The material removal rates for all Ne+ recipes
are given in Table 3.
4 Discussion

We consider the relative contributions to via shape formation
from sputtering and etching in Fig. 9; here we plot the prole of
the simulated etched via using Ne+ recipe 1, with a XeF2 ux of
fNe, aer 121 frames (a), and 1218 frames (b). The shaded
regions indicate the cross sections of volume removed by
etching, and by sputtering, over this dose range. As expected,
etching accounts for the majority of the material removed, and
largely determines the via shape. Sputtering is negligible away
from the via center, however it contributes a signicant fraction
of the material removal near the via center. The relative
importance of sputtering in the via center can be attributed to
lower gas coverage, caused by depletion from the ion beam,
and, in deeper vias, a reduced incoming gas ux due to shad-
owing; this combination of factors reduces the overall etch rate,
while the sputter rate is unaffected by gas coverage. Addition-
ally, we see that as a via increases in depth, the via depth is not
completely explained by the inuence of etching and
3594 | Nanoscale Adv., 2019, 1, 3584–3596
sputtering, but instead, there is an additional contribution from
atoms being sputtered/displaced and redeposited elsewhere in
the via (see Fig. 9(b)).

We compare the beam prole with the associated simulated
etched via shape, for both Ga+ recipe 5, and Ne+ recipe 1, in
Fig. 10. The Ga+ etched via shows a close similarity between the
via shape and the beam shape; however, for the Ne+ etched via,
we see that there is a signicant difference between the beam
and via shapes, with the etched via being wider than the beam
prole. This is in contrast to the case for pure sputtering without
XeF2, where simulations show that the sputtered via shape is
similar to the beam prole for both Ne+ and Ga+ sputtering.29

To understand why there is such a difference between the
beam prole and the via prole for the simulated Ne+ etched via
in Fig. 10, we plot the FWHM as a function of via depth for Ne+

recipe 1 with varying gas ux in Fig. 11(a). When the gas ux is 1
� 1011 molecules per cm2 per s, there is near zero chemical
etching and the line scan is in a pure sputtering regime. As the
gas ux is increased, and etching becomes signicant, the
FWHM increases as a function of depth, reaching a peak around
1 � 1016 molecules per cm2 per s, aer which it begins to
decrease with increased gas ux. When the gas ux reaches
a sufficiently high value, the FWHM of the etched via becomes
comparable to the pure sputtered via. Importantly, we see that
fNe falls in the intermediate regime where the FWHM is near
maximal as a function of depth. If the ux in the Ne+ etch
simulation is increased to 5 � 1017 molecules per cm2 per s, we
see that the etched via prole is narrower, just as in the Ga+ case
(see Fig. 11(b)). Therefore, simulations predict that etching
resolution is optimal for pure sputtering, or very high gas uxes.
Furthermore, the optimal resolution resulting from XeF2
assisted etching is similar to the effective beam prole, just as
in sputtering.29
5 Conclusion

We present a computational method for simulating gas-assisted
ion beam etching; in particular, we study XeF2 assisted FIB
This journal is © The Royal Society of Chemistry 2019
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induced etching of SiO2. This method is incorporated into the
EnvizION simulation, which uses a Monte Carlo simulation of
focused ion beam processing. The presented method accounts
for an isotropic ux of XeF2 molecules incident on a surface
with arbitrary geometry, allowing population of high aspect
ratio features such as sputtered valleys. The adsorbed gas can
react with the SiO2 molecules due to added energy from the
focused ion beam. The etching reactions are dominated by
interactions between the recoiling atoms in the target which are
displaced by the primary ion; consequently, the etching is
driven by energy which is transferred from the primary ion to
the substrate by the elastic nuclear energy loss. Diffusion of
adsorbed gas molecules is neglected for the present work.

We apply the simulation method to study the formation of
nanoscale vias with reference to experiments; ve recipes are
studied for FIB etching using a 35 keV Ga+ beam, and three
recipes are studied for FIB etching using a 10 keV Ne+ beam.
Effective ion beam proles are identied for the Ne+ and Ga+

beams, which reproduce the shape of experimental etched vias
by combining the innate ion beam prole with possible
machining artifacts. Using these beam proles, we simulate
experimental vias using a variable gas ux to identify the
experimental gas ux. Aer identifying the experimental gas
ux, the Ga+ and Ne+ etching simulations reproduce experi-
mental vias for all parameter recipes we consider.

Unlike sputtering simulations, the resolution of the simu-
lated etched vias is shown to be strongly dependent on the
incoming gas ux. The FWHM of etched vias is found to
increase with via depth for the Ne+ etched vias, and the FWHM
can vary by as much as a factor of two depending on gas ux.
Intermediate gas uxes are shown to lead to the lowest resolu-
tion etching, while pure sputtering, and very high gas ux,
produce comparable FWHM as a function of depth.

In a future work, we will analyze the factors determining
resolution in detail. In particular, we expect that surface diffu-
sion of adsorbed gas molecules plays a signicant role in both
the etch rate, and the etching resolution. Additionally, it
remains an important open problem to incorporate a simula-
tion of the gas ux, to remove the need for tting the ux to
experimental data.
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