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Ultrafast excited-state dynamics of isocytosine†

Rafał Szabla,∗a Robert W. Góra,∗b and Jiří Šponera,c

Alternative nucleobase isocytosine has for long been considered as a plausible component of
hypothetical primordial informational polymers. To examine this hypothesis we investigated the
excited-state dynamics of the two most abundant forms of isocytosine in the gas phase (keto and
enol). Our surface-hopping nonadiabatic molecular dynamics simulations employing the algebraic
diagrammatic construction to the second order [ADC(2)] method for the electronic structure calcu-
lations suggest that both tautomers undergo efficient radiationless deactivation to the electronic
ground state with time constants which amount to τketo=182 fs and τenol=533 fs. The dominant
photorelaxation pathways correspond to ring-puckering (ππ∗ surface) and C=O stretching/N–H
tilting (nπ∗ surface) for the enol and keto forms respectively. Based on these findings, we infer that
isocytosine is a relatively photostable compound in the gas phase and in these terms resembles
the biologically relevant nucleobases. The estimated S1 T1 intersystem crossing rate constant
of 8.02·1010 s−1 suggests that triplet states might also play an important role in the overall excited-
state dynamics of the keto tautomer. The reliability of ADC(2)-based surface-hopping molecular
dynamics simulations was tested against multireference quantum-chemical calculations and the
potential limitations of the employed ADC(2) approach are briefly discussed.

1 Introduction
The origin of informational polymers on Earth have been a sub-
ject of intense studies over the past 50 years.1,2 Initial difficulties
in obtaining RNA nucleosides1 and oligomers1,3,4 from small or-
ganic substrates under prebiotically plausible conditions resulted
eventually in the appearance of several competitive scenarios.
Perhaps the most compelling hypotheses are related to the emer-
gence of RNA from formamide5,6 or the indirect but efficient
synthesis of pyrimidine nucleosides from one- and two-carbon
feedstock molecules.7–9 Other ideas suggest that RNA might have
evolved from a prebiotic ancestor,10–13 sometimes referred to as
XNA.14 In this latter case, the possible participation of alterna-
tive nucleobases in molecular evolution attracted a lot of atten-
tion.13,14 The most noticeable of the alternative nucleobases are
hypoxantine and diaminopurines found in carbonaceous mete-
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versity of Technology, Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland; E-mail:
robert.gora@pwr.edu.pl
c CEITEC–Central European Institute of Technology, Masaryk University, Campus Bo-
hunice, Kamenice 5, CZ-62500 Brno, Czech Republic
† Electronic Supplementary Information (ESI) available: [including geometrical pa-
rameters of selected structures, their relative energies, relevant spin-orbit coupling
matrix elements, supplementary potential energy profiles, plots of cummulative pop-
ulations and population fittings and results of preliminary MR-CISD calculations].
See DOI: 10.1039/b000000x/

orites,15 isocytosine which can be formed in the presence of iron-
sulphur minerals,16 and 2,4,6-triaminopyrimidine which readily
undergoes glycosylation with ribose as opposed to many other
nucleobases.12

Isocytosine (iC) was found as an important product of ther-
mal condensation of formamide catalyzed by several types of me-
teoritic materials.16–18 Interestingly, iC can form Watson–Crick
base pairs with cytosine and isoguanine or a reversed Watson–
Crick base pair with guanine.16,19,20 Saladino and co-workers
suggested that iC could serve as a bioisostere of guanine in pri-
mordial nucleic acids, since the latter one was obtained in a
very few prebiotically plausible reactions and with rather low
yields.16,18 Final exclusion of iC from DNA and RNA was, thus,
ascribed to molecular evolution which selected guanine as a sub-
stitute having only one stable tautomer in aqueous environment
and being less prone to mispairings.21,22 Even though this sce-
nario is intriguing and plausible, it lacks strong evidence that
could eventually confirm or deny its validity. Therefore, the
knowledge of the possible prebiotic environmental factors that
could affect the selection of nucleobases and their presumed pre-
biotic analogs is indispensable.

UV-irradiation was suggested as one of the most prominent
selection factors that controlled early molecular evolution.23–25

Owing to the implied higher activity of the young sun in the
ultraviolet range26 and the absence of the ozone layer in the
Archean age,27 only the most photostable molecules endured to
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Fig. 1 Two dominant tautomers of iC in the gas phase.

contribute to the ensemble of biomolecular building blocks.24

In this context, the photochemical reactivity of the postulated
predecessors of nucleobases might improve our understanding
why only five nucleobases (adenine, cytosine, guanine, uracil and
thymine) were selected. It could also indicate which of the al-
ternative nucleobases were photostable enough to constitute pri-
mordial informational polymers. For instance, the recent studies
of 2-aminopurine, revealed that this analog of adenine has an
increased excited-state lifetime by up to ∼100 times upon micro-
hydration, and is essentially much less photostable than its bio-
logically relevant counterpart.28,29

Bakalska and Delchev investigated the photochemistry of iC
by means of excited-state potential energy surface calculations
and an UV-irradiation experiment in acetonitrile solution.30 They
suggested that the irradiated sample slowly undergoes phototau-
tomerization reaction (within ∼2h) driven by the dissociative πσ∗

state.30 Here, we present the results of surface-hopping nona-
diabatic molecular dynamics simulations of the two major tau-
tomers of iC in the gas phase (see Fig. 1), employing the alge-
braic diagrammatic construction to the second order [ADC(2)]31

method for the electronic structure computations. These re-
sults enabled the observation of major photorelaxation pathways,
which were not indicated by the previous static calculations, and
provide theoretical estimates of the excited-state lifetimes of the
title molecule. We also discuss the possible role of triplet mani-
fold, and estimate the S1 T1 intersystem crossing rate using the
time-dependent approach based on the short-time approximation
of correlation function proposed by Marian and co-workers.32 We
also compare our findings to the corresponding studies describing
the excited-state dynamics of cytosine.

2 Computational Methods
The ground-state equilibrium geometries and vibrational frequen-
cies of the keto and enol forms of iC were obtained using the
Kohn–Sham density functional theory with the def2-TZVP basis
set and the B3LYP hybrid functional. These geometries were fur-
ther used for the computations of vertical excitation energies.
Vertical excitation energy calculations, UV-vis spectra simulations,
geometry optimizations on the S1 hypersurface, computations of
harmonic vibrational frequencies in the S1 minima, and nonadi-
abatic molecular dynamics simulations were all performed with
the algebraic diagrammatic construction method to the second-
order [ADC(2)]31,33 and the aug-cc-pVDZ correlation consistent

basis set.
The semi-classical nonadiabatic molecular dynamics simula-

tions of both iC tautomers were performed using the Tully’s
fewest-switches surface hopping algorithm with decoherence cor-
rection of Granucci and Persico (with the decoherence parameter
of 0.1 Hartree).34 Initially, the UV-vis absorption spectra were
simulated by employing the nuclear ensemble method.35 For this
purpose, 500 points per tautomer were sampled from a Wigner
distribution for all vibrational normal modes of the ground-state
geometries. The six low-lying excited electronic states were con-
sidered in the spectra simulations and in subsequent nonadiabatic
molecular dynamics simulations. The initial conditions for the
dynamics were selected from the 5.50±0.2 spectral domain (see
Fig. 3). One hundred trajectories were started for each tautomer
and were propagated for up to 1 ps. In the case of the keto tau-
tomer, one trajectory was started from the S2 state, 21 in the S3,
23 in the S4, 33 in the S5, and 22 in the S6. For the enol form, two
trajectories were started in the S2 state, 18 in the S3, 46 in the S4,
29 in the S5, and 5 in the S6. The time step for propagation of the
classical equations for nuclear motion was 0.5 fs, while 0.025 fs
time step was applied to the semi-classical approximation of the
electronic time-dependent Schrödinger equation. The nonadia-
batic transitions were enabled only between the excited states and
the trajectories were terminated when the energy gap between
the ground state and the first excited state dropped below 0.15 eV
(since the ADC(2) method becomes unreliable in the vicinity of
conical intersections with the ground state). Such an approach
enables to identify the plausible photorelaxation channels and to
estimate the excited state lifetime of the studied molecule, even
though the lack of nonadiabatic couplings and surface hoppings
between the S1 and S0 states imposes some limitations. Simi-
lar computational protocol was applied in several previous stud-
ies,36–38 and compared well with both the experimental results
and the data obtained from nonadiabatic dynamics simulations
performed at the MRCIS level.36,37

To test the accuracy of the ADC(2) method in the vicinity of the
S1/S0 intersection seam, we performed optimizations of all the
relevant conical intersections using the ADC(2) and MP2 meth-
ods (for the S1 and S0 states, respectively) with aug-cc-pVDZ
basis set, and compared the optimized minimum-energy cross-
ing points (MECPs) to the corresponding conical intersections
optimized at the multireference configuration interaction with
single and double excitations (MR-CISD/cc-pVDZ) level.39 The
complete active space self consistent field (CASSCF) reference
wave function was used in the MR-CISD calculations with six
electrons distributed among five orbitals and with density aver-
aging over the two lowest states (SA-2-CASSCF(6,5)/cc-pVDZ).
The 8 core (1s) orbitals were kept frozen in the MR-CISD calcula-
tions. The MR-CISD MECPs optimizations were performed using
the Columbus 7.0 package while for the purpose of ADC(2)/MP2
calculations we implemented the method of Levine, Coe and Mar-
tinez,40 which allows the optimization of MECPs without evalu-
ating the nonadiabatic couplings. This optimization scheme in
conjunction with the ADC(2)/MP2 was recently used as a pri-
mary approach for locating minimum-energy crossing points in
several instances.41–45 We interfaced our implementation with
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the Turbomole 7.0.2 package,46 and used the internal Broyden–
Fletcher–Goldfarb–Shanno quasi-Newton scheme to perform the
optimizations.

The intersystem crossing (ISC) rate was estimated using time-
dependent approach based on the short-time approximation of
correlation function proposed by Etinsky et al. which proved
to provide good estimates of intersystem crossing rates for
flavonoids, aromatic ketones and nucleobases.32,47 The required
vibrational normal modes and vibrational frequencies for the S1

and T1 states of keto-iC were obtained at the ADC(2)/aug-cc-
pVDZ level. To take into account the mixing of vibrational nor-
mal modes upon electronic transition, we employed the Duschin-
sky transformation, which expresses the final-state normal modes
as a linear combination of the initial-state normal modes. The
spin-orbit coupling (SOC) between the S1 and T1 states was com-
puted at the CASPT2/SA-CASSCF(10,8)/cc-pVDZ-DK level, while
the scalar relativistic effects were accounted for by means of the
2nd order Douglas–Kroll–Hess Hamiltonian.

Computations of potential energy (PE) surface cuts were per-
formed at the ADC(2) and RI-NEVPT2/SA-CASSCF(8,7) lev-
els,48–50 using aug-cc-pVDZ and cc-pVTZ basis sets, respectively.
In the latter case the reference energies were obtained employing
the CASSCF wavefunction averaged over four lowest-lying elec-
tronic states for keto-iC and 5 lowest-lying electronic states for
enol-iC. The active space was composed of 8 electrons distributed
among 7 orbitals (3π, one nN, and 3π∗). In the SA-CASSCF cal-
culations the Split-RI-J (resolution of identity)51 and the COSX
(chain of spheres exchange) approximations were used.52

The choices of different active spaces were based on the rules
proposed by Veryazov, Malmqvist and Roos.53 In particular, we
assigned the largest possible active spaces to keep the natural or-
bital occupations of active orbitals in the range 0.02-1.98. 10 elec-
trons correlated in 8 orbitals were needed in the S1 minimum of
keto-iC and such active space was used in calculations of the SOC
matrix elements at the CASPT2/SA-CASSCF level. Having regard
to these rules, somewhat smaller active spaces were necessary in
the vicinity of the MECPs. Therefore, the reference space in our
MR-CISD optimizations was obtained by distributing 6 electrons
among 5 orbitals. The active spaces at varied MECPs consisted
of slightly different sets of orbitals, due to the changing charac-
ter of the excited electronic states crossing with the ground state.
These sets of orbitals contained predominantly occupied π and nN

orbitals, and virtual π∗ orbitals along with the virtual σ∗
CO orbital

showing non-negligible population at the nπ∗/S0 conical intersec-
tion. Since the natural orbital occupation numbers varied along
the reaction paths corresponding to different deactivation chan-
nels, we applied the NEVPT2/SA-CASSCF(8,7) approach for the
calculation of PE profiles in order to keep the active spaces con-
sistent and to avoid unwanted orbital rotations along the paths
(which led to discontinuous PE profiles).

All the ADC(2) and MP2 calculations were performed with
the Turbomole 7.0.2 program.46 The Newton-X 1.4 package54

was utilized for calculation of the UV-vis spectra and nonadi-
abatic molecular dynamics simulations. The optimizations of
conical intersections at the MR-CISD level were done using the
Columbus 7.0 program.55 The SOC matrix elements were com-

GS minimum

S1 minimum (ππ∗)

GS minimum

S1 minimum (nπ∗)

enol tautomer keto tautomer

Fig. 2 Optimized geometries of the ground and lowest-lying excited
states of the considered tautomers of iC.

puted with the Molcas 8.0 package.56 The PE surface cuts at the
RI-NEVPT2 level were performed using Orca 3.0.3 package.57

Our in-house codes used for the optimization of MECPs at the
ADC(2)/MP2 level and the evaluation of ISC rates are available
upon request.

3 Results and Discussion
S0 and S1 equilibrium geometries

Isocytosine exists in several relatively stable tautomeric forms
both in the gas phase and in aqueous environment.58–60 The enol
and keto tautomers considered in this study were found as the
main forms of iC existing in the gas phase, with the dominant
proportion of the enol form.58,59 The keto tautomer was also re-
ported as one of the two main forms of iC present in aqueous
environment.58 The remaining major form of iC found in bulk
water differs from the keto form investigated herein by the posi-
tion of N(3)–H proton, which is located at the N(1) atom of the
iC ring instead. In this work, however, we focused on the two
dominant tautomers of iC observed in gas phase and optimized
the ground-state equilibrium geometries at the B3LYP/def2-TZVP
level.

The minimum-energy geometries of enol-iC and keto-iC in the
S1 electronic states obtained at the ADC(2) level, reveal several
interesting discrepancies from the respective ground-state geome-
tries. The optimized S1 minimum of enol-iC is characterized
by sizeable pyramidalization of the C(6) carbon atom entailing
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puckering of the pyrimidine ring. Moreover, the C(5)–C(6) and
C(6)–N(1) distances are elongated with respect to the ground-
state equilibrium geometry by 0.08 and 0.10 Å. The most char-
acteristic structural features of the S1 minimum of keto-iC are the
out-of-plane tilting of the N(3)–H bond and significant elonga-
tion of the C=O carbonyl bond (from 1.22 Å in the S0 minimum
to 1.41 Å in the S1 minimum), while the aromatic ring remains
nearly planar. We also observe elongation of the C(5)–C(6) and
C(2)–N(3) bonds by 0.06 Å, and shortening of the C(4)–C(5) dis-
tance by 0.09 Å. Interestingly, the S1 minima of the two tau-
tomers of iC have different characters, namely ππ∗ in the case
of enol-iC and nπ∗ in the case of keto-iC. Furthermore, the S1-S0

energy gap in the S1 minima amounts to 2.45 eV and 1.80 eV for
the enol and keto tautomers, respectively. These observations in-
dicate that rather significant differences should be expected with
regard to the accessible photodeactivation pathways and excited-
state lifetimes of the two tautomeric forms of iC.

Table 1 Vertical excitation energies (in eV) of the two considered
tautomers of iC, computed using ADC(2)/aug-cc-pVDZ method
assuming the ground-state minimum energy structures optimized at the
B3LYP/def2-TZVP level.

State / Transition Eexc/[eV] fosc λ/[nm]

enol tautomer of iC

S1 ππ∗ 4.81 9.18 ·10−2 257.8
S2 nNπ∗ 5.04 3.67 ·10−3 246.0
S3 πσ ∗

NH 5.50 1.57 ·10−2 225.4
S4 nπ∗ 5.78 5.60 ·10−3 214.5
S5 ππ∗ 5.81 0.278 213.4

keto tautomer of iC

S1 ππ∗ 4.60 0.196 269.5
S2 nOπ∗ 4.85 1.94 ·10−4 255.6
S3 πσ ∗

NH 5.22 8.15 ·10−3 237.5
S4 nπ∗ 5.62 2.83 ·10−4 220.6
S5 nσ ∗ 5.89 5.14 ·10−2 210.5

Vertical excitation energies and UV-vis spectra
In contrast to the different characters of the S1 minima of enol-iC
and keto-iC, the vertical excitation energies presented in Table 1
reveal some qualitative similarities. In particular, the ordering of
the first four excited states of enol-iC and keto-iC is the same, and
in both cases the S1 states are optically bright ππ∗ transitions.
The S2 states are of nπ∗ character and are separated from the
lowest-lying ππ∗ excitations by merely ∼0.15 eV. This indicates
the potential involvement of the nπ∗ states in the photodeactiva-
tion mechanisms of iC. It is interesting to note, that the n orbital
of enol-iC is associated with the nitrogen heteroatoms within the
pyrimidine ring (nN), whereas the corresponding n orbital of keto-
iC belongs to the carbonyl group (nO). The position of the dark
πσ∗ states (S3) indicates that the N–H or O–H bond fission pho-
torelaxation channels should be accessible upon higher excitation
energies. It is also worth noting, that the vertical excitations of
the enol tautomer are slightly blue-shifted with respect to those
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Fig. 3 UV absorption spectrum of the two considered tautomers of iC
simulated at the ADC(2)/aug-cc-pVDZ level. The initial conditions were
sampled from the shaded area of the spectrum.

of the keto form.
The simulated UV-vis absorption spectra presented in Fig. 3 re-

flect the general features of electronic excitations manifold de-
scribed above. First of all, two absorption maxima can be distin-
guished in each case, and the spectrum of the enol form is slightly
blue-shifted when compared to that of keto-iC. The intensities
and positions of the first absorption maxima can be compared
to the energies and oscillator strengths of the corresponding S1

excitations listed in Table 1. The second absorption maximum
of enol-iC centered around 220 nm has also much higher inten-
sity than the respective maximum of the keto form. This feature
can be assigned to the presence of another optically bright ππ∗

state (denoted as S5) in enol-iC. The lack of a comparable elec-
tronic excitation in keto-iC results in much lower absorption of
this tautomer in this spectral region. The two absorption max-
ima of keto-iC were also observed experimentally in acetonitrile
solution (at 287 and 222 nm respectively).30 The simulated spec-
trum presented in Fig. 3 is in good agreement with these mea-
surements with rather insignificant discrepancies caused by the
fact that we performed our simulations in the gas phase. To fol-
low the excited-state dynamics of iC at shorter excitation wave-
lengths we sampled the initial conditions in the 5.50±0.2 eV spec-
tral domain, around the absorption maxima of both tautomers (as
marked in Fig. 3). This allows us to investigate the photodynam-
ics of iC after irradiation with high-energy ultraviolet light which
due to lack of ozone layer played and an important role in the
Archean age.26,27

Nonadiabatic molecular dynamics simulations
As expected from the structural discrepancies between the S1

minima, the enol and keto tautomers exhibit substantial differ-
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ences in the excited-state dynamics. The evolution of the ground
and excited state populations presented in Fig. 4 indicate much
longer excited-state lifetime of enol-iC. The population decays
were fitted between 0 and 1000 fs with the following sigmoid
function (see also Fig. 4):

f (t) = f0 +(1− f0)exp
[
−
( t

τ

)2
]
. (1)

According to the resulting time constants τketo ≈185 fs and
τenol ≈533 fs, we infer an ultrafast excited-state photodeactiva-
tion for the keto tautomer, and clearly longer but still very short
excited state lifetime of the enol tautomer. The electronic ground
state of keto-iC is populated monoexponentially, and can be also
fitted with the one-parameter exponential function:

g(t) = 1− exp
[
− t

τexp

]
. (2)

The resulting τexp amounts to 182 fs and is consistent with the
value obtained by fitting of the sigmoid function. The time evo-
lution of the ground-state population of enol-iC is more complex
and the data acquired within 1 ps simulations are insufficient to
perform a reliable fit with a multiexponential function.

Relatively effective population of the electronic ground state
of enol-iC begins after 100 fs of the dynamics, and only 3 trajec-
tories are terminated earlier. Interestingly, after the initial 60 fs
the population of the S1 state exceeds 80% and remains nearly
constant for subsequent 180 fs. This implies that most trajecto-
ries are trapped around the S1 minimum during this period of
time (see Fig. 4). In contrast, nearly one third (32%) of trajec-
tories obtained for keto-iC reaches the ground state within the
first 100 fs after the photoexcitation. The fractional population
of the S1 state of keto-iC never exceeds 0.5, what suggests the
presence of easily accessible S1/S0 state crossings in our simula-
tions of this tautomer. The rather short relaxation time constant
estimated for keto-iC indicates that it might undergo very effi-
cient radiationless photodeactivation within the singlet manifold,
just as the biologically relevant keto tautomer of cytosine. For in-
stance, Barbatti and co-workers postulated a biexponential decay
with the average lifetime of 580 fs based on nonadiabatic dynam-
ics simulations of keto-cytosine involving singlet states only.61,62

Biexponential decay was also proposed by Mai et al., who in-
cluded ISCs to the triplet manifold in their simulations.63 Nona-
diabatic dynamics simulations of cytosine also indicated a longer
excited-state lifetime of the enol tautomer, similarly as it is ob-
served for enol-iC.63 It is worth noting here, that our benchmark
calculations described in the following sections suggest that the
ADC(2)/MP2 methods might not provide a reliable description of
one of the photorelaxation channels operating in keto-iC. There-
fore, the excited-state properties of keto-iC described in this para-
graph should be treated with caution.

Contributions of the most important photorelaxation channels
along with the corresponding MECP geometries of iC are pre-
sented in Fig. 5. We identified in total six deactivation pathways
of enol-iC and three for keto-iC. In the case of keto-iC, the frac-
tions presented below the optimized MECP geometries in Fig. 5
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Fig. 4 Time-evolution of the ground and excited state populations of the
enol- and keto- tautomers of iC. Only four excited electronic states are
shown for clarity.

can be regarded as approximate quantum yields. The fractions
shown for enol-iC do not include 19% of trajectories that did not
relax to the electronic ground state within the simulation time,
and 4% of trajectories that correspond to minor photorelaxation
channels.

All of the major photodeactivation pathways observed for enol-
iC occurred on the ππ∗ hypersurface. The dominant mechanism
is related to puckering of the pyrimidine ring at the C(4) and N(1)
atoms and was followed by 60% of the trajectories. 14% of the
observed S1 to S0 photorelaxation events were driven by twisting
motion about the C(5)=C(6) bond, whereas all the remaining
pathways played a minor role in the photodynamics of enol-iC.
Among them are the deformation of the NH2 group out of the
ring plane (3%), and πσ∗-driven O–H, N–H or C–H bond fission
mechanisms (2%, 1% and 1%, respectively).

The dominant photorelaxation mechanism of keto-iC occurs on
the nπ∗-state surface and is mainly related to C=O bond stretch-
ing, N(3)–H bond tilting, and slight pyramidalization of the C(2)
carbon atom which is particularly evident in the case of the MECP
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ring-puckering (60%)
ππ∗/S0; RCI=4.63 Å·amu1/2

C=C rotation (14%)
ππ∗/S0; RCI=4.01 Å·amu1/2

NH2 out-of-plane (3%)
ππ∗/S0; RCI=6.44 Å·amu1/2

C=O stretching (74%)
nπ∗/S0; RCI=3.50 Å·amu1/2

ring-puckering (19%)
ππ∗/S0; RCI=3.90 Å·amu1/2

N–H stretching (7%)
πσ∗/S0; RCI=1.96 Å·amu1/2

enol tautomer keto tautomer

Fig. 5 Dominant photodeactivation channels of the considered
tautomers of iC. The structures presented above are the
minimum-energy crossing points (MECPs) optimized using the
ADC(2)/MP2 methods. Estimated quantum yields, characters of the S1
state at the MECPs and mass-weighted distances (RCI ) from the
Franck-Condon region to the MECPs are given below each structure.

optimized at the ADC(2)/MP2 level (cf. Fig. 5). This reaction
pathway was followed by almost three-quarters of all the tra-
jectories. 19% of trajectories deactivated via an alternative re-
laxation channel driven by ring-puckering at the C(2) and C(5)
atoms which leads to a ππ∗/S0 conical intersection. The remain-
ing fraction of trajectories (7%) followed the N(3)–H bond fission
pathway driven by the repulsive πσ∗

NH state. Thus, it becomes
evident that πσ∗

NH play a rather minor role in radiationless deac-
tivation of the investigated tautomers of iC.

The mass-weighted distances between the Franck-Condon re-
gion of keto-iC and enol-iC and the optimized MECPs (Fig. 5)
provide preliminary explanation for the observed difference in
excited-state lifetimes. The MECPs corresponding to major pho-
torelaxation channels of enol-iC require greater rearrangement of
the nuclei than the MECPs found for keto-iC. The most accessed
conical intersection of keto-iC lies over 1.0 Å·amu1/2 closer to the
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Fig. 6 Representative trajectories for enol-iC and keto-iC. The graphs
show evolution of the energy gap between the populated excited state
and the ground state. Both the trajectories were initiated in the S3 state.
Black dots indicate hopping events, while the ’current’ state is indicated
above each segment of the trajectories.

FC region than the dominant ring-puckered conical intersection
of enol-iC. Even though the N–H and O–H bond fission reaction
pathways proceed through the nearest conical intersections (with
respect to the FC region in terms of mass-weighted internal co-
ordinates), these mechanisms were scarcely triggered. This phe-
nomenon is caused by the fact that the repulsive πσ∗ states re-
sponsible for these processes are accessible within the first 50 fs
after photoexcitation, i.e. before the initial vibrational relaxation
to the S1 minima (being of ππ∗ and nπ∗ character in enol-iC keto-
iC). When the vicinity of the respective S1 minimum is reached
the πσ∗ states are significantly destabilized. In consequence, N–H
and O–H bond rupture from the S1 minima is connected with en-
ergetic barriers large enough for other photorelaxation mecha-
nisms to prevail.

More complete understanding of the photodynamics of iC
emerges after the analysis of representative trajectories shown in
Fig. 6. The two trajectories correspond to the dominant radiation-
less deactivation pathways of enol-iC and keto-iC, and were initi-
ated in the S3 state. In both cases, the molecules need less than
20 fs to reach the lowest lying excited singlet state, and soon af-
terwards they start oscillating around the respective S1 minima.
Even though the S2 state can be temporarily populated at later
stages of the dynamics (as shown for enol-iC), the S1/S0 state
crossings are predominantly accessed from the vicinity of the S1

minima. In the case of enol-iC, the S1-S0 energy gap does not drop
below 1.0 eV until the intersection seam with the ground state is
reached. For most of the simulation time (∼400 fs), enol-iC cir-
culates around the S1 minimum and the energy gap between the
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Fig. 7 Linear interpolation in internal coordinates between the S1 minima of enol-iC and keto-iC and the most important MECPs optimized using the
ADC(2)/MP2 methods. The lines present PE curves for the ADC(2)/aug-cc-pVDZ method, while the points show the reference values obtained at the
NEVPT2/SA-CASSCF(8,7)/cc-pVTZ level.

populated state and the ground state varies between 1.5 eV and
3.5 eV. As shown for keto-iC, the S1-S0 energy gap drops several
times below 1.0 eV within the 200 fs long trajectory, what indi-
cates that the corresponding intersection seam can be accessed
much more easily in our simulations of this tautomer. This obser-
vation is consistent with the lower S1-S0 energy difference found
in the S1 minimum of keto-iC in comparison to its enol counter-
part.

Benchmark calculations of PE profiles for the dominant pho-
torelaxation pathways

To assess the reliability of our dynamics simulations in describ-
ing the routes leading from the S1 minima of enol-iC and keto-
iC to the most significant conical intersections, we computed PE
profiles using the ADC(2) and NEVPT2/SA-CASSCF(8,7) methods
(see Fig. 7). The PE profiles were constructed by linear interpo-
lation in internal coordinates between the stationary points. The
corresponding S1 minima were optimized at the ADC(2) level,
while the MECPs were obtained using the ADC(2) and MP2 meth-
ods for the S1 and S0 states respectively.

The reaction paths computed for enol-iC reveal very good qual-
itative consistency of the ADC(2) and NEVPT2 results. In partic-
ular, the energies of the S1 and S0 states derived from NEVPT2
computations show near degeneracy at the MECPs, and suggest
rather good performance of ADC(2) and MP2 methods in the
vicinity of the S1/S0 crossing seam. The ADC(2) and NEVPT2
computations consistently predict a barrier of about 0.5 eV, which
separates the S1 minimum from the C=C-twisted conical inter-
section. The energetic barrier on the path leading to the ring-
puckered MECP is rather insignificant. This latter finding explains
the large fraction of trajectories that followed the ring puckering
relaxation channel. NEVPT2 PE profiles for higher-lying excited
states are shifted to higher energies, but in general correlate well
with the profiles obtained using the ADC(2) method. Small dis-
crepancies in the higher states visible in proximity of the ring-

puckered MECP of enol-iC should not affect the final results of
our nonadiabatic molecular dynamics simulations.

The NEVPT2-derived PE profiles for keto-iC are also qualita-
tively consistent with the corresponding ADC(2) results. The
largest disagreement can be found along the C=O stretching/N–H
tilting reaction pathway, for which the degeneracy of the S1

and S0 states is not reached at the nπ∗/S0 MECP located at the
ADC(2)/MP2 level. The corresponding S1-S0 energy gap obtained
with the NEVPT2 method amounts to ∼0.8 eV, albeit it is clear
that the energy gap is significantly reduced along this reaction co-
ordinate and the S1/S0 intersection seam is nearly reached. Fur-
thermore, the S1 PE profile for this relaxation channel is more
ascending in the case of NEVPT2 calculations. This indicates
that the description of this photorelaxation channel might be
less accurate at the ADC(2) level and further tests are necessary.
We provide additional information about the nπ∗/S0 intersection
seam of keto-iC in the next section and compare these results to
the corresponding conical intersection optimized at the MR-CISD
level. The ADC(2) and NEVPT2 calculations performed for the
ring puckering photorelaxation channel of keto-iC are in a much
better agreement. Both methods predict a moderate energetic
barrier separating the S1 minimum and the ring-puckered conical
intersection, which is a consequence of the change in the S1 char-
acter (from nπ∗ to ππ∗). Similarly as in the case of enol-iC, the
NEVPT2 energies of S1 and S0 states exhibit near degeneracy at
the ring-puckered MECP of keto-iC.

Comparative optimizations of conical intersections at the
ADC(2)/MP2 and MR-CISD levels

The MECPs optimized at the ADC(2)/MP2 level and conical inter-
sections obtained using the MR-CISD/SA-CASSCF(6,5) method
are summarized in Fig. 8. In agreement with the PE profiles
discussed above, the ADC(2)/MP2 approach provided reliable
geometries of all the ππ∗/S0 MECPs. Only very subtle differ-
ences can be spotted between the MECPs optimized with the
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ADC(2)/MP2 and MR-CISD methods. The corresponding RMSD
values do not exceed 0.07 Å (see Fig. 8) and confirm the very
good performance of the method applied for nonadiabatic dy-
namics simulations in the vicinity of ππ∗/S0 intersection seam.

However, the general features of the nπ∗/S0 conical intersec-
tion of keto-iC are only partly retained and some discrepancies
between the ADC(2)/MP2 and MR-CISD are apparent. First of
all, the geometry optimized at the MR-CISD level exhibits mod-
erate pyramidalization of the C(6) atom and no pyramidaliza-
tion at the C(2) atom. The opposite was found for the respec-
tive MECP optimized at the ADC(2)/MP2 level. Other features
present in the geometry optimized at the MR-CISD level that are
not found for the MECP obtained with the ADC(2)/MP2 method
are: tilting of the C(6)-H hydrogen atom and lower value of the
N(3)-C(4)-O valence angle (94.3◦). This is reflected by much
larger RMSD between the MECPs optimized with these two ap-
proaches, which amounts to 1.05 Å. In Fig. 9 we present a lin-
early interpolated path between the S1 minimum to the nπ∗/S0

conical intersection optimized at the MR-CISD/SA-CASSCF(6,5)
level. The corresponding single-point energies were computed
using the ADC(2) and NEVPT2/SA-CASSCF(8,7) methods (simi-
larly as was done for the MECPs obtained with the ADC(2)/MP2
approach in Fig. 7). The shapes of the PE surface cuts shown in
Fig. 9, confirm our assumptions from the previous section regard-
ing the inaccuracy of the ADC(2)/MP2 methods in the vicinity of
nπ∗/S0 crossing seam in keto-iC. In particular, this crossing seam
is reached much earlier when the ADC(2)/MP2 methods are used.
Furthermore, both the NEVPT2 and MR-CISD calculations indi-
cate a considerably more sloped topology of the nπ∗/S0 conical
intersection. The corresponding energy difference between the
S1 minimum and this MECP amounts to ∼1.5 eV and is sizeably
larger than the one visible in the third panel of Fig. 7.

According to Fig. 7, the nπ∗/S0 MECP is the nearest state cross-
ing to the S1 minimum of keto-iC. The mass-weighted distance be-
tween these stationary points optimized using the ADC(2)/MP2
and ADC(2) methods, respectively, amounts to 1.48 Å·amu1/2. In
contrast, the mass-weighted distance between these stationary
points optimized at the MR-CISD level amounts to 3.86 Å·amu1/2.
Thus, even though the nπ∗/S0 MECP is still closer to the S1 min-
imum than any of the remaining MECPs considered in this sec-
tion, the mass-weighted distance obtained from MR-CISD opti-
mizations is noticeably larger. It is interesting to note that clear
indications of discrepancies between the ADC(2)/MP2 and MR-
CISD geometries could be observed already at the MR-CISD/SA-
2-CASSCF(2,2) level (cf. ESI of this article).

Having regard to the foregoing, it is instructive to discuss the
results of the D1 diagnostic, which is often used as a measure
indicating the multireference character of the electronic ground
state.64 Jansen and Nielsen suggested that the values of D1 di-
agnostic exceeding 0.04 might indicate that the MP2 method
becomes inadequate.64 Later, Plasser et al.36 observed that this
threshold is often surpassed during nonadiabatic molecular dy-
namics simulations of adenine with the ADC(2) method (MP2
was used for the ground state), but the description of lowest-
lying electronic states remains reliable. Recently, Tuna et al.41

suggested establishing a new trust region for the D1 diagnostic

ring-puckering (ππ∗/S0)
RMSD=0.070 Å

C=C rotation (ππ∗/S0)
RMSD=0.065 Å

C=O stretching (nπ∗/S0)
RMSD=1.052 Å

ring-puckering (ππ∗/S0)
RMSD=0.092 Å

enol tautomer keto tautomer

Fig. 8 Comparison of the geometries of conical-intersections optimized
at the MR-CISD level (black) and MECPs obtained at the ADC(2)/MP2
level (light blue).

for medium-sized organic molecules, also to assess the applica-
bility of the approximate MECP optimization scheme using the
ADC(2)/MP2 approach. Here, the D1 diagnostic for the MP2
method amounts to about 0.06 in the case of the ring-puckered
and C=C-twisted (both ππ∗/S0) MECPs of enol-iC and 0.07 for
the ring-puckered ππ∗/S0 MECP of keto-iC, all optimized at the
ADC(2)/MP2 level. On the other hand, in the case of the prob-
lematic nπ∗/S0 MECP of keto-iC optimized with the ADC(2)/MP2
method, the D1 diagnostic amounts to 0.09. Therefore, the pos-
tulated “safety threshold” of the D1 diagnostic for the approxi-
mate MECP optimization with the ADC(2)/MP2 method might
lie somewhere inbetween 0.07 and 0.09. However, these values
should be treated with caution, since it is unclear how transfer-
able they are to systems of different composition and size.

Interestingly, the semi-quantitative agreement of the MECP ge-
ometries obtained with the ADC(2)/MP2 and MR-CISD methods
was found for all the considered ππ∗/S0 conical intersections,
whereas the inconsistencies were observed in the case of the
nπ∗/S0 MECP. Therefore, it is an interesting question for future
studies whether the ADC(2)/MP2 approach is generally less ap-
plicable to optimizations of nπ∗/S0 MECPs and nonadiabatic dy-
namics simulations involving such deactivation channels, or this
behavior is system-specific.

Estimate of the S1 T1 intersystem crossing rate for keto-iC
Despite many advantages of nonadiabatic molecular dynamics
simulations utilizing the ADC(2) method, currently these are lim-
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Fig. 9 Linear interpolation in internal coordinates between the S1
minimum of keto-iC and the nπ∗/S0 conical intersection optimized using
the MR-CISD/SA-CASSCF(6,5) method. The lines present PE curves
for the ADC(2)/aug-cc-pVDZ method, while the points show the
reference values obtained at the NEVPT2/SA-CASSCF(8,7)/cc-pVTZ
level.

ited to the manifold of singlet states. Thus, we attempt to esti-
mate the S1  T1 ISC rate in keto-iC using the time-dependent
approach based on the short-time approximation of correlation
function.32,47 The sum of squares of electronic spin-orbit cou-
pling (SOC) matrix elements computed between S1 (1nπ∗) state
and all fine-structure components of T1 (3ππ∗) state at the opti-
mized S1-minimum geometry amounts to 3538 cm−2, which is a
relatively large value for a nucleobase. For instance, Etinski et al.
reported 2391 cm−2 and 2319 cm−2 as the corresponding values
for uracil and thymine, respectively.65 The corresponding ISC rate
constant of keto-iC (kISC) amounts to 8.02·1010 s−1 and is larger
than the ISC rate constants estimated for thymine (1.10·1010 s−1)
and uracil (2.73·1010 s−1) using the same approximation.32,47

This indicates that triplet manifold might play a non-negligible
role in the photodynamics of keto-iC.

The nonadiabatic dynamics simulations of isolated uracil in-
cluding both singlet and triplet manifold at the CASSCF level in-
dicated ∼20% population of the T1 state after 1 ps.66 Similar sim-
ulations performed for the keto tautomer of cytosine, also suggest
the existence of ultrafast ISC channels in this molecule.63 In con-
trast, experimentally measured triplet yields of canonical pyrim-
idine nucleobases and nucleosides in aqueous solution are much
lower (<2%).67 Theoretical and experimental investigation of
ISC rates in cytosine in the gas phase also reported on relatively
low triplet quantum yields, which should not exceed 5%.68 Even
though the role ISCs in canonical pyrimidine nucleobases is still
under debate, our calculations suggest that triplet states should
be of at least comparable (or even higher) importance in the case
of keto-iC.

Previous dynamical studies of the keto tautomer of cytosine re-
ported on the significant role of other ISC channels (e.g. S1  
T2),63,69 than the one considered in this section. Our calculations

indicate, that the S1 T2 transition would be very inefficient due
to significantly lower value of the sum of squares of the SOC ma-
trix elements (23 cm−2, in contrast to 3538 cm−2 obtained for
the S1 T1 ISC). However, if the 1nπ∗ and 3ππ∗ states associated
with sizeable values of SOC matrix elements exchange their order
during the excited-state dynamics, S1 T2 transitions might oc-
cur. We emphasize, that such effects can be studied only by means
of nonadiabatic molecular dynamics simulations including singlet
and triplet states, and transitions between them simultaneously.

The S1-T1 and S1-T2 SOCs computed in the in the S1 mini-
mum of enol-iC are all below 5.0 cm−1. This indicates that con-
sistently with the nonadiabatic dynamics simulations of enol cyto-
sine including singlet and triplet manifolds at the CASSCF level,63

triplet states should play a minor role in the radiationless deacti-
vation of enol-iC.

4 Conclusions
In summary, we performed nonadiabatic molecular dynamics sim-
ulations of two most abundant tautomers of isocytosine (iC) in
the gas phase, using the ADC(2) method for electronic structure
calculations. Our results indicate that both tautomers undergo
efficient radiationless deactivation to the electronic ground state,
with the time constants τketo=182 fs and τenol=533 fs. Similarly
as was found for enol cytosine,63 the investigated enol-iC is longer
lived than the keto counterpart. It is evident that iC is a pho-
tostable compound in the gas phase and its behavior upon UV
excitation is in many terms similar to biologically relevant nucle-
obases.62 Even though additional studies are necessary to eluci-
date the photochemistry of iC in water solution, some of the pho-
torelaxation channels described above might be also transferable
to aqueous environment. At this stage our results indicate that
iC is relatively resistant to UV irradiation, sufficiently enough to
survive under space conditions, and might have been discarded
during early molecular evolution owing to other factors than UV-
irradiation. Therefore, the most probable reason for the absence
of iC in the ensemble of biological nucleobases is most likely the
co-existence of more than one tautomeric forms in bulk water and
the resulting susceptibility to mispairings.21,22 At this stage it is
also impossible to refute the theory of iC acting as a bioisostere of
guanine in the hypothetical early informational polymer.

The observation of longer excited-state lifetime for enol-iC is
in agreement with the longer lifetime of enol cytosine.63 We sug-
gest that another longer time constant might be observed in enol-
iC, which we cannot quantify owing to the limited time of dy-
namics simulations performed herein. It is worth noting that all
the benchmark calculations performed with multireference and
multiconfigurational approaches confirmed the reliability of the
ADC(2) method in nonadiabatic dynamics simulations of enol-iC.

The MECP optimizations and PE profile calculations performed
at the MR-CISD and NEVPT2 levels revealed that keto-iC is a chal-
lenging case for the ADC(2)-based nonadiabatic dynamics and
for approximate optimization of S1/S0 state crossings with the
ADC(2)/MP2 method. In particular, we show that the nπ∗/S0

MECP geometry optimized at the ADC(2) level is partly incon-
sistent with the conical intersection optimized using the refer-
ence MR-CISD method. In fact, the latter one is located over
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two times further away from the S1 minimum than it is indicated
by the ADC(2)/MP2 approach. According to the NEVPT2 com-
putations, the topography of this MECP is more sloped and more
energy is needed to access this critical point than indicated by
the ADC(2) calculations. Since the deformation related to C=O
stretching and N–H tilting leading to the nπ∗/S0 MECP was found
as the dominant photorelaxation pathway of keto-iC, we conclude
that our τketo time constant is probably underestimated. In other
words, keto-iC should have longer excited-state lifetime than pre-
dicted by our simulations. Nevertheless, we think that keto-iC
should still deactivate efficiently due to presence of other barrier-
less photorelaxation channels (e.g. ring-puckering). This exam-
ple shows that verification of ADC(2) simulations at critical points
(e.g. S1/S0 MECPs) against results of multireference methods is
often crucial for complete understanding of the photochemistry
of biomolecules.

In addition to all the foregoing, the estimated S1  T1 ISC
rate constant of 8.02·1010 s−1 suggests that triplet states might
play an important role in the overall excited-state dynamics of
keto-iC. In contrast, the relatively small SOC values obtained for
enol-iC indicate that the triplet manifold might be of minor im-
portance in this tautomer. However, these findings would require
further validation with spectroscopic techniques or involving sim-
ulations with full treatment of surface hoppings between singlet
and triplet states.
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