
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

Lab on a Chip

www.rsc.org/loc

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


 

A vibrating membrane with discontinuities in the form of through holes is utilised to achieve 

millisecond mixing. 
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This study presents a novel acoustic mixer comprising of a microfabricated silicon nitride membrane with a hole etched through
it. We show that the introduction of the through hole leads to extremely fast and homogeneous mixing. When the membrane is
immersed in fluid and subjected to acoustic excitation, a strong streaming field in the form of vortices is generated. The vortices
are always observed to centre at the hole, pointing to the critical role it has on the streaming field. We hypothesise that the hole
introduces a discontinuity to the boundary conditions of the membrane, leading to strong streaming vortices. With numerical
simulations, we show that the hole’s presence can increase the volume force responsible for driving the streaming field by 2
orders of magnitude, thus supporting our hypothesis. We investigate the mixing performance at different Peclet numbers by
varying the flow rates for various devices containing circular, square and rectangular shaped holes of different dimensions. We
demonstrate rapid mixing within 3 ms mixing time (90% mixing efficiency at 60 µl/min total flow rate, Peclet number equals
8333±3.5%) is possible with the current designs. Finally, we examine the membrane with two circular holes which are covered
by air bubbles and compare it to when the membrane is fully immersed. We find that coupling between the holes’ vortices occurs
only when membrane is immersed; while with the bubble membrane, the upstream hole’s vortices can act as a blockage to fluid
flow passing it.

1 Introduction

Efficient, homogeneous mixing of fluids is crucial for a variety
of microfluidic applications ranging from complex chemical
reactions1 and protein studies2 to nanoparticle synthesis.3–5

However, fluid flows at micro and nano scales usually lie in
the laminar regime, which is characterised by a low Reynolds
number (Re = ρUL/µ � 100, where ρ is the fluid density,
U is the flow velocity, L is the characteristic length and µ is
the fluid’s dynamic viscosity). Consequently, in the absence
of external influences, mixing at this scale is dominated by
diffusion, a prohibitively long process.6

To simultaneously reduce the mixing time and increase the
mixing efficiency (i.e. how homogeneously fluids are mixed)
in microfluidic channels, many enhancement strategies have
been investigated. Broadly, they can be divided into two cat-
egories: passive7–11 and active methods.12–17 Each group has
its own advantages and limitations in terms of effectiveness,
mixing time, control and ease of operation. Since passive mix-
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ers (such as the chaotic mixer8 and the hydrodynamic focus-
ing mixer7) do not require any external devices nor a power
source, they are extremely simple to operate and integrate
with different applications. However, they are usually outper-
formed by their active counterparts with respect to mixing effi-
ciency and time.18,19 Furthermore, the required channel length
of passive mixers can compromise the appealing compactness
of microfluidic systems.

Acoustic mixers offer significant advantages for rapid mix-
ing. Firstly, they do not impose any limitations on the working
fluid medium such as conductivity14 or requirement of mag-
netic particle suspensions.15 Secondly, acoustic energy can
safely be used in various biological and chemical applications.
Thirdly, acoustofluidics is a strong, mature and thriving field
with many demonstrated capabilities such as particle manipu-
lation20–26 and, of course, mixing.13,27–33

An acoustic mixer’s operation depends on the resonance of
vibrating features to perturb the steady flow to induce mix-
ing. A compelling example of this approach is an air bubble
trapped in a microfluidic channel.13,29 The actuation of a mi-
crobubble results in a streaming field in the form of vortices
due to the oscillatory boundary. Compared to pressure fluctua-
tions from other types of ultrasonic transducers, these vortices
disturb the flow more strongly34,35 and rapidly. (In compari-
son, the fluids need to travel for more than 4 mm to be mixed
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completely using integrated digital transducers.31) Neverthe-
less, the primary control parameter of a bubble mixer is its ra-
dius, thus even a slight disturbance to the bubble’s shape can
affect the resonant frequency.32 Furthermore, bubble instabil-
ity can arise from changes in flow pressure and heating. Oscil-
lating sharp-edges can overcome the bubble instability prob-
lem in exchange for weaker flow disturbances.32 An ideal de-
sign should be able to generate significant disturbances, have
a well-defined stable frequency and provide easy control.

Here we present a novel approach, the acoustic membrane,
that utilises silicon nitride (SiN) membranes containing spe-
cially designed microfabricated features for efficient mixing.
Under acoustic excitations, the membrane generates a vortical
acoustic streaming field that is inherently different from that of
a bubble: the vortices’ plane is perpendicular to the direction
of the membrane’s transverse vibrations and the contingent
presence of the hole. In contrast to a continuous membrane
without a hole, these steady streaming fields are significantly
stronger, leading to extremely good mixing performance com-
parable to that of a bubble mixer, but with the added advantage
of precise control throughout operation. The complexity of the
observed vortices points to an intricate fluid-structure interac-
tion problem. We hypothesise that the hole’s presence gives
rise to a discontinuity to the otherwise continuous boundary
conditions on the membrane surface. This is supported by nu-
merical simulations that show how the body force field, which
is responsible for inducing streaming, changes with the inclu-
sion of the through hole. We also investigate the mixing per-
formance at different flow rates for various geometries such as
circular, square and rectangular. Most notably, we show that
homogeneous mixing is possible at 60 µl/min (Peclet number
≈ 8333±3.5%) with 3 ms mixing time. And lastly, we show
how having an air/liquid interface blocking the membrane’s
holes can affect the streaming pattern.

2 Methodology

2.1 Fabrication and experimental set-up

The device comprises of a Y-shaped microfluidic channel
made from polydimethyl siloxane (PDMS) bonded on a SiN
chip containing the membranes (Fig. 1(a)). The fabrication
processes for both the membrane and the channel are sum-
marised in Fig. 1(e). For the membranes, firstly, the backside
openings and front-side geometric features are patterned on
1-µm-thick SiN coated (100)-oriented Si wafers (4D LABS,
Canada) through photolithography and reactive ion etching
(RIE). The wafers are then immersed in a 5M KOH solution
at 65oC for approximately 15 hours to selectively etch the Si
and release the SiN membranes. The wafers are then scribed
into small chips, each containing a 1-µm-thick SiN mem-
brane with width a ranging from 210 to 475 µm. Importantly,

the membranes contain through holes of varying shapes, with
characteristic lengths denoted by d. The membrane fabrica-
tion steps were inspired by similar designs employed in spe-
cialised transmission electron microscopy (TEM) grids.36–38

The PDMS channels are fabricated using standard proce-
dures. The features are patterned on a (100) Si wafer, which is
then etched by deep reactive ion etching (DRIE). The surface
is rendered hydrophobic by a layer of teflon coating. PDMS
is mixed with curing agent (SYLGARDr 184, Dow Corning)
at ratio 10:1 w/w, and then casted on the mould. The mixture
is left in a vacuum pump for 2 hours, and then on a hot plate
at 65oC for complete curing. Finally, the PDMS channel is
peeled off, cut and bonded onto the chip containing the mem-
branes. The channel width W ranges from 750 to 1000 µm,
and the height H varies between 70 to 86 µm.

After assembly, the entire structure is adhered together with
the bottom outlet (Cole-Parmerr thin wall tubing) to a glass
slide using epoxy (Selleysr Aralditer). The device is excited
by a piezoelectric disk (Ferroperm Piezoceramics), which is
also bonded on the glass slide with epoxy. To initialise the
system, water is pumped through the channel while ensur-
ing that it also exits through the bottom outlet (the membrane
must be completely immersed). After this step, the outlet is
blocked so that the fluid only flows over the membrane. Wa-
ter with and without fluorescent dye (InvitrogenTMMolecular
ProbesTM) is injected into each of the two inlets by means of
a syringe pump (kdScientific KDS-101-CE). The flow rates of
both streams are kept equal, and their total flow rate Q is cho-
sen to be 10, 20, 40, 60 and 80 µl/min unless otherwise stated.
The PZT is driven by a signal generator (Stanford Research
Systems DS345) and an amplifier (T&C Power Conversion,
Inc. AG 1006) at 200 Vpp. The membrane’s resonant fre-
quency is found experimentally by frequency sweeping. Flow
visualisation is performed with 2.01 µm fluorescent particles
(Bangs Laboratories, Inc.TM) suspended in a water solution
with 2 wt% PEG (CAS: 9003-11-6, Sigma-Aldrich). All ex-
periments are recorded by a PixeLINK camera at 15 frames
per second.

2.2 Data analysis

The effects of varying the total flow rate and different PDMS
channel’s dimensions are captured by the dimensionless Peclet
number Pe:

Pe =
UL
D

(1)

where U is the average flow velocity, L the characteristic
length and D the diffusion coefficient of the fluorescent dye.
(We use D = 1.5×10−3 m2/s in the calculations.39)

Next, to quantify how good mixing is, we first analyse
the fluorescence intensity of the recorded videos. After each
frame is converted into grayscale (and rotated as necessary to
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Fig. 1 (a) Photograph of the microfluidic device. (b) Schematic of the acoustic membrane mixer. (W and H denote the PDMS channel’s
width and height.) (c) The cross-section of the membrane together with the bottom outlet. (a, d and h denote the membrane’s side length, hole
size and thickness respectively.) (d) Simplified side view of the microfluidic device, showing how the bottom outlet is placed beneath the SiN
chip. (e) Fabrication process of the SiN chip and the PDMS channel. The Si layer is etched anisotropically at 54.7o from the (100) (i.e.
horizontal) plane.

ensure that the channel is horizontal), the channel walls are
identified using MATLAB’s built-in edge detection function
‘edge’. The mixed and unmixed regions are chosen randomly
downstream and upstream respectively (Fig 2a), from which
the intensities are obtained. An example of this choice and the
edge detection image are shown in Fig. 2(a) and (b), and the
corresponding intensity in grayscale is given in Fig. 2(c). The
intensities are then used to calculate the mixing index MI:40

MI = 1−

√
1
N ∑

N
i=1(Ii− Ī)√

1
N ∑

N
i=1(I

′
i − Ī′)

, (2)

where N is the number of pixels of each region, Ii and Ī de-
notes the local raw intensity of the i-th pixel and the average
raw intensity of the mixed region respectively, and ()′ denotes
the intensity of the unmixed region. (MI being closer to 1
implies mixing is more uniform.) This particular formula for
MI is chosen among the others as it was shown to be the least
affected by lighting conditions and microscopes.40

In addition to homogeneity, it is also of great interest to
determine how fast the fluids are mixed. The mixing time tmix
is estimated by the common methods reported in literature for

acoustic mixers:29,30,32

tmix = Lmix/U, (3)

where Lmix is the calculated mixing length based on the as-
sumed transition length and U = Q/WH is the average flow
velocity in the channel. Faster mixing time has important
implications in applications of microfluidic mixing, such as
higher monodispersity for synthesis of lipid nanoparticles.4

To approximate Lmix, firstly, a step function in the form of
y = C1 +C2/(1 + e−C3(x−C4)), where Ci are constant coeffi-
cients, is fitted to the normalised intensity of the chosen tran-
sition length. The cut-off intensities are equal to 2% of the
maximum value of the fitted curve above and below the min-
imum and maximum of said curve, respectively. These two
values dictate Lmix in pixels, which is then converted into µm
by scaling it with the channel’s width.

To quantify the uncertainty in the analysis process, we anal-
yse and average the data across 15 frames (i.e. one full second
in real-time). The error bar is estimated by one standard error
of these 15 data sets.
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Fig. 2 (a) An example of the location chosen for intensity analysis
and the transition length for mixing time calculation. (b) Edge
detection using MATLAB’s built-in function edge with ‘Canny’
option. (c) Raw intensity (arbitrary units) of the mixed and unmixed
region. (d) The normalised intensity (to range between 0 and 1) of
the transition length, the fitted step function and the identified
mixing transition length. All x-axes are in pixels. For this example,
MI = 0.92 and tmix = 25 ms.

2.3 Numerical simulation

We hypothesise that firstly, a continuous (i.e. holeless) mem-
brane can generate a streaming field, albeit a weak one, as is
the case for a vibrating bubble or a flexural plate wave.41 Sec-
ondly, the hole introduces a discontinuity to the boundary con-
ditions at its perimeter, leading to a higher velocity gradient,
especially within the Stokes’ boundary layer. And finally, this
gradient results in a strong volume force field that is respon-
sible for the observed microstreaming vortices. The hypoth-
esis is supported by numerical simulations and experimental
results.

Assume a fluid volume that is being disturbed by vibrating
structures/surfaces (for example, a vibrating air/water inter-
face). Applying the perturbation method on the fluid’s pres-
sure field, p, the velocity field, v, and the fluid’s density, ρ ,
yields:

p = p0 + ε p1 + ε
2 p2 (4a)

v = v0 + εv1 + ε
2v2 (4b)

ρ = ρ0 + ερ1 (4c)

where ε is a small perturbation and subscripts 0, 1 and 2 de-
note the unperturbed, first-order and second-order value, re-
spectively. The acoustic streaming (steady microstreaming)
pattern that is experimentally observed is the time-averaged
second-order velocity field: vs = 〈v2〉. Note that 〈 〉 denotes
the time-average operator.

There are generally two ways to find vs: (i) we can directly
solve the time-dependent Navier-Stokes equation while forc-
ing the velocity field at the membrane surface to be equal to
the membrane’s vibration, or (ii) we first find the first-order
velocity field to calculate the body force F that drives the
streaming field:42,43

F =−ρ0〈(v1 ·∇)v1 +v1(∇ ·v1)〉 (5)

The force field is then used as the input to the steady-
state compressible Navier-Stokes equation (with appropriate
boundary conditions):

ρ0(vs ·∇)vs =−∇p2 + µ∇
2vs

+(µB +
1
3

µ)∇(∇ ·vs)+F (6)

where µ and µB is the dynamic and bulk viscosity of fluid,
respectively.

The first-order velocity field v1 itself can be obtained by
two methods:

1. The first-order pressure field p1 is found from the vis-
cous Helmholtz equation. Then, v1 is calculated as v1 =
−∇p1/iωρ (ω: excitation angular frequency, ρ: fluid’s
density, and i: the imaginary unit).44

2. v1 can be solved directly from the perturbation equations
for the thermoacoustics fields.45,46

Importantly, if one employs method 1, the body force F
must be corrected by an exponential decay function.42,44 This
is necessary to take into account the effects of the no-slip con-
dition at the walls and the viscous boundary layer (Stokes’
layer), the thickness of which is given by:

δ =

√
2µ

ωρ0
(7)

where ω is the excitation angular frequency. At a typical ex-
citation frequency of 150 kHz, δ = 1.378 µm.

Computationally, solving the time-dependent Navier-
Stokes equations is more time-consuming than the method of
calculating the body force from the first-order velocity field.
This is because once v1 is obtained, only the stationary Navier-
Stokes equation need be solved. And even for finding v1,
approach 1 (solving the Helmholtz equations) is significantly
more computationally efficient because it need only solve for
one variable, the pressure field, and gives a reasonably accu-
rate approximation provided that the correct decay function is
chosen.

The right decay function can prove challenging to find, es-
pecially for the cases with complicated geometries such as the
singularity at the through hole’s edges. The thermoacoustics
approach, on the other hand, allows for the correct body force
to be calculated directly from v1 without needing any modifi-
cations, regardless of the geometry. The downside is that it is
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more computationally expensive than method 1: the unknown
variables are both p1 and v1, plus the first-order temperature
field T1:

T = T0 + εT1 + ε
2T2 (8)

The thermoacoustics equations also involves an important
parameter, the thermal boundary layer thickness:

δth =

√
2Dth

ω
(9)

where Dth is fluid’s thermal diffusivity. At 150 kHz, δth =
0.551 µm. The temperature field changes rapidly within this
thermal boundary layer.

In this study, method 2 (solving the thermoacoustics equa-
tions) is chosen to model the membrane. COMSOL Multi-
physics 5.0 is used to solve for the first-order fields (p1, v1,
and T1) with its Thermoacoustics Module. Only the 2D cross-
section of the channel and the membrane is simulated. (We
will discuss the reasons for only performing a 2D simulation
later.) All water’s properties used in the model are given in the
ESI.

To show that the presence of the hole can significantly en-
hance mixing, we model both a 420-µm-wide membrane with
and without a 100-µm-diameter circular hole. The boundary
conditions (BC) are:

T1 = 0, on all walls (10a)
v1 = 0, on all walls, except (10b)
v1 = 0ex +U0w(x)ey, on membrane’s surface (10c)

where U0 is the velocity amplitude, w(x) is the membrane’s
deflection shape, ex and ey are the unit vectors in x and y-
directions respectively. The mechanical BCs and device di-
mensions are given in Fig. 3 (see the last picture in Fig. 1(e) to
visualise the modelled cross-section). To reduce the memory
requirement, the symmetry of the system is utilised, the pres-
sure and velocity fields are computed segregatedly from the
temperature field, and the fluid in the cavity below the mem-
brane is truncated at 150 µm (instead of having the full 500-
µm-high cavity with a “No-slip” condition at the bottom wall)
by the “No stress” condition implemented by COMSOL:[

− p1I+ µ
(
∇v1 +(∇v1)T )

− (
2
3

µ−µB)(∇ ·v1)I
]
n = 0 (11)

where I is the identity matrix, n is the outward pointing surface
normal vector, and ( )T denotes the matrix transpose operator.
This condition forces the total surface stress to be zero. (The
isothermal condition need not be set on this wall.)

With regards to the “Velocity” BC, we first need to find the
deflection shape w(x). For simplicity, we assume that w(x) is

Fig. 3 Boundary conditions for the two types of membrane as set in
COMSOL. (a) and (b) show the mechanical and thermal BC of the
continuos. (c) and (d) show the mechanical and thermal BC of the
membrane with the hole. The bold black lines represent the
membrane. The “Velocity” mechanical BC is set according to Eq.
(10c). The channel’s dimensions are W = 750 µm and H = 70 µm,
the membrane’s dimensions a = 420 µm and d = 100 µm.

equal to the fundamental resonance mode shape. For a hole-
less membrane, the fixed-fixed beam solution applies:47

w(x) = cosk1(x/a−0.5)+C coshk1(x/a−0.5) (12)

where k1 ≈ 4.730, C = sin(k1/2)/sinh(k1/2) and a is the
membrane side length. For the membrane with hole, the
first mode shape is calculated using COMSOL’s Plate Physics
Module, and a 4th-order polynomial is fitted on the obtained
deflection. For the modelled membrane (a = 420 µm and
d = 100 µm):

w(x′)≈1.529x′4−5.213x′3

+6.318x′2 +8.034×10−4x′ (13)

where x′ = x/ a−d
2 (0 ≤ x ≤ a−d

2 ) is the normalised distance
from the fixed edge. (The polynomial has R2 ≈ 1.)

The velocity amplitude U0 is set such that:∫ a

0
U0w(x)dx = a0ωa (14)

where a0 is the scaling excitation amplitude (arbitrarily chosen
to be 1 nm in the simulations).

Because of the small geometry at the hole’s edge, a mesh
convergence analysis is performed on p1, v1 and T1 to ensure
the validity of the results. The maximum mesh size in the fluid
bulk is set to be 10 times as large as that at the domain’s walls:
dbulk = 10dmesh. The mesh size is varied by changing the ra-
tio δth/dmesh from 0.25 to 2.75. (The thermal boundary layer
thickness is used to scale the mesh because it is the smallest
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value compared to the viscous layer thickness and the mem-
brane thickness.) The mesh convergence is quantified by the
relative convergence parameter C(g):46

C(g) =

√∫
(g−gref)2 dxdy∫

(gref)2 dxdy
(15)

where g is the solution for a particular mesh size and gref is the
reference solution. The lower C(g) is, the more “converged”
the mesh size is. We choose δth/dmesh = 3 as the reference
value, which results in≈ 1.52×106 degrees of freedom (dofs)
and uses up to 10.50GB of RAM.

The physics of the membrane obviously presents a com-
plicated fluid-structure interaction problem. Continous mem-
brane structures have previously been studied experimentally
and theoretically for their applications in fluid pumping,41,48

and the membrane-fluid coupling effect has been investi-
gated49. However, the presence of the through-hole (not con-
sidered in the earlier studies) substantially complicates the
problem: fluid loading and damping on both sides of the mem-
brane can change its vibration mode, the fluid on each side
can couple to each other, and there is a very strong acoustic
streaming, a nonlinear effect.

As a result of the system’s complexity, we have to make
some assumptions about the numerical model. Firstly, we ne-
glect the coupling between the fluid motion and the vibration
of the membrane. Secondly, a 3D model is needed to find
the actual streaming field: it is experimentally observed to be
parallel to the membrane’s surface (i.e. perpendicular to the
membrane’s transverse vibration). It is not justifiable to find
the streaming pattern from a 2D simulation, as it would im-
ply the streaming is on the plane normal to the membrane’s
surface. Unfortunately, a 3D model is too costly: the need to
include the cavity beneath the membrane would significantly
increase the already high number of dofs to be solved. For ref-
erence, a 3D symmetrical model of a holeless membrane with
δth/dmesh = 0.1 has ≈ 10× 106 dofs. Thus, in this study, we
will only deal with a two-dimensional approximation that the
body force driving the streaming field is substantially stronger
with the presence of the hole.

3 Results

3.1 Numerical results

As a first step in the numerical study, we performed a mesh
convergence analysis (Fig. 4(a)). Since only the body force is
of interest, a maximum mesh size of δth/dmesh = 2 at the walls
is sufficiently accurate (all variables have achieved 10−4 con-
vergence threshold, except the temperature variation T1 which
has achieved C(g) = 10−3). It is noteworthy that to avoid nu-
merical singularities, the edges at the hole are filleted, and the
mesh size there is always kept constant.

Fig. 4(b)-(d) show the pressure field p1 and velocity field
v1 (see ESI for the temperature distribution T1). Our simu-
lations show that the presence of the hole results in a sig-
nificant increase in the body force (Fig. 4(e) and (f)). The
membrane with through hole can generate a body force of
8.5× 104 N/m3, as opposed to an approximate 7× 102 N/m3

force without it. For comparison, the gravity body force is
close to 1×104 N/m3.

This jump of 2 orders of magnitude supports our hypoth-
esis: the hole’s presence both enhances and complicates the
streaming effect. Moreover, the volume force is expected to
be concentrated around the hole’s edge (Fig. 4(e)) instead of
being spread out along the membrane’s surface (Fig. 4(f)).
We can only show the expected increase in strength of the
streaming vortices associated with the hole because the vor-
tice patterns are not modelled. (Nevertheless, all experiments
confirm that the vortices always centre around the hole for dif-
ferent hole geometries and flow conditions (Fig. 5).)

The actual underlying mechanism of the membrane is of
course significantly more complex due to the neglected cou-
pling between the membrane and the fluid, the effects of fluid
loading/damping and the coupling between the fluid above
and beneath the membrane. However, the discontinuity at the
membrane still holds even when the coupling effect is consid-
ered.

3.2 Experimental results

3.2.1 Streaming field generated by the acoustic mem-
brane. Fig. 5 shows the strong acoustic streaming field gen-
erated by the membrane with the through hole (the hole is pre-
sented by the bright blue circle in Fig. 5(a) and (c)). The cor-
responding vortices induce rapid mixing of the two different
fluids as they flow past the membrane (see Video 1 in ESI for
flow visualisation in Fig. 5(a)). Both the orientation of the vor-
tices with respect to the flow and the strength of the vortices
have a considerable effect in the mixing performance. Con-
sidering the former, the mixing homogeneity is best when the
vortices are symmetrical about the direction of the flow (Fig.
5(f)). In contrast, when the vortices are symmetrical about the
line perpendicular to the flow direction as in the case of the
rectangular hole (Fig. 5(e)), mixing performance significantly
decreases.

In cases with poor mixing, such as in Fig. 5(c), only a frac-
tion of the entering flow passes through the centre of the vor-
tices pair (which is located at the circular hole). The flow
portion next to the channel walls is unaffected by the stream-
ing field, resulting in heterogeneous mixing. Nevertheless, the
vortices are evidently strongly influenced by the presence of
the hole: they are always centred around it, regardless of the
hole geometry (Fig. 5(e) and (f)), or whether the hole is offset
from the membrane’s centre or not (Fig. 5(g)), or even when

6 | 1–11

Page 7 of 12 Lab on a Chip

La
b

on
a

C
hi

p
A

cc
ep

te
d

M
an

us
cr

ip
t



0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5 2.75
10

5

10
4

10
3

10
2

10
1

10
0

δ
th
/d
mesh

C
(g
)

u
1
v
1
p
1
T
1

x ( m)

(Pa)

y
 (

m
)

(a)

(N/m3)

x ( m)

y
 (

m
)

(mm/s)

(d)

x ( m)

y
 (

m
)

x ( m)

y
 (

m
)

u1

v1

(m
m

/s
)

1 m

R0.2 

m

(e)

(b)

(d)(c)

x ( m)

y
 (

m
)

(N/m3)

(f)

(mm/s)

Fig. 4 COMSOL simulation results. (a) Mesh convergence parameter (lower is better) with an example mesh generated at δth/dmesh = 0.1.
(b) Surface plot of the first-order pressure field. (c) Surface plot of the magnitude and the normalised arrow plot of v1. (d) Plot of the
components of v1 along the dashed red arrows located at the midpoint of the membrane’s surface. (e) and (f) Surface plots of the body force
magnitude and the field’s normalised arrow plots created by the membrane with and without the hole, respectively. The magenta dashed lines
in (d) indicate the viscous boundary layer. The inset in (f) shows the surface plot of the magnitude and the normalised arrow plot of v1 of a
holeless membrane. The plots in (b)-(f) are produced at δth/dmesh = 2. The fine mesh at the hole’s edge shown in the inset in (a) is kept
unchanged for all δth/dmesh ratio.

the flow is going through the hole (Fig. 5(h) and (i)).
As seen from Fig. 5(a), the chosen transition length for Eq.

(3) is a conservative estimate of the transition from unmixed
to mixed state. The true measurement would be at the location
of the hole, which is rather difficult to obtain. In our anal-
ysis, such calculation of Lmix is chosen for consistency with
previous studies.29,30,32

3.2.2 Acoustic membranes with circular holes. Let us
now characterise the mixing performance of the membranes
with circular through holes. We can see from Fig. 6(a) and
(b) that, for a given a/d ratio, both mixing efficiency and
mixing time increase with decreasing Pe in most cases. The
higher performing membranes, then, would have higher MI
and lower tmix. Most notably, the best circular membrane can
achieve a mixing efficiency of 90% and time of 3 ms at 60

µl/min flow rate (Pe ≈ 8333± 3.5%), despite an extremely
small portion of unmixed fluid remaining at the bottom wall
in Fig. 6(ii) (see Video 2 in ESI). The critical role of hole is
pronounced: even for the case of the smallest membrane width
a = 210 µm and a/d = 3.5 located in a 1000-µm-wide chan-
nel, a mixing index of 0.91 is observed, i.e. a 5-fold increase
from a continuous, holeless membrane.

3.2.3 Acoustic membranes with holes of other geome-
tries. Since the strength of the vortices and their symmetry
around the bulk flow direction (both critical for efficient mix-
ing as outlined in section 3.1) are strongly dependent on the
properties of the through hole, it is logical to expect that mix-
ing is dependent on the hole geometry. Fig. 7 analyses mix-
ing for acoustic membranes with individual square-shaped and
rectangular holes, as well as with a pair of square and circu-
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Fig. 6 Mixing characterisation of the membranes with circular holes. (a) and (b) show the mixing index and mixing time for various
geometry ratios a/d at different Peclet numbers Pe, respectively. Mixing with the membrane with no hole (a/d = ∞) is performed in a
750-µm-wide channel at Q = 2 and 10 µl/min, and its corresponding mixing time is not shown in (b). H and N markers represent the
experiments with channel’s width W = 750 and 1000 µm, respectively. The arrow indicates the best circular mixer: a/d = 2.275, MI = 0.90
and tmix = 3 ms. Errors are estimated by one standard error.

Table 1 Dimensions of the membranes with circular holes

a/d a (µm) d (µm)
2.300 230 100
3.667 440 120
4.250 425 100
5.250 420 80
2.275 455 200
3.500 210 60
∞ 445 0

lar holes. We can see that a square hole can generate vortices
whose centreline is aligned at 45o to the flow direction, re-
sulting in higher mixing efficiency compared to a rectangu-
lar hole. Most notable is the membrane with a pair of square
holes: mixing is achieved with MI = 0.86 and tmix = 4 ms at 60
µl/min (Pe≈ 8333±3.5%). While these values are lower than
the best obtained with a circular hole membrane, the mixed
fluid spans the entire channel width (Fig. 7(ii) compared to
Fig. 6(ii)).

3.2.4 Acoustic membranes with air bubbles at the
holes. One might think of covering the hole with an air/liquid
interface to trap a bubble (a mechanism similar to the Lateral
Cavity Acoustic Transducer50), and see whether the mem-
brane will behave similarly to a bubble mixer. This can be
achieved by intentionally blocking the bottom outlet (origi-
nally intended to immerse the membrane in water) from the
start. Interestingly, the resultant vortices are completely dif-

ferent from that of both the immersed acoustic membrane and
the acoustic bubble.

Fig. 8 compares the streaming field, mixing performance
and flow visualisation of a fully immersed membrane with
those of a membrane covered with a bubble (henceforth re-
ferred to as the “bubble membrane”). In both cases, each hole
generates two vortices, and the downstream pair is always
stronger than the upstream one. The intensity graph shows
that the exit flow is clearly divided into two regions of dif-
ferent mixing efficiency. Flow visualisation in Fig. 8(c) also
confirms this division, albeit at a different frequency due to a
clump of particles stuck at the upstream (right) hole. Note that
the total flow rate of the immersed membrane is twice as high
as the bubble one’s.

On the other hand, the marked difference in the streaming
field between the two cases can be observed even without flow
visualisation. With the immersed membrane, the two holes are
coupled, the incoming fluid passes over the upstream hole for
the former. On the contrary, for the bubble membrane, the
upstream hole’s streaming field acts as a blockage. Mixing
performance of the bubble membrane is also worse: its mixing
index is lower than the immersed membrane that is being used
at higher flow rates (0.78 at 5 µl/min compared to 0.81 at 10
µl/min). This again emphasises the importance of the through
hole of the membrane in mixing.
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Fig. 7 Mixing characterisation of the membranes with different hole geometries. (a) and (b) show the mixing index and mixing time for a
square hole and multiple holes at different Peclet numbers Pe. The device “Double circles?” uses the same membrane with two circular holes,
except that the holes are covered by air bubbles instead of being completely immersed. This bubble device is tested at Q = 5,10,15 and 20
µl/min, and will be analysed in the next section. H and N markers represent the experiments with channel’s width W = 750 and 1000 µm,
respectively. The arrow indicates the best mixer in this case, the double square holes membrane, which can achieve MI = 0.86 and tmix = 4
ms. Errors are estimated by one standard error.

4 Discussion

Microstreaming has previously been utilised to induce mixing,
such as the bubble mixer13 or the oscillating sharp-edges.32

However, the nature of the streaming vortices generated by
the acoustic membrane with a through hole is arguably more
complicated.

It is well-known that streaming can be driven by an oscillat-
ing solid structure in a quiescent fluid, or equivalently a fixed
structure in an oscillating fluid.42 With regards to its appli-
cation in mixing, Huang et al. 32 has shown that the stream-
ing strength increases with decreasing equivalent spring stiff-
ness. Applying this to our system, a membrane with the lowest
stiffness (found to be the holeless membrane using ANSYS,
which agrees with the equivalent stiffness result of a circular
membrane with a circular hole51) for a given size a and thick-
ness t should generate the strongest vortices. Yet, the resul-
tant streaming field of this membrane is almost non-existent.
Clearly, the vibration of the membrane alone is not a sufficient
explanation for the observed mixing behaviour.

We have shown through simulations and experiments that
the hole creates a discontinuity in the boundary conditions on
the membrane, leading to a high velocity gradient. This in
turn results in a strong body force field that drives the vortical

streaming field responsible for mixing.

While our numerical simulation neglects the fluid-structure
coupling, it still gives a reasonably accurate description of the
phenomenon. Firstly, the body force field concentrates around
the hole’s edge (Fig. 4(e)), which arguably justifies why the
streaming field is still observed for an offset hole. Secondly,
the body force is a result of the first-order velocity gradient.
Hence, when the fluid flows through the hole instead of above
it, only the unperturbed velocity field v0 changes, leaving v0
and thus F unchanged. (Only the streaming field pattern vs
is expected to change.) And thirdly, the ”bubble membrane”
is likely to have a different deflection mode (w(x) used in Eq.
(10c)), and there is no longer coupling of fluid on both sides of
the membrane. Consequently, a different streaming behaviour
is observed compared to that of an immersed membrane. As to
why the vortices appear different from that of a bubble mixer,
we can see that the edges of the bubbles in the bubble mem-
brane are not fixed, instead they are vibrating together with the
edges of the membrane’s holes. This leads to a different set of
boundary conditions for the bubble, and as a result produces a
dissimilar behaviour.
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Fig. 5 Flow visualisation and mixing of the acoustic membrane at
10 µl/min. (a) Streaming pattern at 224 kHz. (b) Mixing at 187 kHz.
(c) Streaming pattern at 235 kHz. (d) Schematic of the resultant
vortices around the membrane. (e) Mixing of a membrane with a
rectangular hole at 137 kHz. (f) Mixing of a membrane with two
square holes at 146 kHz. (g) Mixing with a membrane with a hole
offset from the centre at 228 kHz. (h) and (i) show the case when
fluid flows through the membrane’s hole when it is turned OFF and
ON, respectively, at 136 kHz. The membrane in (a), (b) and (c) has
a = 455 µm and d = 200 µm; the membrane used in (g) has a = 425
µm and d = 120 µm; and the one in (h) and (i) has a = 230 µm and
d = 100 µm. All scale bars are 1000 µm unless otherwise specified.

5 Conclusions

We have presented a novel approach for microfluidic mixing:
the acoustic membrane mixer. The system uses robust mi-
crofabricated structures with precisely defined geometries to
generate a highly controllable streaming field. Importantly, it
has been shown that the introduction of geometric singularities
(such as circular or square-shaped through holes of varying di-
mensions) within the vibrating structures do significantly alter
the induced streaming and may hence be used to further en-
hance the mixing efficiency. The membrane is numerically
modelled to show that the volume force due to the first-order
velocity gradient, which is responsible for driving the stream-
ing vortices, is 2 orders of magnitude higher when the hole
is introduced. This agrees with our hypothesis that the hole

Fig. 8 Different streaming patterns observed when the holes are
covered by air bubbles in a 1000-µm-wide channel. (a) and (b) show
mixing of a fully immersed membrane with double circular holes at
10 µl/min and 122.5 kHz. (c) Visualisation of the flow caused by
the immersed membrane 10 µl/min and 107.7 kHz. (d), (e) and (f)
show mixing performance and flow visualisation of the bubble
membrane at 5 µl/min and 144 kHz. For the immersed membrane:
MI = 0.81 and tmix = 26.4 ms; for the bubble membrane: MI = 0.78
and tmix = 47.3 ms. All x and y coordinates in (a)-(e) are in pixels.

significantly increases the velocity gradient by introducing a
discontinuity in the boundary conditions.

Experiments show that the acoustic membrane’s mixing ef-
ficiency can reach 90% in a surprisingly fast 3 ms at a flow rate
of 60 µl/min (Pe ≈ 8333± 3.5%). Various geometries of the
holes have also been tested, and we observe that a membrane
with a couple of square holes can mix fluid at 4 ms and 86% ef-
ficiency at Pe≈ 8333±3.5%. Additionally, investigations on
the effects of having the holes covered by air bubbles yield in-
teresting results. The streaming pattern is markedly different:
the bubbles do not couple with each other as observed in the
case of an immersed membrane, i.e. fluid only flows through
the vortices generated by one bubble, reducing the mixing per-
formance. Our mixer is a potential candidate for microfluidic
applications that require mixing such as nanoparticles synthe-
sis.
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