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g approach to model solid-
electrolyte interphase formation in Li-ion batteries†

Mohammad Soleymanibrojeni, Celso Ricardo Caldeira Rego,
Meysam Esmaeilpour and Wolfgang Wenzel *

Li-ion batteries store electrical energy by electrochemically reducing Li ions from a liquid electrolyte in

a graphitic electrode. During these reactions, electrolytic species in contact with the electrode particles

form a solid-electrolyte interphase (SEI), a layer between the electrode and electrolyte. This interphase

allows the exchange of Li ions between the electrode and electrolyte while blocking electron transfer,

affecting the performance and life of the battery. A network of reactions in a small region determines the

final structure of this interphase. This complex problem has been studied using different multi-scale

computational approaches. However, it is challenging to obtain a comprehensive characterization of

these models in connection with the effects of model parameters on the output, due to the

computational costs. In this work, we propose an active learning workflow coupled with a kinetic Monte

Carlo (kMC) model for formation of a SEI as a function of reaction barriers including electrochemical,

diffusion, and aggregation reactions. This workflow begins by receiving an initial database from a design-

of-experiment approach to train an initial Gaussian process classification model. By iterative training of

this model in the proposed workflow, we gradually extended the model's validity over a larger subset of

reaction barriers. In this workflow, we took advantage of statistical tools to reduce the uncertainty of the

model. The trained model is used to study the features of the reaction barriers in the formation of a SEI,

which allows us to obtain a new and unique perspective on the reactions that control the formation of a SEI.
1 Introduction

Li-ion batteries are electrochemical devices that store electrical
energy during charging and release that energy during
discharge. Such a battery has three main components: the
anode, cathode, and electrolyte. The anode is the host of Li in
the charged state, while the cathode is the host in the dis-
charged state. The electrodes comprise active electrode parti-
cles, graphite for the anode, metal oxide for the cathode,
binders, and current collectors. The electrolyte is the carrier of
Li ions between the anode and cathode.1 Most commercial Li-
ion batteries are based on liquid electrolytes due to their high
ionic conductivity and ability to wet the active electrode parti-
cles. Liquid electrolytes enhance the kinetics of Li-ion exchange
in the bulk and at the interface, making higher charging rates
possible. At the same time, parasitic reactions that deviate from
the desired Li-ion exchange mechanism lead to capacity loss
and a reduction in battery life. In previous studies, it has been
suggested that the formation of a SEI can have a deterministic
role in controlling these unwanted reactions.2–4 During the
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f Chemistry 2024
charging half-cycle, the reduced voltage at the anode causes the
electrolyte to decompose into species that aggregate and cover
the surface of the electrode. As a result, a SEI layer is formed on
the surface of the graphitic electrode particles. This interphase
is electronically insulating while being permeable to Li ions. A
considerable amount of active Li and electrolyte components
are consumed during the formation of the SEI. On the other
hand, this interphase protects the electrode since it blocks
electron conduction from the electrode to the electrolytic
species.5 Previous fundamental studies proposed networks of
reactions for the formation of a SEI layer.6–9 These networks
suggest that the electrolytic compounds are reduced at the
electrode surface and then return to the electrolyte, where they
can participate in different pathways such as reactions with
solvated Li, secondary reduction, and dimerization of organic
compounds.10 The formation of a SEI is a local and rapid
process, and reaction rates can affect the nal conguration of
the SEI. The reactions such as the diffusion of species and those
of aggregation or dimerization of the products play a crucial role
in the SEI formation mechanism. Kinetic Monte Carlo (kMC) is
a technique that enables modeling the formation of inorganic
and organic SEIs based on predened reaction networks.11,12 In
the kMC model, electrochemical reactions, diffusion, and
species aggregation are modeled as individual reactions with
independent rates. The kMC model requires reaction barriers,
J. Mater. Chem. A, 2024, 12, 2249–2266 | 2249
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where a low barrier results in a higher rate or priority for
a reaction, and a higher barrier results in a lower rate or
priority.13 The reaction products of the SEI formation mecha-
nism can bemainly categorized into inorganic compounds such
as Li2CO3, and organic compounds such as solvated Li+ with
ring-opened ethylene carbonate (Li+$oEC) and lithium ethylene
dicarbonate (Li2EDC) based products.14 Four possible outcomes
can be considered based on a given SEI reaction network. These
include an empty output, where no SEI species are produced or
le in the simulation box, production of intermediate products
(Li+$oEC, Li2EDC, and dimerized Li2EDC) without obtaining
nal SEI products, production of a mostly inorganic SEI, and
production of a mostly organic SEI. In addition to the
complexities related to the modeling of the formation of a SEI,
there exists the issue of handling the large amount of data
related to the models with multiple parameters. These large
datasets can be seen in two aspects: exploring the model input
parameters, and processing the model outputs. In this regard,
machine learning techniques can be utilized. The active
learning frameworks have been applied in various studies such
as reaction networks,15 nding free energies in chemical
compounds,16 and in Li-ion batteries to develop inter-atomic
force elds.17 In this work, we developed an active learning
workow. We use a kMC model developed in our work group,18

which offers a unique way to model the formation of a SEI,
based on the fundamental electrochemical, aggregation, and
diffusion reactions. The kMC models generically belong to
a group of coarse-grained models based on reaction barriers of
a reaction network.11 The model therefore is rooted in the most
basic description of that system, where each parameter (reac-
tion barrier) is essential for determining the model output. In
our previous work18 we investigated a mesoscale model for the
formation of the SEI in liquid electrolyte batteries. We used
a kMC protocol based on a series of chemical reactions
Table 1 In the kMCmodel for the formation of a SEI, themodel's paramet
last four parameters are fixed, as they control the escape of species from
initial range for each model parameter. The last column presents the re

No. Reactants/event Prod

1 Electrode surface + Li+/EC− Li+$o
2 Electrode surface + Li+$oEC− + Li+ Li2C
3 Li2CO3 surface + Li+/EC− Li+$o
4 Li+$oEC− + Li+$oEC− Li2E
5 Li2EDC + Li2EDC (Li2E
6 (Li2EDC)2 + Li2EDC Orga
7 Li2CO3 surface + Li+$oEC− + Li+ Li2C
8 Li2EDC + organic SEI Orga
9 (Li2EDC)2 + organic SEI Orga
10 (Li2EDC)2 + (Li2EDC)2 Orga
11 Organic SEI + organic SEI Orga
12 Diffusion of (Li2EDC)2 —
13 Diffusion of Li2EDC —
14 Diffusion of C2H4OCOOLi —
15 Diffusion of an organic SEI —
16 Li+$oEC− going out of the box —
17 (Li2EDC)2 going out of the box —
18 Organic SEI going out of the box —
19 Li2EDC going out of the box —

2250 | J. Mater. Chem. A, 2024, 12, 2249–2266
identied in the literature as the primary mechanism for the
formation of the inorganic and organic components of the SEI.
The reaction barrier values and their ranges were determined
through a dual approach involving rst principles calculations
and the available data from the literature, as explained in detail
in the ESI† of the publication of our kMC program.18 Aer some
approximations, such as the discretization of space, the selec-
tion of dimensionality of the model, and the handling of
diffusion versus reaction events, to name a few crucial param-
eters, the model is computationally feasible. Consequently,
rates derived from electronic structure calculations for indi-
vidual reactions cannot be directly transferred into the kMC
model. The reactions of the model are summarized in Table 1.
In this study, we examined a subset of the chemical reaction
barrier space spanned by the relevant reactions we have
considered. Using a design-of-experiments strategy, we were
able to generate an initial dataset of 50 000 trajectories for
different combinations of reaction rates, of which more than
half resulted in the growth of some appreciable volume fraction
of inorganic and organic SEIs. Given that it is difficult to
transfer the rates from rst-principles calculations directly and
considering that these calculations also require additional
approximations, for instance, regarding the homogeneity of the
environment for a specic reaction, we aim to investigate which
of these reactions is the most important one in observing
a particular outcome. We used this initial trajectory to create an
initial training dataset for training a Gaussian process classi-
cation model. The model learns the relation between reaction
barriers and the output of the kMC model. The active learning
workow is implemented to identify uncertainty regions within
the reaction barrier space. This approach signicantly reduces
the effort compared with an exploration of parameter space
where each set of barriers is independently sampled. This is
accomplished by testing the model with a new sample dataset at
ers are a reaction between reactant species or a pre-defined event. The
the simulation box. The design-of-experiments method establishes an
presentative (Rep.) color used to illustrate this study

uct(s) Barrier range [eV] Rep. color

EC− 0.28–0.50 Green
O3 + C2H4 [ 0.27–0.47 Red
EC− 0.31–0.55 Green
DC 0.30–0.53 Orange
DC)2 0.55–0.97 Blue
nic SEI 0.47–0.83 Magenta
O3 0.49–0.88 Red
nic SEI 0.46–0.81 Magenta
nic SEI 0.46–0.81 Magenta
nic SEI 0.46–0.81 Magenta
nic SEI 0.46–0.82 Magenta

0.40–0.70 —
0.35–0.61 —
0.35–0.62 —
0.38–0.68 —
0.01 —
0.01 —
0.01 —
0.01 —

This journal is © The Royal Society of Chemistry 2024
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the end of each training cycle, and determining the uncertainty
of the model about these sampled points. New calculations with
the kMCmodel are performed in these regions and these model
outputs were added to the training dataset in the next cycle. By
adding new results to the previous dataset, we trained a new
model with updated certainty and uncertainty until we reached
a representative model with a reliable understanding of the
relationship between the reaction barriers and the output of the
kMC model. The representative model enabled us to determine
which model parameters have more deterministic effects on
formation of a SEI. Moreover, this information allows us to use
the kMC model in the framework of the multiscale modeling
approach, which requires embedding of the lower scale model
in the larger scale models, taking into account different
considerations such as nding the regions of validity, calibra-
tion, and scale matching of the parameters of the two
models.19,20 In the following Section 2, we present our meth-
odology including preprocessing of data, training of the model,
and performing the active learning cycles, followed by results
and discussion in Section 3, which includes the discussions on
the model error in active learning cycles. We conclude with the
discussion on the effects of reaction barriers on the formation
of a SEI based on the kMC model.
2 Theoretical approach and
computational details
2.1 Descriptor and dimensionality reduction

The initial dataset comprises the output of 50 000 two-
dimensional kMC calculations of size 50 × 50 nm2, with the
position and the type of species, such that the coordinates of
each pixel represent 1 nm2. Each kMC simulation receives 15
reaction barriers as its parameters, as shown in Table 1, and
returns an output with the species type and their coordinates. A
descriptor transforms the model output. The descriptor used
for this purpose bins the radial distances from the center of the
electrode at coordinate (0, 25) to a radius of 25 nm at 0.25 nm
steps (100 indices) and counts the SEI species (Li+$oEC−,
Li2CO3, and Li2EDC, and dimerizations of Li2EDC) at each bin
and normalizes this number. An independent component
analysis (ICA)21 is performed on this set of 100-dimensional
vectors to reduce the dimensionality to 10. The ICA is performed
using the FastICA algorithm.22 The ICA deals with the process of
decomposing an observed variable Xn into a matrix product of
As, where An×m is the unknown mixing matrix and sm is the
independent component of a non-Gaussian distribution with
a reduced dimension to m. The output of this section is a data-
set of size (50 000 × 10) and a trained FastICA model for the
transformation of the kMC outputs in the following steps.
2.2 Classication and labeling of data

K-Mean clustering21 is performed on the output of ICA. Four K-
mean clusters consisting of class empty, class unnished, class
organic SEI, and class inorganic SEI were identied. In class
empty, the reactions yield only a layer of an inorganic SEI. In
class unnished, reduced intermediate species are formed,
This journal is © The Royal Society of Chemistry 2024
without the formation of an organic or inorganic SEI. Class
inorganic reactions mostly yield an inorganic SEI. Class organic
represents the model output, which is mostly an organic SEI. At
this step, the membership of each data point is determined
using a closeness Euclidean distance metric, such that eqn (1) is
minimized by adjusting the position of the centroids of the C
classes, m, relative to the N transformed data points obtained in
Section 2.1, x̂, and assigning each data point i to a cluster k
using the indicator function .

(1)

The clustering starts with a 1000 initial random guess for the
location of centroids, and the nal result is the lowest squared
sum of the distances of the points from their assigned cluster.
The output of this step is a set of 50 000 labeled data, cluster
centroids, and a K-mean model for labeling the future kMC
outputs.

2.3 Input data trimming and training sets

The trimming aims to determine the size of the smallest dataset
that we can use for training a model with the lowest error. The
trimming of the initial dataset was performed based on the cut-
off distance of a data point of each label from its cluster
centroid so that in each class there is a maximum number of
500 to 4000 points, with increments of 500. The trimmed
datasets are of size 2000, 3561, 5061, 6561, 8061, 9561, 11 061,
and 12 561. The class empty is the smallest class with 561
members, and it is not trimmed for datasets larger than 2000.

2.4 Multi-class Gaussian process classication model and
variational inference

We trained a Gaussian process classication model23 to classify
the aforementioned four classes: inorganic SEI, organic SEI,
unnished, and empty. In this 4-class classication problem,
there is a vector of latent parameters f associated with each class
such that f = [f1, f2, f3, f4]

u. A Dirichlet sample can present an
observation of each class label (ESI eqn (1) and (2)†). The clas-
sication with the Gaussian process model at the test point x*
nds a class label (distribution) given a training dataset (X:
reaction barrier dataset, and ~y: class labels), which is done rst
by nding the distribution of the latent parameters at the test
set, as shown in eqn (2).

pðf*jX; ~y; x*Þ ¼
ð
pðf*jX; x*; fÞpðfjX; ~yÞdf (2)

The term p(fjX,~y) is dened as inference over f. There are
approximate methods to handle the determination of posteriors
that are analytically intractable or expensive due to the
involvement of non-Gaussian likelihoods or the inversion of
large matrices. Variational inference is a method of approxi-
mate Bayesian inference. In this method, the inducing random
variable u and inducing points Z, u = f(Z) are introduced, and
J. Mater. Chem. A, 2024, 12, 2249–2266 | 2251
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the inference over f is approximated by using a distribution
q(u).24 The distribution of the inducing points is optimized
during the training of the model so that the approximate
posterior, q(u), becomes close to the true posterior, p(fjX,~y). This
closeness is determined by using Kullback–Leibler divergence.25

In the optimization of this divergence, the evidence p(~yjX) nds
a lower bound. The prediction using approximate variational
inference is dened according to eqn (3), and the actual class
label obtained from arg;max~y*

c
.26

pð~y*jx*Þz
ð
pð~y*jf*; x*Þ

"Y4
c¼1

p
�
f c* juc

�
qðucÞduc

#
df*; (3)

The probability of the observation of the corresponding
distribution of classes is dened in eqn (4).

Eðpð~y*ÞÞz
ð
sðf*Þ

"Y4
c¼1

p
�
f c* juc

�
qðucÞduc

#
df* (4)

In this work, we used the VariationsStrategy class from the
gpytorch package for creating and training the model and an
anisotropic radial basis function kernel with a diagonal length
scale matrix ofL, eqn (5), which nds the relationships between
the 15 input features (reaction barriers), x and x′, for each of the
four classes, a total of 60 length scales.

kARBF

�
x; x

0� ¼ exp

�
� 1

2
ðx� x0ÞuL�

x� x
0�� (5)

The DirichletClassicationLikelihood with heteroscedastic
noise and a˛ = 10−2, loss function by the VariationalELBO class
from gpytorch, and the Adam optimizer of the pytorch package
with a learning rate of 10−3 were used. At each cycle, the dataset
was divided into 30% test and 70% training sets. The inducing
points were equally distributed (by class) and randomly selected
from 5% of the training set. The location of the inducing points
is also optimized. The optimization was carried out in 200 000
steps. The output of this section is a trained model based on the
training dataset and inducing points corresponding to the 5%
of that training dataset.

2.5 Noise and error handling

The sources of noise and error in this study can be categorized
into two main parts: (i) the noise from the kMC program and (ii)
the noise from the classication. The kMC program can be seen
as a function that maps a vector of reaction barriers to a model
output of size 2500, where each pixel has a value representing
one of the reaction species. The model output can vary by
repeating the same kMC program with the same reaction
barriers. Therefore, for every input there is a mean and a vari-
ance of observed outputs, e.g., the amount of inorganic or
organic SEI. Based on the model results, the largest variance is
realized when the reaction barriers create competitive reactions,
especially in the cases where a certain amount of inorganic SEI
has been produced, and then the competitive conversion of
Li+$oEC− into Li2CO3 or Li2EDC determines the nal reaction
2252 | J. Mater. Chem. A, 2024, 12, 2249–2266
yield. In this special case, two class labels can be valid for one
set of reaction barriers. The goal of using a dimensionality
reduction and classication schema is that instead of nding
a relationship between the reaction barriers and the amount of
inorganic and organic SEI, we nd its relationship to a class of
the produced SEI so that the noises and variance of the model
outputs are smoothed out. The labeling error of the kMC
outputs also needs attention. The labeling is determined based
on the distance of the transformed model output from the
closest class centroid. If the transformed kMC output falls in
a region where it is close to multiple centroids, we could receive
a falsely labeled input. To address this issue, we only accept
a labeled output that is meaningfully close to a centroid by
requiring the difference of the distance to the second closest
centroid (B), and the mean of all distances (CM) should be
smaller than 1.2 times the distance to the nearest centroid (A),
eqn (6).

rB-CMr < 1.2 A (6)

2.6 Sampling of the parameter space

We used principal component analysis21 with a polynomial
kernel of degree d = 15 and 15 components to store the posi-
tional information about the points from the parameter space.
The kernel principal component analysis (PCA) is trained to
perform the inverse transformation. The polynomial kernel of
this PCA is according to eqn (7).

kpca(X,X) = (gXXu + C0)
d (7)

where X is the dataset matrix of size N, XN×15, and the hyper-
parameters of this transformation are g = 10−4 and C0 = 2JN×N

(matrix of ones J) and a learning rate of 10−5. These hyper-
parameters control the shape (g) and the range (C0) of the
transformed model output. In the next step, we drew 213

samples from the 15-dimensional sobol sequence.27 These
sobol samples are expected to have a low discrepancy, be easy
and quick to generate, and sample the space efficiently. These
samples are between (0, 1). We then scaled the sobol sequence
between (−1, 1) and then inversely transformed the scaled sobol
samples using the kernel PCA model back into the reaction
barrier space. The new samples can be divided into two cate-
gories based on their Euclidean distance from the initial trim-
med dataset: close and far. In this study, we pick only the
samples with a close relationship to the dataset at each cycle.
The point that determines the close or far relationship is the
distance where 50% of the points in the new sample nd
a neighbor from the trimmed dataset. This analysis creates
a kernel PCA model based on the trimmed dataset that takes
samples from the sobol sequence and converts them into
reaction barriers. The outputs of this step are a kernel PCA
model based on an initial trimmed dataset, transformed points
of the initial trimmed dataset, and 213 reaction barriers and
their distance relationship with the initial trimmed dataset.
This journal is © The Royal Society of Chemistry 2024
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2.7 Selection of informative data points

The new samples and their distance relationship with the
trimmed dataset are used to make predictions using the trained
model. The model calculates the probability of membership in
each class. In cases where the model cannot determine the
membership of a data point, it assigns a 25% chance for each
class. The prediction score is evaluated by calculating the
squared sum of the class membership probabilities. The lowest

certainty (Pc = 0.25) corresponds to
P4
c¼1

Pc2 ¼ 0:25, and the

maximum is 1. To consider a prediction uncertain, we have set
a threshold of 0.40 for this measure. The higher the threshold,
the more data must be sent for direct query with kMC. The
output of this section is an uncertain dataset of variable size to
be queried directly with the kMC program.
2.8 Query with the kMC program

The samples from the uncertain dataset (based on our dened
threshold) are sent for direct query with the kMC program for
1800 seconds. At each cycle 50 direct queries were performed.
This number controls the amount of new data points added to
the training data set at each cycle. The output of the kMCmodel
for each data point is transformed, as shown in Section 2.1, and
then it is converted using the ICA model. Finally, the K-mean
Fig. 1 Structure of the SimStack workflow for calculating SEI properties
Pickle and json files as initial inputs. The output models from this stage ser
the workflow chain. Consequently, SEI-ALWaNo generates a PF.json file t
the KMC WaNo. For each iteration within the AdvancedFor loop control,
results. These results are subsequently integrated into a database throug
the PF.json file are updated, which then serve as an input for the SEI-AL
completed loop is recognized as a cycle within the context of active learn
repository into the Colab notebook, enabling queries to compute the kM

This journal is © The Royal Society of Chemistry 2024
model labels the data point. The output of this section is
a labeled dataset.

2.9 Detecting the outliers

Aer query with kMC as shown in Section 2.8 the outliers of the
datasets are detected. Sampling the 15-dimensional reaction
barrier space does not mean every combination of barriers can
lead to a realistic SEI reactionmodel. This is decided by the time
the kMC algorithm returns based on the input reaction barrier
set. This means a set of reaction barriers that leads to a very
short or long kMC time is assigned as an outlier reaction barrier
set. For this purpose, we set 1 microsecond as the lower limit
and 2 seconds as the upper limit. This labeled dataset is added
to the previous dataset to train a new model. This step, along
with the steps mentioned in Sections 2.1, 2.2, and 2.5 consti-
tutes our unsupervised labeling framework.

2.10 Active learning workow

We built the active learning workow within SimStack. This
robust workow framework ensures simulation protocol auto-
mation, reproducibility, and transferability.28,29 It also
simplies the creation of custom-tailored simulation protocols
using various computer simulation approaches. As shown in
Fig. 1, this workow is made up of ve Workow Active Nodes
. The workflow commences with the SEI-Init WaNo, which processes
ve as the essential inputs for the SEI-ALWaNo, acting as a crucial link in
hat contains the active learningmodel parameters, setting the stage for
the KMC WaNo creates a kmc_results.yml file holding all the raw data
h the DB-Generator WaNo. In the Update-PF WaNo, the values within
WaNo, forming a closed loop of data and information exchange. Each
ing. Finally, the database can be automatically loaded from a designated
C output.
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(WaNos) SEI-Init, SEI-AL, KMC, DB-Generator and Update-PF,30

which automate the execution of the tasks.
The SEI-Init WaNo reads a Pickle-le containing a collection

of 50 000 kMC outputs aer applying the descriptor (2.1), and
a Json-le of their relevant reaction barriers. Aer the data
Fig. 2 The four representative types of SEI formation (50 × 50 nm2), (a)
1 nm and hosts one of the SEI reactants or products, namely, black: electr
orange: Li2EDC, green: Li

+$oEC−, and yellow: cell boundary.

2254 | J. Mater. Chem. A, 2024, 12, 2249–2266
processing step described in Sections 2.1, 2.2, and 2.3, the
Tdata.json le is sent to the SEI-AL Wano. In the SEI-AL WaNo,
the active learning cycle, including training the model,
sampling the reaction barrier space, and selecting the infor-
mative data points, as described in Sections 2.4, 2.6, and 2.7 is
inorganic SEI, (b) organic SEI, (c) unfinished and (d) empty. Each pixel is
ode, white: Li+/EC−, red: Li2CO3, magenta: organic SEI, blue: (Li2EDC)2,

This journal is © The Royal Society of Chemistry 2024
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performed. This WaNo generates the models and the data
(PF.json) and is also responsible for creating a list of data points
for a direct query with the kMC program in the KMCWaNo, 2.8.

The DB-Generator collects all the processed data from the
previous WaNos into a single YAML le. It also triggers the
Update-PF to update the dataset aer omitting the outliers as
described in Sections 2.5 and 2.9, for the next active learning
cycle. This framework allows monitoring multiple batches of
calculations for independent parameters during different active
learning cycles. Additionally, a database is generated aer each
active learning cycle, which we store in a designated GitHub
repository.

A Colab notebook is used for analyzing, visualizing, and
processing the database. All the workow nodes, notebooks,
dependencies, and documentation are available on the
following repository: https://github.com/KIT-Workows/SEI-
Model-Active-Learning.

3 Results and discussion
3.1 Preparation of the datasets

In this step, we discuss the preparation of a dataset for training
an initial Gaussian process classication model. The initial
model determines the progression of the active learning work-
ow, and its training depends on the initial training dataset.
The 50 000 kMCmodel output is classied into the four classes.
In the classication problems, it is necessary to classify the
dataset into classes with independent and distinguishable
features. This requires an efficient description-conversion-
classication schema. This schema effectively maps
Fig. 3 Representation of the pre-processing steps that are taken for labe
The kMC model returns the final composition as the type of species for
middle of the electrode to a radius of 25 nm, similar to the RDF analysis. Th
method labels the data.

This journal is © The Royal Society of Chemistry 2024
a continuous model output space into a discrete class label
space. The number of classes was determined based on our
expectations of the present classication problem and its
distinguishable features. The classes inorganic SEI and organic
SEI are the output classes for SEI products. In the class unn-
ished, intermediate products are mainly formed, but in the
class empty, the reactions end without producing any SEI
components. It is important to study the unnished class
because it helps identify the reactions that control the decom-
position of the electrolyte species, or the loss of active lithium,
without forming a SEI. The class empty carries information
about the possibility of not producing any SEI even though the
system has an active electrode and excess reactants. In the
training of the model on the initial dataset, we aimed to nd the
smallest dataset size with the lowest error to improve the
computational efficiency of the workow. The initial dataset not
only plays a role in the training of the model, but it also
determines the sampling of the space, as shown in Section 2.6.
We created smaller datasets, as explained in Section 2.3, called
trimmed datasets, and evaluated the error of the model trained
with them. The error of the classication model is the ratio of
misclassied test points to the size of the test set. In the clas-
sication problem, it is not only important to be able to predict
the correct class given the input parameters, but also to avoid
misclassication in other class labels. This makes the expres-
sion and handling of errors in classication problems different
from regression problems.

A general representation of the four classes is given in Fig. 2.
The procedure for labeling the kMC outputs is presented in
Fig. 3 (also ESI Fig. S1–S3†). A more detailed view of the features
ling the data points. It starts with a proposal for a network of reactions.
each pixel. This structure is described by binning the space from the
e ICA analysis is performed on the described data, and finally, a K-mean

J. Mater. Chem. A, 2024, 12, 2249–2266 | 2255
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Fig. 4 Representation of the produced organic and inorganic SEIs corresponding to the four classes of SEI formation: (a) class organic SEI, (b)
class organic SEI, (c) class unfinished, and (d) class empty. The maximum organic SEI of four corresponds to our model parameter that electron
tunneling can happen up to a distance of 4 nm. The amount of SEI is the number of pixels with an organic or inorganic SEI divided by an electrode
width of 50 nm. The left axes relate to an inorganic SEI, and the right axes relate to an organic SEI.
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of classes is provided by presenting the amount of organic and
inorganic SEI produced in each class. Fig. 4 shows the corre-
sponding main component of the SEI in the inorganic and
organic classes. In Fig. 4a, an inorganic SEI is produced with
a maximum of 4 layers (per electrode width of 50 nm), and this
maximum corresponds to the length of electron tunneling that
was set in our model to be 4 nm. In this class, a minimal
amount of organic SEI is produced. In Fig. 4b, the trend is
reversed. We see a minimal amount of inorganic SEI (typically
one layer) that is the product of the rapid reduction of Li+$EC on
the electrode surface. The plot shows a wide range of the
amount of produced organic SEI, up to a maximum of 14 layers
and most frequently between 2 and 4 layers (per electrode width
of 50 nm). Fig. 4c and d show negligible amounts of either
organic or inorganic SEI in their classes. The analysis of the
error of the model trained with the trimmed datasets in Fig. 6
shows that the lowest error was for the dataset of size 9561. The
2256 | J. Mater. Chem. A, 2024, 12, 2249–2266
range of error was between 0.03 and 0.05. We can see that
increasing the dataset size did not necessarily lower the error of
the model. The dataset with a size of 9561 is selected as the
initial training dataset. Fig. 5b illustratively shows the trimmed
dataset and its corresponding SEI classes. The results show that
our labeled dataset worked well to train an initial classication
model by using the provided description-conversion-
classication schema and the method to nd the smallest effi-
cient trimmed dataset. The workow continues with a much
more efficient dataset and a lower computational cost for
training the model at each cycle.

3.2 Active learning cycles

The trimmed dataset and the initial classication model dis-
cussed in the previous section are based on reaction barriers
that were labeled and assigned to their corresponding classes of
kMCmodel output in a supervised manner. As the next step, we
This journal is © The Royal Society of Chemistry 2024
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Fig. 5 Classification of different types of SEI formation. (a) Initial dataset and (b) trimmed dataset of size 9561. The K-mean labeling is performed
on the output of ICA (N × 10) and these PCA plots are for illustration purposes only.
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will improve this model using the active learning workow in
order to have a representative model that is accurate over
a larger subset of reaction barrier space.

In contrast to the creation of the initial dataset through
a design-of-experiment approach, the present active learning
approach uses the uncertainty of the model to dynamically
choose the next set of training data points to expand the domain
of validity of the model. The benet of this approach is the
curation of a training dataset in a fast and efficient way. The
strategy of selection of new points, estimation of uncertainty,
decision of the size of new data points and the computational
cost of labeling, and monitoring the classication error aer
each cycle are essential in order to successfully train a model
through an active learning workow. The selection of the most
informative data points in active learning reduces the need for
labeling large amounts of data, making the training process
more efficient. Additionally, by including various representative
Fig. 6 The error of the model vs. training steps and different initial
sizes of the trimmed dataset are used to determine the optimum size
of the dataset for training the model. The lowest error was observed
for a dataset of size 9561, which is neither the smallest nor the largest.
The database is then used in the active learning workflow to grow
based on the informativeness of the data points.

This journal is © The Royal Society of Chemistry 2024
data points the model can generalize better to unseen data. The
probability that a test point belongs to one of the four classes is
used as a metric to measure the uncertainty of the classication
model, as shown in Section 2.7. We determined the class labels
of the uncertain test points through a direct query with the kMC
program, followed by a description, conversion, and classica-
tion of the kMC outputs. The uncertainty of the model about
a test point is determined based on a predened threshold. This
threshold also controls the computational costs of direct query
and labeling, as well as the growth of the dataset and the
computational cost of training the model in the next cycle. The
uncertain test points and their determined class labels are
added to the dataset for training the model in the next cycle. In
each cycle, we analyzed the classication error of the trained
model, described as the ratio of misclassied test points to the
size of the test dataset, and the confusion matrix, which shows
the misclassications for each class and the instances in which
other classes were confused with a given class. Thus, a set of
workow hyperparameters controls the training of a model
through active learning. The workow design in this work
guarantees the reproducibility of the results and facilitates
control over these hyperparameters.

The model was trained through 15 cycles of active learning.
The error of the model with the training step is shown in Fig. 7a.
Fig. 7b shows the classication error of themodel for each cycle.
The gure shows that up to the 8th cycle, there are uctuations
in the error, and aer that, the changes in error are reduced.
Fig. 7c and d show the confusion matrices aer the 14th and
15th cycles. The confusion matrices can be analyzed for each
row and each column. A row in the confusion matrix shows the
misclassication of the given class. A column, on the other
hand, shows the misclassications of other classes as the cor-
responding class of the column. For example, in Fig. 7d, the row
related to class empty shows that of the total test points
belonging to class empty, 0.03 of them were classied as class
inorganic SEI, 0.096 as class organic SEI, and 0.015 as class
unnished. The column related to class empty shows that 0.02
J. Mater. Chem. A, 2024, 12, 2249–2266 | 2257
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Fig. 7 Evolution of the error of themodel vs. active learning cycles, (a) changes in the error of themodel error vs. training steps, (b) changes in the
error of the model error vs. active learning cycles, (c) confusion matrix 14th cycle, the general error of 0.070 and (d) confusion matrix 15th cycle,
the general error of 0.071. A model initially trained on a dataset with the lowest error is gradually exposed to a larger subset of parameter space.
The model, after 9 cycles, enters a stable condition. By looking at the details of the error per class label in the last two cycles, the model shows
minimal confusion about the features of each class. The highest possibility of confusion is between class empty and the organic SEI, and for this,
the probability of the observation of class empty should be considered.
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of test points of class inorganic SEI, 0.01 of class organic SEI,
and 0.004 of class unnished were classied as class empty.

The overall error at the 14th cycle is 0.070. In the 15th cycle,
we see an overall error of 0.071, but with different details. In
Fig. 7d, the result shows an increase in confusion between class
empty and class organic SEI compared to the 14th cycle. But this
confusion is not symmetric, which means there is no confusion
between class organic SEI and class empty. In fact, the confu-
sion with class empty is overall minimal. This means it is not
PðAOjPOÞ ¼
PðPOjAOÞ � Pð

PðPOjAOÞ � PðAOÞ þ PðPOjAEÞ � PðAEÞ þ PðP

2258 | J. Mater. Chem. A, 2024, 12, 2249–2266
likely that the regions of reaction barrier space corresponding to
the classes inorganic SEI, organic SEI, or unnished will be
confused with class empty.

We used the confusion matrix at the 15th cycle to calculate
the probability of actually observing the organic SEI class using
the trained model, using eqn (8). This equation includes the
confusion and errors from other classes and determines the
reliability of a prediction for the class organic SEI.
AOÞ
OjAIÞ � PðAIÞ þ PðPOjAUÞ � PðAUÞ ¼ 0:918

(8)

This journal is © The Royal Society of Chemistry 2024
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In this equation, AO and PO are the actual class organic SEI
and predicted class organic SEI, respectively, and similarly, AE,
AI, and AU, are actual class empty, inorganic SEI and unn-
ished, respectively (ESI eqn (3)†). This means that when the
model predicts a data point in the test set as belonging to class
organic SEI, the probability of it actually belonging to class
organic SEI is 0.918. Similar analyses for other classes are as
follows: P(AIjPI) = 0.940, P(AUjPU) = 0.952, and P(AEjPE) =

0.842. These are a comprehensive measure of the accuracy of
the model in the prediction of a given class in connection with
the probability of observing that class, and confusion of the
model about features of classes. The results express that the
probability of actual occurrence of class unnished is greater
than that of class inorganic SEI, followed by that of class organic
SEI. It is also less likely to observe class empty. In this regard, it
should be noted that the class empty corresponds to a condition
where the kMC model produces no reaction products despite
the electrolyte being in direct contact with the active electrolyte
material. This particular condition explains the smaller size of
class empty.

One reason for the higher chance of misclassication for
class organic SEI compared to class inorganic SEI is due to the
broadness of features in this class, as shown in Fig. 4b. This
class has an overlap with the features of other classes, which
makes other classes an extreme example of class organic SEI.

At the end of each cycle, 50 direct queries with the kMC
program were performed. Aer performing the outlier detection
method, as shown in Section 2.9, the nal number of new
entries to the dataset can be lower than 50. This number is
a workow hyperparameter that controls the computational
cost of labeling the new model outputs and training the next
model. Fig. 8 shows the number of new entries added to the
dataset from each class at the end of each active learning cycle.
The lowest number belonged to the class inorganic SEI, and the
class empty came in second. The total number of points added
Fig. 8 Number and the SEI class types of the newly added data points to
its own input feed from the sampled parameter space. The plot shows t
empty, more about class unfinished, and mostly about class organic SEI.
each direct query, the outliers are removed and the rest are added to th

This journal is © The Royal Society of Chemistry 2024
to the dataset was as follows: for class inorganic SEI 36, class
empty 100, class unnished 127, and class organic SEI 164. The
model inquired about more data points to capture the general
features of class organic SEI. On the other hand, the model
needed comparatively fewer additional data points about class
inorganic SEI and class empty.

In this active learning workow, a total of 427 new data
points were added to the dataset, the training of the model aer
each cycle converged, and the error of the model evolved and
reached a certain level aer 15 cycles without signicantly
increasing the dataset size. The addition of new data points to
the dataset during each cycle allowed the model to continuously
improve its performance. The convergence of the training aer
each cycle indicates that the model was able to effectively learn
from the newly added data. This shows the hyperparameters of
the workow and the description-conversion-classication
schema explained in the previous section integrated well in
the active learning cycles.
3.3 Evolution of the model with active learning cycles

In the previous section, we discussed the training of the model
through 15 active learning cycles. In this section, we discuss in
more detail the behavior of the model within each cycle and the
methods we used for this purpose.

The behavior of the model aer each training cycle was
studied using the prediction score, as described in Section 2.7. A
sample dataset was created as described in Section 2.6, and
each sample point received a prediction score from the trained
model at the end of each cycle. Then, for each of the four
classes, we obtained a distribution of prediction scores that has
an upper quartile, median, and lower quartile. These quartiles
allow us to study the performance of the model for each class
aer each cycle. In addition, we can examine the prediction
score of the model for the higher, median, and lower ranges
the dataset at the end of each active learning cycle. The model selects
hat the model needed fewer data points about class inorganic SEI and
The maximum number of queries in each cycle was set to 50, and after
e dataset.

J. Mater. Chem. A, 2024, 12, 2249–2266 | 2259
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separately through active learning cycles. By analyzing the
distribution of prediction scores, we can identify any patterns or
trends in the behavior of the model aer each cycle. This
information allows us to assess the consistency and stability of
themodel during the active learning cycles, enabling us tomake
informed decisions regarding necessary adjustments in the
performance of the workow and the number of active learning
cycles. In addition, each test point had a relative change in its
prediction score with each cycle. We used the relative prediction
probability score (RPPS), eqn (9), to discuss this change for the
sample dataset. The RPPS provides a quantitative measure of
the change in the prediction score for each sample point using
the trained model at any cycle, compared to the initial trained
model. For each of the four classes, we obtained a distribution
of RPPS that has an upper quartile, median, and lower quartile.
This information is used to study the relative change in the
prediction score for different classes with different prediction
scores.

RPPS ¼ prediction score; n-th cycle� prediction score; 0th cycle

prediction score; 0th cycle

(9)

Fig. 9 shows the range of prediction scores between 0.25 and
1. The gure shows a reduction in the prediction score at the
end of the 15th cycle compared to the initial prediction score for
the sample points with high prediction scores. At the same
time, the trend is an increase in prediction score for the
samples that initially had a low score, which was dened by our
framework hyperparameter of 0.4, as described in Section 2.7.
Fig. 9 Representation of the model's prediction scores for each SEI clas
prediction scores becomes negative as the model optimizes itself on t
prediction scores for each class at the end of each cycle can be used fo

2260 | J. Mater. Chem. A, 2024, 12, 2249–2266
The rst quartile of RPPS for classes inorganic SEI, organic SEI,
unnished, and empty is −0.27, −0.20, −0.21, and −0.36,
respectively. The sample points that received high prediction
scores using the initial model maintained their high scores aer
active learning cycles. For example, a 0.2 reduction in the
prediction score in the range of 0.8 to 0.9 is still in the range of
0.64 to 0.72. The result shows that for the sample points with
prediction scores very close to 1, the prediction score does not
change aer 15 cycles, and RPPS is zero. Through the progres-
sion of the active learning cycles, the model readjusts its
understanding of the features compared to its initial compre-
hension. Considering the kernel of the Gaussian process model,
eqn (5), the similarity of the features is captured via twometrics:
one is their Euclidean distance, and the other is the kernel
length scale. An additional learned noise is also added to the
model during the training. With the addition of more infor-
mative points to the model, the kernel length scale for each
feature of each class is adjusted so that all the points within
a class are close together (ESI Fig. S4†). Within this optimization
of the model hyperparameters, an optimal point is reached
where all previous and newly added data points share
a maximum likelihood of membership in a class, and this
comes with a possible reduction in prediction scores for some
data points that initially had a high prediction score. In Fig. 9,
the horizontal axis shows the prediction score in the 15th cycle
for different classes. The quartiles of the sample dataset having
different prediction scores, which are shown as dented color
bars on the top, are used for providing more details in the next
gure.
s and the RPPS at the 15th cycle on a test sample. The RPPS for higher
he new input data points with the most uncertainty. The changes in
r further analysis.
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Fig. 10 shows the changes in the rst (Q1), second (Q2), and
third (Q3) quartiles of the prediction scores for the sample
dataset vs. the active learning cycles. The Q3 for all classes is
consistently high, except for class empty, which shows an
increasing trend aer the rst cycle. The Q2 of the prediction
score of the test set for the classes inorganic SEI, unnished,
and empty also shows an increasing trend. The results show
a stable value of this quartile of the prediction score of around
0.8 for all classes, except class inorganic SEI, which has reached
above 0.9 to 0.93. In contrast to other classes, we see that aer
the 4th cycle, theQ2 of the class organic SEI reduces from 0.88 to
below 0.85 and nally to 0.82, which is closer to that of the
classes unnished and empty. As shown in Fig. 10b and d, the
last two cycles show opposite trends. The results show that
where the Q2 for class empty increases, it decreases for class
organic SEI. This behavior was also visible in the confusion
Fig. 10 Evolution of the first (Q1), second (Q2) and third (Q3) quartiles of p
inorganic SEI, (b) class organic SEI, (c) class unfinished and (d) class empt
were used to track the progression of the active learning cycles and identi

This journal is © The Royal Society of Chemistry 2024
matrix in Fig. 7c and d. The results show that the model's status
at the 15th cycle is more representative than at the 14th cycle.
The Q1 of the prediction score of the classes also shows similar
trends to their own Q2. Except for class inorganic, which
reached above 0.7, other classes stabilized between 0.5 and 0.6.

The effectiveness of this active learning workow in training
the classication model is described using a confusion matrix
for the different classes at the last cycle, the difference in the
number of new entries added to the dataset from each class,
and the details of the prediction score using the trained model
at each cycle. These results show that the model had different
training performances for each class. For classes inorganic SEI
and empty, the training through active learning cycles showed
a distinct improvement in prediction scores. This can be due to
the easier detection of features in these classes compared to the
more complex classes of organic SEI and unnished. The
rediction scores for each class of SEI vs. active learning cycles: (a) class
y. The prediction score's median (Q2) is approximately 0.8. These plots
fy the status of the trainedmodel and the performance of the workflow.
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confusion matrix of class unnished showed minimal confu-
sion with other classes. On the other hand, the model added
more new entries about class unnished compared to class
inorganic SEI and class empty. The model added the most new
entries related to class organic SEI. The progression of the
prediction scores during the active learning cycles shows that
with the addition of more entries related to class organic SEI,
the prediction scores changed and reached a level of stability.
This result also demonstrates the effectiveness of the presented
sampling procedure in identifying the most informative data
points from the reaction barrier space to improve the ability of
the model to nd the features of this class. This active learning
workow ensures that the training dataset is representative,
resulting in a more accurate training and generalized model.
3.4 Generation of the parameter space with the model

In the previous sections, we discussed training a representative
classication model through active learning cycles. This section
will discuss the reaction barrier space for each of the four
classes with the trained classication model. The reaction
barrier space of each class has 15 features related to the 15
chemical reactions in Table 1. These features play a crucial role
in understanding the dynamics of chemical reactions and can
help us understand the reaction conditions for desired
outcomes.

We created a sample test, as described in Section 2.6. The
model classies the test set. The minimum prediction score
threshold of 0.6 was also set to exclude less certain predictions.
We obtained a distribution of reaction barriers for each of the
15 reactions in each of the four classes. These distributions
provide valuable insights into the behavior of the features
across different classes, allowing us to identify patterns and
draw conclusions. We measured the upper quartile, median,
and lower quartile from each distribution. Quartiles are used to
understand a distribution's spread and the presence of outliers.
They are particularly useful for the characterization of
Table 2 D2 and Q2 of electrochemical, aggregation, and diffusion react

Reaction

Class in

D2

(1) Electrode: Li+/EC− / Li+$oEC− 2.66 ×

(2) Electrode: Li+$oEC− + Li+ / Li2CO3 + C2H4 2.53 ×

(3) Tunneling: Li+/EC− / Li+$oEC− 2.69 ×

(4) Tunneling: Li+$oEC− + Li+ / Li2CO3 + C2H4 6.40 ×
(5) Li+$oEC− + Li+$oEC− / Li2EDC 2.66 ×

(6) Li2EDC + Li2EDC / (Li2EDC)2 1.74 ×

(7) (Li2EDC)2 + Li2EDC / organic$SEI 2.34 ×

(8) (Li2EDC)2 + (Li2EDC)2 / organic$SEI 2.99 ×
(9) Organic$SEI + Li2EDC / organic$SEI 2.62 ×

(10) Organic$SEI + (Li2EDC)2 / organic$SEI 2.59 ×

(11) Organic$SEI + organic$SEI / organic$SEI 2.76 ×

(12) Li+$oEC− + Li+/EC− / Li+/EC− + Li+$oEC− 2.79 ×
(13) Li2EDC + Li+/EC− / Li+/EC− + Li2EDC 2.10 ×

(14) (Li2EDC)2 + Li+/EC− / Li+/EC− + (Li2EDC)2 3.17 ×

(15) Organic$SEI + Li+/EC− / Li+/EC− + organic$SEI 3.24 ×

2262 | J. Mater. Chem. A, 2024, 12, 2249–2266
a distribution that is skewed or has extreme values. We dened
a parameter D as eqn (10),

Di = Q3,i − Q1,i, i˛{1, 2, ., 15} (10)

which is the interquartile range between the third and the rst
quartile of the generated parameters for each SEI class. We used
this metric as a measure of the expansion of the parameter
distribution for each SEI class. The location of the second quar-
tile, or median, is also used as the representative value of the
feature for each class. In this case, the reaction barrier with the
unit of eV, which determines the rate of the reaction, is the
median, and the observed spread of this reaction barrier is D2,
with the unit of [eV]2. The collection of results is given in Tables 2
and 3 (also ESI Fig. S5–S7†). These tables provide a comprehen-
sive overview of the reaction barriers and their spread for each
reaction and each class. The data presented allows a clear
comparison between the reactions of each class. It also helps with
understanding the factors that contribute to the observation of
each class. We discuss the table once for each class and once for
the reactions. The results for each class can be interpreted using
D2 [eV]2 and Q2 [eV]. In these tables, the reactions are divided into
three categories: electrochemical (1–4), aggregation (5–11), and
diffusion (12–15), in order of their appearance on the table. The
electrochemical reactions are divided into two categories: those
that happen directly in contact with the electrode and those that
happen through electron tunneling. It should be noted that the
reactions in this table have been rearranged compared to Table 1
for more contextual clarity. The output of the model is more
sensitive to the parameters with a lower D2, compared to the
parameters with a higher D2. The median is used for comparing
the reaction barriers between different classes. We also used the
median to test these generated parameters to see if they would
lead to the correct outputs. For class inorganic SEI, Table 2 shows
a small value for D2 for the 4th reaction, which controls the
electron tunneling from the electrode. The second lowestD2 is for
the 6th reaction, which controls the aggregation of Li2EDC
ions for inorganic and organic classes of SEI

organic SEI Class organic SEI

Q2 [eV] D2 Q2 [eV]

10−2 0.349 2.96 × 10−2 0.347
10−2 0.344 1.96 × 10−2 0.292
10−2 0.371 2.66 × 10−2 0.374
10−5 0.484 2.13 × 10−2 0.628
10−2 0.380 2.59 × 10−2 0.364
10−2 0.801 1.35 × 10−2 0.636
10−2 0.592 2.50 × 10−2 0.554
10−2 0.562 2.76 × 10−2 0.547
10−2 0.557 2.31 × 10−2 0.544
10−2 0.556 2.22 × 10−2 0.558
10−2 0.555 2.40 × 10−2 0.557
10−2 0.452 2.64 × 10−2 0.407
10−2 0.471 9.60 × 10−3 0.476
10−2 0.469 3.31 × 10−2 0.480
10−2 0.465 2.92 × 10−2 0.468

This journal is © The Royal Society of Chemistry 2024
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Table 3 D2 and Q2 of electrochemical, aggregation, and diffusion reactions for unfinished and empty classes of SEI

Reaction

Class unnished Class empty

D2 Q2 [eV] D2 Q2 [eV]

(1) Electrode: Li+/EC− / Li+$oEC− 2.96 × 10−2 0.350 2.19 × 10−2 0.362
(2) Electrode: Li+$oEC− + Li+ / Li2CO3 + C2H4 1.23 × 10−2 0.286 3.72 × 10−3 0.456
(3) Tunneling: Li+/EC− / Li+$oEC− 2.66 × 10−2 0.372 2.16 × 10−2 0.376
(4) Tunneling: Li+$oEC− + Li+ / Li2CO3 + C2H4 1.56 × 10−2 0.646 1.23 × 10−2 0.679
(5) Li+$oEC− + Li+$oEC− / Li2EDC 2.76 × 10−2 0.365 2.31 × 10−2 0.371
(6) Li2EDC + Li2EDC / (Li2EDC)2 2.22 × 10−2 0.813 3.76 × 10−2 0.705
(7) (Li2EDC)2 + Li2EDC / organic$SEI 3.20 × 10−2 0.592 2.79 × 10−2 0.587
(8) (Li2EDC)2 + (Li2EDC)2 / organic$SEI 2.72 × 10−2 0.557 2.56 × 10−2 0.568
(9) Organic$SEI + Li2EDC / organic$SEI 2.79 × 10−2 0.574 2.10 × 10−2 0.523
(10) Organic$SEI + (Li2EDC)2 / organic$SEI 2.76 × 10−2 0.555 2.19 × 10−2 0.570
(11) Organic$SEI + organic$SEI / organic$SEI 2.40 × 10−2 0.560 2.56 × 10−2 0.570
(12) Li+$oEC− + Li+/EC− / Li+/EC− + Li+$oEC− 2.69 × 10−2 0.411 2.76 × 10−2 0.413
(13) Li2EDC + Li+/EC− / Li+/EC− + Li2EDC 7.92 × 10−3 0.371 4.36 × 10−3 0.341
(14) (Li2EDC)2 + Li+/EC− / Li+/EC− + (Li2EDC)2 3.03 × 10−2 0.472 3.20 × 10−2 0.476
(15) Organic$SEI + Li+/EC− / Li+/EC− + organic$SEI 3.13 × 10−2 0.458 3.88 × 10−2 0.463
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species. For other reactions, D2 is in the same order, and the
largest values belong to the 14th and 15th reactions that control
diffusion of the aggregated organic SEI.

For class organic SEI, as shown in Table 2, the lowest D2

belongs to the 13th reaction, which controls the diffusion of
Li2EDC, followed by the 6th reaction which controls the aggre-
gation of Li2EDC species, followed by the 2nd and 4th reactions,
which control the electrochemical reduction of Li+$oEC− on the
surface of the electrode and through electron tunneling,
respectively.

For class unnished in Table 3, the lowest D2 belongs to the
13th reaction, which controls the diffusion of Li2EDC, followed
by the 2nd and 4th reactions, which control the electrochemical
reduction of Li+$oEC− on the surface of the electrode and
through electron tunneling, respectively.

For class empty, as shown in Table 3, the lowest D2 belongs
to the 2nd reaction which controls the electrochemical reduc-
tion of Li+$oEC− on the surface of the electrode, followed by the
13th reaction which controls the diffusion of Li2EDC, followed
by the 4th reaction which controls the electrochemical reduc-
tion of Li+$oEC− through electron tunneling.

The results show a repeating pattern of the lowest D2 for the
2nd, 4th, 6th, and 13th reactions. Tables 2 and 3 show the
median (Q2) of the reaction barriers for each class. For class
inorganic, the reduction of Li+$oEC− through electron
tunneling should happen with a barrier of 0.484 eV and the
aggregation of Li2EDC species should happen with a barrier of
0.801 eV. This high barrier for aggregation of Li2EDC species
also appears for class unnished and empty, but it is lower for
class organic SEI, with a value of 0.636 eV. This difference
indicates that aggregation of Li2EDC species is more important
for the formation of an organic SEI than other aggregation
reactions. For class organic SEI, the results show that the
diffusion of Li2EDC happens with a higher barrier compared to
class unnished and class empty. This barrier is 0.476 eV while
for class unnished and empty, it is 0.371 and 0.341 eV,
respectively. These results indicate that faster diffusion and
This journal is © The Royal Society of Chemistry 2024
slower aggregation of Li2EDC lead to the delay or even preven-
tion of the formation of an organic SEI.

These results can be summarized in the following order:
� For an inorganic SEI, Li+$oEC− should be reduced to

Li2CO3 with the reaction barrier a lot lower than the reaction for
its aggregation into Li2EDC, as they are competing reactions.

� For an organic SEI, slower diffusion of Li2EDC and faster
aggregation of Li2EDC into (Li2EDC)2 are essential to obtain an
organic SEI.

� Slow reduction of Li+$oEC−, along with sluggish aggrega-
tion of Li2EDC into (Li2EDC)2, combined with fast diffusion of
Li2EDC, cause delay in the formation of a SEI.

� Slow formation of Li+$oEC− and fast diffusion of their
aggregate Li2EDC, lead to absence of either an organic or
inorganic SEI.

Fig. 11 shows the results of kMC calculations based on the
parameters generated by the model in Tables 2 and 3 for the
different classes (also ESI Fig. S8†). Each calculation was carried
out for 1800 s. Fig. 11a shows the concentration (the number of
pixels occupied by the species divided by the system size) of
different reactants and products of the kMC model for the
inorganic SEI sample. The plot shows that the concentration of
Li2EDC product reaches a maximum of 7.0 × 10−2 aer 3.0 ×

10−4 s and with the same trend, the inorganic SEI, Li2CO3 is
produced. Fig. 11b shows that the starting time for formation of
(Li2EDC)2 is around 7.0 × 10−5 s. Aer 6.06 × 10−4 s the
concentration of Li2EDC reaches its maximum of 7.0 × 10−2,
which subsequently causes the organic SEI to reach its
maximum concentration.

Fig. 11c shows that Li2EDC is continuously produced with an
increase in its concentration, while the production of Li+$oEC−

shows a steady and stable trend with a concentration of around
1.0 × 10−2, without formation of any further organic or inor-
ganic SEI. Fig. 11d shows that both Li2EDC and Li+$oEC− were
produced at a limited concentration of maximum 4.0 × 10−3

followed by a downfall trend to zero, without production of any
inorganic or organic SEI. The event of diffusion out of the box
J. Mater. Chem. A, 2024, 12, 2249–2266 | 2263
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Fig. 11 Concentration profiles of four kMC calculations based on the parameters generated by the model. (a) Inorganic SEI, (b) organic SEI, (c)
unfinished, and (d) empty. The concentration is the number of pixels occupied by the species divided by the system size.
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occurred for inorganic SEI 137, organic SEI 8, unnished 584,
and empty 29 times (ESI Fig. S9†). Delay in the formation of
a SEI causes the reduced species to diffuse out of the simulation
box without the formation of SEI products, which means
exhaustion of Li resources. This result shows that the model
learned the features of the parameter space corresponding to
each class of SEI.
4 Conclusion

The anodes in Li-ion batteries are a dynamic environment of
different reactions. The reactions in the formation of a SEI are
controlled by the effects of interfaces, geometrical conne-
ments, and the presence of a wide range of chemical species.
These reactions are affected at any location of an electrode,
given the local composition of species and other aspects of
electrode design. These conditions can change the rate at which
any of the reactions occur. In this study, we have shown that
certain reactions have a more deterministic role in SEI
2264 | J. Mater. Chem. A, 2024, 12, 2249–2266
formation. This helped us understand the response of the
reaction network in a model electrode–electrolyte congura-
tion, which can be considered an element of the larger-scale
electrode. The nal SEI structure of the electrode is the collec-
tion of all SEI formations in each element. This framework can
help us nd an efficient way for multiscale modeling by nding
the determining parameters at the mesoscale. In this study, the
model trained through active learning cycles enabled us to
understand the features of each class of possible SEI outcomes.
This was accomplished through a workow with different
hyperparameters that can be adjusted for desired applications,
such as active learning of certain categories of reactions, in such
a way that only the parameters related to those reactions are
sampled from the parameter space.
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28 C. R. C. Rêgo, J. Schaarschmidt, T. Schlöder, M. Penaloza-
Amion, S. Bag, T. Neumann, T. Strunk and W. Wenzel,
SimStack: an intuitive workow framework, Front. Mater.,
2022, 9, 877597.

29 J. Schaarschmidt, J. Yuan, T. Strunk, I. Kondov, S. P. Huber,
P. Giovanni, L. Kahle, F. T. Bölle, I. E. Castelli, T. Vegge,
F. Hanke, T. Hickel, J. Neugebauer, R. Celso, C. Rêgo and
W. Wenzel, Workow engineering in materials design
within the battery 2030+ project, Adv. Energy Mater., 2022,
12(17), 2102638.

30 M. Soleymanibrojeni and C. R. Caldeira Rêgo, Sei-Model-
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