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Graphene is a promising high-mobility material, but the mobility of graphenes supported on a substrate is 

far from the theoretical limit. The degradation of remarkable electronic properties is often attributed to a 

spatial charge inhomogeneity, so-called charge puddle, present in supported graphenes. Since the most 

widely used substrate for electronic devices, amorphous SiO2, tends to expose various types of surface 

species, we investigate how a variety of surface species present on amorphous SiO2 substrates would 10 

affect the electronic structure of graphenes on them. Four representative surface species (saturated and 

unsaturated) are constructed on pristine SiO2 (001) surfaces, and a dispersion-corrected spin-polarized 

density functional theory calculation is carried out on a graphene sheet bound on each of them. The 

calculation shows that, among the four model species, the unsaturated model with exposed oxygen 

dangling bonds is the only surface species which can bind graphene rather strongly. Only this one accepts 15 

a significant amount of electrons from graphene, leading to a non-negligible amount of p-doping and 

band-gap opening of graphene. Such reactive surface species present in a mixture with inert ones could be 

one likely origin of the charge puddle observed in supported graphenes. A thermal annealing or 

passivation of oxygen dangling bonds on SiO2 would reduce charge puddle in supported graphenes. 

1 Introduction 20 

Graphene is a two-dimensional sheet of carbon atoms packed 
into a honeycomb lattice, which constitutes a single-atomic-layer 
building block of graphite.1,2 It has great potential to use in 
electronic devices, owing to high mobilities of its charge carriers, 
both electrons and holes.1,3-5 In most devices, however, graphene 25 

is supported by a silicon dioxide (SiO2) dielectric layer, and the 
mobility measured on supported graphenes is far from the 
theoretical limit and highly vulnerable to external conditions.3,6 
The degradation of remarkable electronic properties of graphene 
is often attributed to a spatial charge inhomogeneity observed in 30 

supported graphenes: some areas in a graphene sheet display 
excess of electrons and some other areas exhibit excess of holes, 
inducing extra electron scattering and reduced mobility.7-10 The 
origin of the so-called electron-hole puddle or charge puddle2,7,11 
is not clear yet.12 It could come from corrugations or ripples of 35 

graphene, either intrinsic (found in free-standing graphenes)13-15 
or extrinsic (conforming to the corrugation of the underlying SiO2 
substrate),16-18 and also from charged impurities (H2O or other 
unknown moieties which survive vacuum annealing)22,23 present 
either between graphene and SiO2 or on top of graphene.11,19-23 A 40 

recent Kelvin probe force microscopy study21 has reported that a 
high degree of potential disorder and charge inhomogeneity of 
amorphous SiO2 substrate itself (compared to h-BN) is related to 
the mobility reduction in graphene on it. Electron beam exposure 
(often employed in graphene fabrication) increases the charge 45 

density fluctuation by producing a large amount of metastable 
charge traps on SiO2, which is reversed by thermal annealing.21 

We therefore speculate that the presence of unsaturated reactive 
surface species produced on the underlying SiO2 substrate during 
device fabrication could be responsible for the charge puddle of 50 

supported graphenes. We therefore investigate the effect of a 
variety of saturated and unsaturated SiO2 surface species on the 
electronic structure of graphene, by performing density functional 
theory (DFT) calculations on several model surfaces. 

The most stable polymorph of SiO2 is α-quartz and its most 55 

stable surface is (001).24,25 The pristine (001) surface exposes 
unsaturated dangling bonds (•SiO•; 0 in Fig. 1), which can be 
saturated by dissociative adsorption of water on both sides of the 
dangling bond to form a pair of geminal silanols (HOSiOH; 1 in 
Fig. 1).24,26 At temperatures above 300 K, the saturation can also 60 

be achieved by a surface reconstruction connecting adjacent 
dangling bonds (SiOSi; 2 in Fig. 1).24,25,27 These surface models 
(hydrated or fully-hydroxylated 1 and reconstructed 2) have been 
used in DFT calculations on graphenes supported by SiO2.

28-34 
However, we expect that, in addition to the saturated species, a 65 

significant amount of unsaturated surface species with silicon 
(Si•) and oxygen (O•) dangling bonds should exist on amorphous 
SiO2 substrates used in most electronic devices, as a result of 
laser/ion radiation or plasma treatment in the course of device 
fabrication. We model these unsaturated sites by two types of 70 

partially-hydrogenated intermediates of H2 passivation of the 
pristine (001) surface 0,35 where a hydrogen atom has been added 
either to the oxygen dangling bond (•SiO• + H• → •SiOH; 3 in 
Fig. 1) or to the silicon dangling bond (H• + •SiO• → HSiO•; 4 
in Fig. 1), leaving a silicon (Si•) and oxygen (O•) dangling bond, 75 

respectively. The interaction between a graphene sheet and each 
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of the four representative (two stable and two reactive) SiO2 
surfaces 1−4 and the resulted charge transfer between them are 
calculated and related to the substrate-induced spatial charge 
inhomogeneity, that is, charge puddle of graphene.  

 5 

Fig. 1 Side (left) and top (right) views on α-quartz SiO2 (001) surface 
with •SiO• dangling bonds (0; top) and on four (two saturated and two 
unsaturated) surfaces built from it: hydrated 1 (HOSiOH), reconstructed 2 
(SiOSi) and partially-hydrogenated 3 (with silicon dangling bonds •SiOH) 
and 4 (with oxygen dangling bonds HSiO•). Color code: black (H), red 10 

(O), blue (Si), and black solid line (unit-cell lattice). 

2 Calculation Details 

2.1 Model 

Periodic slab models are used to represent the four SiO2 (001) 
surfaces 1−4 (Fig. 1) and their interfaces with a graphene sheet 15 

1a−4b (Fig. 2). On the basis of the convergence test of Goumans 
and coworkers,24 we represent the surfaces 1−4 by three-unit-cell-
high slabs cut from a hexagonal α-quartz crystal (a = 4.916 Å, c 
= 5.405 Å).36 The lateral lattice parameters of these slab models 
(4.916 Å) are scaled up by 0.2% to match those of graphite and 20 

graphene (4.928 Å).37 A vacuum slab of ~19 Å (which is chosen 
from a convergence test; not shown here) is inserted between the 
slabs in vertically adjacent unit cells in order to avoid fictitious 
interactions between the images of slabs. These slab models 1−4 
are submitted to an optimization of atomic positions at the lattice 25 

parameters fixed at 4.928 Å and 35.256 Å.  
Right on top of the topmost oxygen atom of the optimized slab 

models 1−4, either a carbon atom (on-top configuration a) or the 
center of a hexagon of carbon atoms (hollow configuration b) of 
an ideally-flat single-layer graphene sheet is placed to build the 30 

eight different periodic slab models of the graphene/SiO2 
interface (1a−4b; Fig. 2). A vacuum slab of ~15 Å is inserted 
between the composite slabs in vertically adjacent unit cells. 
These slab models 1a−4b are submitted to an optimization of 
atomic positions at the lattice parameters fixed at 4.928 Å and 35 

35.256 Å. 

 

Fig. 2 Side (left) and top (right) views on the optimized structures of eight 
graphene/SiO2 interface models, where a graphene sheet is adsorbed on 
four SiO2 surface models [HOSiOH (1), SiOSi (2), •SiOH (3), and HSiO• 40 

(4)] in two configurations (on-top a and hollow b). Only the topmost SiO2 
layer is shown in the top views (right) for clarity. Color code: black (H), 
grey (C), red (O), blue (Si), and black solid line (unit-cell lattice). 

2.2 Calculation Method 

Periodic DFT calculations are carried out using the VASP 45 

code.38 A dispersion correction scheme of Grimme39,40 is used in 
conjunction with the PBE functional41,42 to describe correctly the 
interaction between graphene and SiO2 surfaces, as done by Fan 
and coworkers.34 This PBE-D functional is known to describe the 
adsorption of organic molecules quite well (with a certain degree 50 

of overestimation).43,44 The core electrons of each atom are 
replaced by the projector-augmented-wave pseudopotentials,45,46 
and the outer valence electrons (4 electrons in Si 3s/3p, 6 in O 
2s/2p, 4 in C 2s/2p, and 1 in H 1s) are described by a set of plane 
waves with kinetic energies up to 600 eV. Spin-polarized 55 

calculations are carried out for the unsaturated surfaces 3−4 and 
their composites with graphene 3a−4b. For saturated surfaces 1−2 
and their composites with graphene 1a−2b, both spin-unpolarized 
and spin-polarized calculations give the same results. On the 
basis of a convergence test on the bulk SiO2 α-quartz crystal (not 60 

shown), the Brillouin-zone integration is performed on a set of k-
points generated by a 7×7×1 Γ-point-centered Monkhorst-Pack 
mesh47 with a Gaussian smearing of 0.2 eV. The convergence 
criterion for the electronic self-consistent-field cycle is 1×10–5 eV. 
For geometry optimization, the atomic coordinates are fully 65 

relaxed with a conjugate gradient method until the energy change 
is less than 1×10–4 eV. At the final geometry, the band structure, 
DOS, and a series of partial DOS projected onto each group of 
atoms (PDOS) are analyzed with a 21×21×1 Monkhorst-Pack k-
point mesh and a tetrahedron method.48 The number of valence 70 

electrons carried by each atom (and thus the atomic charge) is 
estimated by the Bader analysis, which partitions a charge density 
grid into Bader volumes whose dividing surfaces, so-called zero-
flux surfaces, lie in the bonding regions between atoms.49-51 The 
model structures and charge densities are visualized by VESTA.52  75 
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3 Results and Discussion 

3.1 Stabilities of SiO2 Surfaces 1−−−−4 

The relative stabilities of the surface species 1−4 (Fig. 1) are 
measured by a surface energy (Esurf; Table 1) defined as24,53 

 Esurf = (2A)−1 × [E(slab) – E(bulk) – E(ads)]. (1) 5 

Less positive numbers represent more stable surfaces. A is the 
surface area of the unit cell (0.2103 nm2 = 4.928 Å × 4.928 Å × 
sin60˚), E(slab) is the total energy of each SiO2 slab (1−4; Fig. 1), 
and E(bulk) is the total energy of the bulk α-quartz SiO2 crystal 
whose unit cell contains the same number of atoms as the 10 

stoichiometric slab 2 (nine formula units of SiO2). E(ads) is zero 
for the stoichiometric slab 2. For non-stoichiometric surfaces 1 
and 3−−−−4, E(ads) is the total energy (at the most stable phase) of 
molecules added to both sides of 2 to create 1 [2E(H2O(l)) = 
2E(H2O(g)) − 2∆Evap(H2O)] or 3−4 [E(H2(g))]. The total energy 15 

of a gas-phase molecule, E(H2O(g)) or E(H2(g)), is calculated in a 
cubic cell of a size of 10 Å. The energy of vaporization ∆Evap is 
given from the experimental enthalpy of vaporization at room 
temperature54 with the ideal gas approximation [∆Hvap − P∆Vvap ≅ 
∆Hvap − RT = 43.990 − 2.479 = 41.511 kJ/mol = 0.43022 eV]. 20 

Table 1 SiO2: surface energy (Esurf).
a 

(Fig. 1) PBE   PBE-D  

Surface E(slab) E(ads) Esurf E(slab) E(ads) Esurf 
model eV eV eV/nm2 eV eV eV/nm2 

1 −242.3b −29.3d 0.7f −−−−245.2
b −−−−29.3

d 0.9f 

2 −212.0b 0.0 3.1g −−−−214.5
b 0.0 4.2g 

3 −214.7c −6.8e 12.8 −−−−217.3
c −−−−6.8

e 13.6 
4 −212.1c −6.8e 18.8 −−−−214.7

c −−−−6.8
e 19.7 

a Eq. (1), E(bulk) = −213.3 (PBE), −216.3 (PBE-D) eV; 2A = 0.4206 nm2. 
b From spin-unpolarized calculations. c From spin-polarized calculations. 
d 2E(H2O(l)) at 298 K = 2[E(H2O(g)) − ∆Evap(H2O)] = 2[−14.22 − 0.43]. 
e E(H2(g)). 

f exp. 0.719−1.25 eV/nm2. g other calc. 2.3−5 eV/nm2.  25 

The PBE-D values of Esurf are higher than the PBE values by 
~25% in the case of 1−2 and by ~5% in the case of 3−4, showing 
a significant effect of the dispersion correction on the description 
of weak interaction. Both PBE and PBE-D values, however, show 
that the model 1 (HOSiOH) is the most stable form of the SiO2 30 

(001) surface, followed by 2 (SiOSi), 3 (•SiOH), and 4 (HSiO•). 
For the stable surfaces 1−2, both PBE and PBE-D values (0.7−4.2 
eV/nm2) are comparable with various literature values from 
experiments (0.719–1.25 eV/nm2 = 115−200 mJ/m2),26,55,56 from 
previous DFT calculations (0.94−1.3 eV/nm2 = 150−200 mJ/m2 35 

for 1; 2.3−3.1 eV/nm2 = 360−490 mJ/m2 for 2),24 from classical 
molecular dynamics simulations (1.3 eV/nm2 = 0.5 × 430 mJ/m2 
for 1; the original literature value is divided by two due to the 
difference in the definition of the surface energy),53 and from ab 
initio molecular dynamics simulations (5 eV/nm2 for 2).57  40 

For the unsaturated surfaces 3−4, both PBE and PBE-D values 
of Esurf (12.8−19.7 eV/nm2 or 2.7−4.1 eV per unit cell which 
contains one dangling bond) are indeed higher than the values for 
the saturated surfaces 1−2 (0.7−4.2 eV/nm2 or 0.14−0.89 eV per 
unit cell). The difference in the stability between 1−2 and 3−4 is 45 

less than 4 eV per dangling bond, which is lower than the energy 
(101−102 eV) provided by incoming particles or radiation in 
typical etching and sputtering processes.58,59 We therefore expect 
that a significant amount of reactive surface species such as 3−4 
should be present in typical graphene devices. 50 

3.2 Stability of Graphene on SiO2 Surfaces 1a−−−−4b 

The stability of graphene on SiO2 surface in the composite 
1a−4b (Fig. 2) is measured by the binding energy (Eb) defined as 

 Eb = A−1 × [E(G) + E(SiO2) – E(G/SiO2)].   (2) 

E(G/SiO2) is the total energy of the graphene/SiO2 composite 55 

1a−4b, E(G) is the total energy of an ideally-flat free-standing 
single-layer graphene, and E(SiO2), which is the same as E(slab) 
of Eq. 1, is the total energy of the bare SiO2 slab 1−4 (Fig. 1). The 
binding energy Eb should be sufficiently positive (Eb > 0) for a 
stable binding. We first obtain binding energy curves of 1a−4b by 60 

performing a series of geometry optimization with the graphene 
constrained at a given height d from the topmost oxygen atoms of 
each SiO2 surface 1−4 for each binding configuration a−b (Fig. 
3). At the minimum-energy height from each SiO2 surface (that is, 
at the bottom of each binding energy curve), the constraint is 65 

removed and the geometry is fully optimized. The fully optimized 
geometries of 1a−4b are shown in Fig. 2, and their equilibrium 
heights de and binding energies Eb are listed in Table 2. 

 

Fig. 3 Binding energy curves for a graphene sheet on SiO2 surface 1−4 in 70 

configuration a−b at various heights d from the topmost oxygen atoms of 
the SiO2 surface. The horizontal dashed line indicates the reference 
energy to estimate the binding energy, which is the sum of the total 
energies of a flat free-standing graphene sheet and of each bare SiO2 
surface 1−4. The horizontal grey bands indicate a range of experimental 75 

binding energies. The PBE and PBE-D values are given together by open 
marks and filled marks, respectively, to show the effect of the dispersion 
correction on the description of weak interaction.  

Table 2 Graphene/SiO2: equilibrium distancea and binding energy.b 

Surface Site 
PBE PBE-D 

de (Å) Eb de (Å) Eb 

1 
a 3.90 0.2  (0.5) 3.13 1.1  (2.8) 
b 3.90 0.2  (0.5) 3.03 1.2  (3.0) 

2 
a 4.00 0.1  (0.3) 3.10 1.4  (3.6) 
b 4.00 0.1  (0.3) 2.98 1.5  (3.9) 

3 
a 3.90 0.05 (0.1) 3.10 1.0  (2.5) 
b 3.80 0.05 (0.1) 3.01 1.1  (2.7) 

4 
a 2.93 1.5  (3.8) 2.75 2.4  (6.1) 
b 2.86 1.5  (3.9) 2.70 2.5  (6.2) 

a Equilibrium height de of graphene from the topmost O atom of SiO2. 80 
b eV/nm2 (and kJ/mol per C atom in parentheses). 
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The black and red curves in each graph of Fig. 3 essentially 
overlap each other. The binding configuration, a (black) or b 
(red), of graphene on SiO2 has a negligible effect. Since the 
hollow-site binding (b; red) is slightly more stable than the on-
top-site binding (a; black), the following discussions focus on the 5 

hollow-site binding b (red). 
Experimental binding energies are indicated as horizontal grey 

bands in Fig. 3: 2.8±0.1 eV/nm2 (0.45±0.02 J/m2) and 1.9±0.2 
eV/nm2 (0.31±0.03 J/m2) for single-layer and multilayer graphene, 
respectively, from a blister test on SiO2 substrates patterned with 10 

microcavities,60 2.1 eV/nm2 (0.33 J/m2) from an atomic force 
microscopy study on multiwall carbon nanotubes collapsed onto 
SiO2/Si substrates,55 and 1.72–2.5 eV/nm2 (0.275–0.4 J/m2) from 
a combination of the surface energies of SiO2 and of graphite.55,61  

In all the graphs of Fig. 3, the PBE-D (filled-mark) curves are 15 

positioned much lower and closer to the grey bands than the PBE 
(open-mark) curves, showing a significant effect of the dispersion 
correction. With PBE, binding of graphene is not clear at all (Eb = 
0.05–0.2 eV/nm2 = 0.1–0.5 kJ/mol per C atom at ~4 Å) on the 
surfaces except 4, where a clear binding (Eb = 1.5 eV/nm2 = 3.9 20 

kJ/mol per C atom) is detected at a height de of 2.9 Å. On the 
other hand, with PBE-D, the binding of graphene is clear on all 
the surfaces 1–4 (Eb = 1.1–2.5 eV/nm2 = 2.7–6.2 kJ/mol per C 
atom) at equilibrium heights de of 2.7–3.0 Å. As expected, the 
PBE-D functional appears more appropriate than PBE to describe 25 

the weak interaction between graphene and SiO2, and thus the 
following discussions focus on the PBE-D results (filled marks).  

It is still intriguing, however, to notice that the PBE-D binding 
energies (filled marks) on most abundant surfaces 1−2 (1.1–1.5 
eV/nm2) still significantly underestimate the experiments (grey 30 

bands; 1.7–2.9 eV/nm2). This is surprising because the PBE-D 
functional is known to overestimate, not underestimate, binding 
energies.43,44 Other shortcomings of our calculations such as the 
uncorrected basis set superposition errors and the assumption of 
perfect contacts between ideally-flat graphenes and SiO2 surfaces 35 

would also overestimate, not underestimate, the binding energies. 
A likely explanation for this would be that the SiO2 surfaces 
employed in experiments do not correspond purely to the stable 
surface models 1−2 but in fact expose a fair amount of reactive 
surface species such as 3−4. Indeed the PBE-D value on the 40 

surface model 4 (2.5 eV/nm2) is in the best agreement with the 
experiments (1.7–2.9 eV/nm2). In fact, a creation of dangling 
bonds on SiO2 surfaces by using O2 plasma has been employed to 
provide a fixing layer for strong binding of graphene.62 

Since we assume that less stable surfaces exposing reactive 45 

surface species would show stronger binding of graphene, it is 
surprising to find that one of our reactive surfaces 3 (Esurf = 13.6 
eV/nm2) shows a binding energy Eb of 1.1 eV/nm2, which is 
similar to 1.2 eV/nm2 of the most stable surface model 1 (Esurf = 
0.9 eV/nm2). This should be because the silicon dangling bond 50 

(•Si) of 3 is located 1 Å below the hydroxyl (OH) group and does 
not participate in the interaction with graphene.  

Table 3 Graphene/SiO2: electronic structure at PBE-D geometries. 

Model Esurf de Eb ∆q Eg 
 eV/nm2 Å eV/nm2 (kJ/mol/C) |e|/C meV 

1b  0.9 3.03 1.2 (3.0) 0.0006 10 
2b  4.2 3.10 1.5 (3.9) 0.0016 5 
3b 13.6 3.01 1.1 (2.7) −0.0008 17 (12)a 
4b 19.7 2.70 2.5 (6.2) 0.0295 24 (24)a 

aBand gaps of spin-up (spin-down) components 

3.3 Electronic Structure of Graphene/SiO2 55 

Charge Transfer. Charge density difference maps of 1b−4b 
before and after the binding of graphene to 1−4 are defined as 

 ∆ρ(x, y) = ρG(x, y) + ρSiO2(x, y) – ρG/SiO2(x, y),   (3) 

and calculated at a plane at 0.3 Å below the graphene. They are 
collected into one map (Fig. 4) for a schematic representation of 60 

the charge density fluctuation in graphene induced by a variety of 
surface states (blue for p-doping and excess of holes; red for n-
doping and excess of electrons). Only for 4b we see a clear 
development of electron depletion localized on top of the oxygen 
dangle bond (O•) due to its electronegative nature. Indeed, when 65 

O2 plasma was used to provide a fixing layer for strong binding 
of graphene by creating dangling bonds on SiO2, a graphene 
transistor fabricated on it showed a dominant hole conduction but 
no electron conduction.62 If the graphene layer were perfect with 
no defect in it, the electron depletion would not be confined in 4b 70 

as much as in Fig. 4. However, in a typical graphene layer which 
tends to have a large amount of grain boundaries and crack-type 
line defects, the excess holes produced by oxygen dangling bonds 
(O•) as in 4b would be confined within grain boundaries 
surrounding them and localized in small patchwork-type areas, 75 

producing an inhomogeneous charge distribution. We thus 
propose that a combination of the presence of grain boundaries in 
graphene and the presence of reactive surface species (O• as in 
4b) in a mixture of various surface species (mostly inert as in 
1b−3b) on SiO2 could be one likely origin of the charge puddle 80 

observed in supported graphenes, partly supporting a previous 
proposition by Kang and coworkers.28  

 
Fig. 4 Charge density fluctuation in a supported graphene schematically 
represented by collecting the charge density difference maps of 1b−4b 85 

obtained at a plane 0.3 Å below the graphene. The unit of the isovalue is 
e/Å3. Blue and red regions represent excess of holes and electrons, 
respectively, in graphene induced by the adsorption on the surfaces 1−4. 

The amount of graphene-to-SiO2 electron transfer (∆q; Table 3) 
is defined as ∆q = N0(C) – N(C), where N0(C) and N(C) are the 90 

numbers of valence electrons of graphene before and after 
binding on SiO2 surface, which are estimated from the Bader 
analysis.49-51 As expected from Fig. 4, weakly bound graphenes 
1b−3b lose essentially no charge to SiO2 (|∆q| ~ 0.001 |e| per C 
atom, which corresponds to a doping concentration of ~1012 95 

cm−2). Only the strongly bound graphene 4b loses a noticeable 
amount of electrons to SiO2 to produce a positively-charged (p-
doped) graphene: ∆q ~ 0.03 |e| per C atom, 0.24 |e| per O• 
dangling bond, or a doping concentration of ~1014 cm−2. 

Our estimation of doping concentration for the predominant 100 

states of graphene (weakly bound 1b−3b) agrees with the average 
background charge density of 0.9×1012 cm−2, which has been 
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estimated from a tunneling differential conductance measurement 
using a low-temperature scanning tunneling microscopy.9 The 
same study has also reported the amount of total charge in each 
puddle of the graphene (~0.3 |e|),9 which is in the same ballpark 
as our estimation of charge transfer for 4b (~0.24 |e| per O• 5 

dangling bond). Spatially resolved Raman scattering studies63,64 
have shown that, while free-standing graphene monolayers are 
spatially homogeneous without intrinsic doping (with an upper 
bound of ~1011 cm−2 for the residual carrier density), supported 
graphenes exhibit an order of magnitude of doping variation with 10 

a few showing a high doping over ~1013 cm−2, which agrees with 
our estimation of doping concentration for 4b. 

We also propose that removing or hiding such reactive sites on 
SiO2 by thermal annealing and passivation by hydrogen or 
organic layers (polymers or self-assembled monolayers of alkyl 15 

trimethoxysilane or hexamethyldisilazane) would reduce the 
charge puddle in graphene. Indeed, it has been shown65,66 that a 
graphene field-effect transistor built on a passivated SiO2 
substrate exhibits a one-order-magnitude lower carrier density 
than on an untreated SiO2 substrate (supposedly with dangling 20 

bonds) but its device performance in terms of carrier mobility is 
doubled owing to effectively suppressed charge puddle scattering. 

PDOS and Band Structure. The PDOS curves of 1b−2b are 
similar to each other (Fig. 5). They are essentially the same as 
those of their isolated components, the bare SiO2 surface 1−2 and 25 

the free-standing graphene. The total DOS curves of 1b−2b are 
simply a sum of those of the two isolated components without 
any discernible perturbation to each other. The bare SiO2 surfaces 
1−2 exhibit large band gaps due to strong Si−O hybridization. 
The valence and conduction bands have major contributions from 30 

O and Si, respectively. Due to the large band gaps (> 5 eV) of 
1−2, the binding of graphene on them (1b−2b) brings no new 
state around the Dirac point, no strong interaction between the 
two components, and no discernible change in PDOS. This 
explains the weak binding and the essential absence of charge 35 

transfer between graphene and the surfaces 1−2. The remarkable 
characteristics of graphene such as the Dirac point is retained in 
the band structure of 1b−2b, and the band-gap opening of 
graphene is negligible on both surfaces (Eg = 5−10 meV; Table 3).  

 40 

Fig. 5 DOS of 1b−4b projected onto each element. The energy level of 
each system is shown relative to the Fermi energy level EF (vertical black 
dashed line). The PDOS for O is reduced by a factor of six for clarity. 

 
Fig. 6 Spin-polarized PDOS defined as [PDOS (spin-up) − PDOS (spin-45 

down)] for the topmost layer of the surfaces 3−4 (upper panel) and the 
composites with graphene 3b−4b (lower panel). The Dirac point of 
graphene (vertical green dotted line) is close to the Fermi energy EF 
(vertical black dashed line at 0 eV) in the case of 3b, but it is shifted up 
by 1 eV in the case of 4b. The PDOS for O is reduced by a factor of six. 50 

 

Fig. 7 Band structure of 1b−4b with zoom-in near the Dirac point of 
graphene. The spin-up and spin-down components are represented by 
black solid and red dashed lines, respectively, for 3b−4b. The energy 
level is shown relative to EF (horizontal black dashed lines at 0 eV).  55 

It has been reported that silicon dangling bonds on SiO2 would 
significantly affect the band structure of graphene and open its 
band gap up to 1.2 eV.28 This is not observed in our study on 3b 
which has silicon dangling bonds as well. The PDOS curves of 
3b are similar to those of 1b−2b, except for a small amount of 60 

localized Si states (two blue peaks) near the Fermi energy level 
EF (vertical black dashed line) (Figs. 5−6), which originate 
exclusively from the defect states of the surface 3. These defect 
states appear as flat bands in the middle of the large band gap (> 
5 eV) on each side of EF, each of which correspond to occupied 65 

spin-up (black solid curves) and unoccupied spin-down (red 

Page 6 of 8RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



 

6  |  Journal Name, [year], [vol], 00–00 This journal is © The Royal Society of Chemistry [year] 

dashed curves) Si states, respectively (Fig. 7). When a surface 
silicon loses one of its oxygen neighbors to form a silicon 
dangling bond (•SiOH), an occupied state in the Si−O hybridized 
valence-band region is shifted up to the mid-gap region, making 
the surface 3 unstable and supposedly reactive. However, this Si 5 

dangling bond (•Si), which is located 1 Å beneath the surface 
hydroxyl (OH) group and tucked away from graphene, does not 
form a new bond with it, and thus the mid-gap defect states of 3 
as well as the Dirac point of graphene are preserved intact 
through the binding of graphene. The DOS for 3b is again a 10 

simple sum of those of the two isolated components without any 
perturbation to each other, and this is consistent with the weak 
binding and the negligible amount of charge transfer of graphene 
in 3b as well as the negligible band-gap opening (Eg = 17 and 12 
meV for spin-up and spin-down component, respectively; Table 3) 15 

The same trend has been observed for threefold-coordinated Si• 
defect sites in the model surface of Rudenko and coworkers.67  

On the other hand, the PDOS curves and the band structure of 
4b exhibit a clear difference from those of 1b−3b (Figs. 5−7). 
Contrary to the surface 3 whose silicon dangling bonds (•SiOH) 20 

create the mid-gap defect states, the oxygen dangling bonds 
(HSiO•) of the surface 4 create defect states right above the high-
energy edge of the valence band (upper right panel, Fig. 6), and 
the Fermi energy of the surface 4 is brought down from the mid-
gap region to this level, leaving a small amount of unoccupied 25 

state just above EF. Contrary to the hidden silicon dangling bond 
(•SiOH) of surface 3, the oxygen dangling bond (HSiO•) in the 
topmost layer of the surface 4 is exposed towards graphene, and 
thus a significant amount of mixing is expected between these 
unoccupied defect states of 4 and the occupied states of graphene. 30 

This is captured by the broadening and the partial occupation of 
the unoccupied defect states of 4 after binding to form 4b (lower 
right panel, Fig. 6). This mixing leads to the graphene-to-SiO2 
electron transfer, that is, the p-doping of graphene in 4b as well 
as the strong binding of graphene and the shift of the Dirac point 35 

of graphene to ~1 eV above EF (vertical green dotted line; Figs. 
5−6) in 4b. This is consistent with the relationship between the 
Dirac point shift and the spatial charge inhomogeneity visualized 
from a differential resistance curve (dI/dV) measurement.7-9  

The band gap of graphene in 4b (Eg ~ 24 meV; Table 3) is also 40 

larger than those in 1b−3b. (The band-gap opening of 4b could 
be even larger than our estimation, considering that the PBE-D 
functional used in this study tends to underestimate the band gap.) 
In fact this is one of the largest band gaps calculated for graphene 
retaining the linear energy dispersion at the Dirac point. While 45 

previous calculations have reported band gaps as large as 0.1−2.9 
eV for graphene on reactive SiO2 surfaces, the band structure and 
the Dirac point have been completely distorted. Thus we expect 
that creation of a homogeneous distribution of oxygen dangling 
bonds (HSiO•) on SiO2 (001) surfaces with well-controlled O2 50 

plasma and partial H-passivation may lead to a band-gap opening 
as well as a strong binding of graphene. 

4 Conclusions 

Four surface models were selected to represent a variety of 
surface states of amorphous SiO2 substrates and to study how 55 

these surface states affect the properties of graphene bound on 
them. Graphene barely bind on saturated stable surfaces (1b−2b) 
or unsaturated surfaces with silicon dangling bonds (•SiOH; 3b). 
Graphene strongly binds only on unsaturated surfaces exposing 

oxygen dangling bonds (HSiO•; 4b). Only in this model 4b the 60 

binding energy is close to the experimental values, implying that 
the presence of such reactive surface states should be responsible 
for the binding of graphene on SiO2 substrates. Only in the model 
4b the adsorption of graphene leads to a significant amount of 
electron transfer from graphene to the surface and produces p-65 

doped graphene, while the amount of charge transfer is negligible 
in the models 1b−3b. This implies that the presence of reactive 
surface states such as 4 on amorphous SiO2 surfaces could be one 
likely origin of the inhomogeneous charge distribution and the 
reduction of graphene mobility of supported graphenes. A better 70 

control of the surface homogeneity would therefore improve the 
charge transport properties of graphene for the use in electronic 
devices.  
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