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Role of conical intersection seam topography in
the chemiexcitation of 1,2-dioxetanes†

Ignacio Fdez. Galván, *a Anders Brakestad bc and Morgane Vacher *d

Chemiexcitation, the generation of electronic excited states by a thermal reaction initiated on the

ground state, is an essential step in chemiluminescence, and it is mediated by the presence of a conical

intersection that allows a nonadiabatic transition from ground state to excited state. Conical

intersections classified as sloped favor chemiexcitation over ground state relaxation. The chemiexcitation

yield of 1,2-dioxetanes is known to increase upon methylation. In this work we explore to which extent

this trend can be attributed to changes in the conical intersection topography or accessibility. Since

conical intersections are not isolated points, but continuous seams, we locate regions of the conical

intersection seams that are close to the configuration space traversed by the molecules as they react on

the ground state. We find that conical intersections are energetically and geometrically accessible from

the reaction trajectory, and that topographies favorable to chemiexcitation are found in all three

molecules studied. Nevertheless, the results suggest that dynamic effects are more important for

explaining the different yields than the static features of the potential energy surfaces.

1 Introduction

Conical intersections (CIs) are known to play a key role in
photochemistry.1–3 Absorption of light can promote a molecule
into an electronically excited state. CIs, when present and
accessible, offer an ultrafast non-radiative pathway to relax back
to the electronic ground state. This nonadiabatic relaxation path
can be associated with a chemical reaction, i.e. the formation of
a new chemical compound. Chemiluminescence can be seen as
a reverse photochemical process: it is the emission of light as a
result of a nonadiabatic chemical reaction.4 More precisely, a
thermally activated molecule reacts and, by doing so, undergoes
a nonadiabatic transition from the reactant in the electronic
ground state up to an electronic excited state of the product or
an intermediate. The latter then releases the excess energy in
the form of a photon.

Chemiluminescence occurring in living organisms is called
bioluminescence.5 While the most typical example is the

firefly,6 bioluminescence is mainly found in animals living in
the sea.7,8 Light emission serves several important functions in
Nature with, in general, bioluminescent glows acting as attractant
signals while sudden flashes are thought to be repellent.7 Exam-
ples include various defensive mechanisms against predators,9–12

offensive strategies to illuminate, lure or confuse preys,11,13–15

and means of communication to attract partners.16–19 Chemilu-
minescence also has practical applications,20 for instance in real-
time in vivo imaging,21 immunoassays developed for diverse
biochemical and clinical analytes,22 combustion diagnostics,23

analysis of atmospheric pollution,24 and biosensing for environ-
mental pollutants and food industry, etc.25

Almost all currently known chemiluminescent systems have
the –O–O– peroxide bond in common.4 The smallest such
system with chemiluminescent properties is the 1,2-dioxetane
molecule which breaks down into two formaldehydes (see
Fig. 1).26 Theoretical studies, involving in particular non-
adiabatic dynamics simulations, provided insights into the
mechanism and yield of chemiluminescent reactions of 1,2-
dioxetane and other larger molecules, e.g. the firefly dioxeta-
none anion, luminol, and 1,2-dioxetanedione.26–30 According to
previous works, the general mechanism of the decomposition

Fig. 1 Chemiluminescent decomposition reaction of 1,2-dioxetane into
two formaldehydes.
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reaction in the 1,2-dioxetane molecule implies a stepwise
process:26,27 (i) the O–O bond breaks leading to a biradical
intermediate with four singlet and four triplet electronic states
that are energetically quasi-degenerate; and (ii) the C–C bond
breaks leading to dissociation of the molecule into two for-
maldehyde molecules. For the second step, dark decomposition
is said to occur if the two formed formaldehyde molecules are
in the ground state, while chemiluminescent decomposition
occurs if one formaldehyde molecule ends up in a singlet or
triplet excited state. Chemical titrations of formaldehyde and
chemiluminescence measurements have shown that the yield
of the triplet excited states is much higher than that of the
singlet excited states.31

Already in the 1980s, dioxetane molecules with systematic
substitution of a hydrogen atom by a methyl group were
studied experimentally in solution in an attempt to rationalize
the chemiluminescence yields.31 An important observation is
that the chemiexcitation efficiency increases significantly with
the degree of methylation: substituting all four hydrogen atoms
by methyl groups enhances the chemiluminescence yield from
approximately 0.3% to 35%. The reason for this impressive
increase in chemiluminescence yield remained an outstanding
question for several decades. In 2007, it was suggested that
adding substituents to 1,2-dioxetane, thereby increasing the
number of degrees of freedom for the molecule, would increase
the time spent in the electronically quasi-degenerate region of
the potential energy surface, thus creating an ‘‘entropic trap’’
that enhances the possibility of populating the product excited
states.26 This view was supported in a more recent theoretical
investigation that used ab initio molecular dynamics in gas
phase to study five of the methyl-substituted 1,2-dioxetanes. It
was found that the higher chemiexcitation yield in the methyl-
substituted molecules could be attributed to an increased life-
time of the biradical intermediates.32 However, this is partly
due to a simple mass effect. The rotation around the O–C–C–O
dihedral angle is slowed down; thus, the molecular system stays
longer in the entropic trap region. In that latter study, a kinetic
model was also presented to explain how slower dissociation
can lead to a higher chemiluminescence yield.32

In addition to the dynamic effects considered above, the
probability to undergo a nonadiabatic transition is generally
expected to depend on the topography of a CI and on the
approach to this CI (direction and speed of the nuclear trajec-
tory or wavepacket).33,34 In particular, one distinguishes
between peaked CIs, where the intersection point is a mini-
mum on the upper state surface, and sloped CIs, where the
energy of the upper state can become lower than that of the
intersection along some directions.35 On the one hand, during
a photochemical reaction, peaked CIs are generally thought to
yield to a more efficient nonadiabatic decay to a lower-energy
electronic state, due to either topographical or dynamical
effects.34 Indeed, as a peaked intersection is a minimum on
the upper state surface, it can act as a funnel or attractor for
processes occurring on this upper surface. On the other hand,
chemiexcitation is expected to be favored by sloped CIs since, in
that case, there exists a relaxation path on the upper surface,

i.e. a path along which the potential energy of the excited state
decreases as one goes away from the CI (see Fig. 2).33

The aim of the present work is to understand further the
increase in chemiexcitation yields upon methylation of 1,2-
dioxetanes, through a detailed study of the CI seams. How close
is the intersection seam from the ground state decomposition
pathway (in energy and geometry)? Does the CI topography
favor chemiexcitation in certain regions of the seams? Are there
significant differences between methyl-substituted compounds
that can further explain the observed trend in yields? Can a
‘‘static’’ analysis replace or complement the ab initio molecular
dynamics simulations? These are important questions, not only
to understand the chemiluminescence in the dioxetane mole-
cules but also to understand how Nature has designed efficient
bioluminescent systems and how researchers can potentially
design more efficient chemiluminescent systems with, for
instance, medical applications.

The article is structured as follows: in Sections 2 and 3, the
theory and computational details used in this work, respec-
tively, are presented. In Section 4, the results are exposed and
discussed. Section 5 offers some concluding remarks.

2 Conical
intersection characterization

Two electronic diabatic states may cross. If the adiabatic
potential energy surfaces (PES) are degenerate at some point,
they typically form a conical intersection.36 The set of geome-
tries where the surfaces are degenerate is the intersection
space, and it has a dimensionality of K � 2 degrees of freedom,
where K is the dimensionality of the PES themselves. The
remaining 2 degrees of freedom form the branching space
(or, locally, branching plane), where the degeneracy is lifted.
For more details about conical intersection characterization,
the reader is adviced to refer to previous works, especially ref.
33 and 35–37, only a quick summary is provided here. At a
conical intersection point, two independent geometrical distor-
tions can linearly break the degeneracy. These directions, usually
obtained as gAB (the half-difference between the gradients of the

Fig. 2 Representation of the potential energy surfaces on the branching
plane (the x and y axes) around two conical intersections. Left: Peaked
intersection. Right: Sloped intersection. The red arrows illustrate a possible
trajectory starting on the lower surface.
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two intersecting states) and hAB (the derivative coupling between
the two states), thus define the branching plane. In general, gAB

and hAB are not orthogonal, but a suitable unitary rotation
between the intersecting states can be chosen such that the
corresponding vectors are orthogonal, denoted as g̃ and h̃. The
average length of g̃ and h̃ determines the pitch, dgh, or overall
steepness of the intersecting PES. The relative difference between
the same lengths determines the asymmetry, Dgh, or the extent in
which the shape deviates from a radially symmetric double cone.
A third vector, sAB, the average gradient of the two states, and its
orientation relative to g̃ and h̃, determine the tilt, s, and tilt
heading, ys, parameters. All these parameters can be used to
define a linear model that describes the two intersecting PES
around the intersection point for geometries in the branching
plane:33

Eðr; yÞ ¼ E� þ dghr s cosðy� ysÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dgh cos 2y

p� �
(1)

where r and y are the polar coordinates on the branching plane,
and E� is the energy at the conical intersection, placed at the
origin.

Conical intersections can be classified as peaked or sloped
according to the behavior of the upper surface in the branching
plane around the intersection. In peaked intersection, the
intersection point is a minimum on the upper surface, i.e.
any small displacement from the intersection point in the
branching plane would result in an increase of energy of the
upper surface. In a sloped intersection there are some directions
in the branching plane in which a displacement from the
intersection point results in a decrease of energy of the upper
surface. See Fig. 2.

To characterize an intersection as peaked or sloped, a
condition number P can be computed:33

P ¼ s2

1� Dgh
2
1� Dgh cos 2ys
� �

(2)

If P o 1, the intersection is peaked; if P 4 1, the intersection
is sloped. From the point of view of chemiexcitation, sloped
intersections are particularly interesting, as they provide a
possible pathway that simultaneously stabilizes the excited
state and avoids further nonadiabatic transitions to the ground
state by breaking the degeneracy between the surfaces.

However, although the P 4 1 condition is a rigorously
mathematical one, it is not necessarily the best way to char-
acterize the likelihood of a system escaping the CI region on the
excited state. In the first place, the condition is binary: it only
tells whether or not a downhill escape path exists in the
branching plane on the upper surface. It should not, in
principle, be used to compare intersections to decide which
one is more sloped or closer to being sloped. In the second
place, the peaked/sloped classification is only strictly valid for
minimum energy intersection points, or at least for points
which are critical points in the intersection space, where the
gradient along every direction not in the branching plane (the
intersection space) vanishes. For any other intersection point,
there is a nonzero gradient in the intersection space, which means

that it is always possible to find directions with negative gradient
on the upper surface by combining contributions from the branch-
ing plane and intersection space.

In this work, therefore, to compare intersections and quan-
tify their degree of ‘‘slopedness’’, we use the minimum radial
gradient on the upper surface in the branching plane, gxy, i.e.

gxy ¼ min
@Eðr; yÞ
@r

(3)

@Eðr; yÞ
@r

¼ dgh s cosðy� ysÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Dgh cos 2y

p� �
(4)

where the � sign from eqn (1) is now + because we are looking
only at the upper surface. This minimum will be negative if
P 4 1 and positive if P o 1. Finding the minimum numeri-
cally is easy, once dgh, Dgh, s, and ys are known, especially given
the fact that a plot of qE/qr vs. y can only have one or two local
minima in the range [0, 2p).33 But obtaining a closed analytical
expression resulted too cumbersome to be of practical use. For
an example see Fig. 3.

We also want to take into account the effect of the gradient
in the intersection space, gz, which is obtained from the average
gradient of the two states, sAB, by projecting out the components
in the branching plane:

sAB ¼ 1
2
gB þ gA
� �

(5)

gz = sAB � (sAB�x̂)x̂ � (sAB�ŷ)ŷ (6)

where x̂, ŷ are orthogonal unit vectors defining the branching
plane, i.e. unit vectors in the directions of g̃ and h̃. As mentioned
above, when gz is not zero (i.e. when the system is not at a
minimum energy intersection point), it is always possible to
find directions not lying entirely on the branching plane that
satisfy the sloped condition: a displacement in that direction

Fig. 3 Example of a qE/qr vs. y plot for a conical intersection with Dgh =
0.9, s = 0.8 and ys = 0.6 rad. The two curves correspond to the lower and
upper surface, and the gradient is given in units of dgh. The upper surface
shows two minimum gradient directions (vertical lines), the lowest of
which determines gxy. Since the lowest gradient is negative, this intersection
can be classified as sloped (accordingly, P = 2.27 4 1).
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breaks the degeneracy and stabilizes the upper surface. We
consider how much this direction must deviate from the
branching plane in order for the upper surface gradient to
become zero, and express it as an angle, as:

gxy cos as � gz sin as = 0 (7)

as ¼ arctan
gxy

gz
as 2 �1

2
p; 1

2
p

� �
(8)

where gz is the magnitude of gz and it is a positive number. This
angle can be interpreted as the ‘‘mixing’’ between the direction
of the minimum gradient in the branching plane and the
direction of gz that results in zero total gradient. If gxy is
negative (the intersection is normally classified as sloped), as

will be negative, meaning that an uphill contribution from the
intersection space would be needed to obtain a zero slope. For
the purpose of this work we can say these intersections are
‘‘conditionally sloped’’, in the sense that no component in the
intersection space is needed to obtain a negative slope on the
upper surface, and if such a component is added, they are more
likely to be sloped than peaked. If gxy is positive, as will be
positive, and some downhill contribution from the intersection
space is needed to obtain a negative slope on the upper surface,
we call these intersections ‘‘conditionally peaked’’. In the case
of a minimum energy intersection point (or conical intersection,
MECI), gz = 0 and as ¼ �1

2p. No contribution from the intersection
space gradient can change the sign of gxy, and the intersection is
‘‘always peaked’’ or ‘‘always sloped’’. To summarize:

as 2

�1
2
p ðMECIÞ always sloped

ð�1
2
p; 0Þ conditionally sloped

0 level

ð0; 1
2
pÞ conditionally peaked

1
2
p ðMECIÞ always peaked

8>>>>>>>>>><
>>>>>>>>>>:

(9)

It is reminded that this discussion is based on the linear
model, eqn (1), and it can only describe the potential energy
surfaces in the close vicinity of the intersection seam, so
extrapolations to other regions must be done with caution. The
range of validity of this model would depend on the importance
of higher-order terms in the description of the surfaces.38 Never-
theless, we suggest that lower values of gxy and as are indications
of a topography more favorable to a relaxation on the upper
surface, and therefore to chemiexcitation.

Besides the shape of the potential energy surfaces, it is also
interesting to compare the wave functions involved in conical
intersections. There are two main difficulties that make this
task not trivial. The first one is due to the complexity of a
general polyelectronic wave function. As chemists, we like to
refer to electronic configurations, orbital occupations or state
characters, but these are only partial aspects of a wave function. A
more formal measure of the similarity between two wavefunctions
is their overlap,39 although it offers little insight into their
differences. The second difficulty is more specific to conical inter-
sections, where two electronic states are degenerate. The degeneracy

means any linear combination of the two crossing wave functions is
also an equally valid solution with the same energy. It is therefore
not meaningful to analyze or compare the states one by one.

We address this last difficulty by comparing not the indivi-
dual states, but the electronic space spanned by a set of states,
i.e. the ensemble of possible wave functions that can be
expressed as a linear combination of the states in the set. The
two states crossing at an intersection are not uniquely defined,
but the electronic space spanned by them is invariant, i.e. it is
not altered by unitary rotations among the states. These electro-
nic spaces can be compared by means of their ‘‘principal
angles’’40 or, more succinctly, with a single number, R, that
results from the product of the cosines of the principal angles. If
all angles are zero, the two electronic spaces are coincident, all
the cosines are 1 and R = 1. As any angle approaches p

2
, its cosine

will approach 0 and R - 0. So, analogously to the dot or inner
product, R gives a measure of the overlap between two electronic
spaces.

In practice, we compute the matrix of state overlaps A, with
elements

Aij ¼ C0 ijCj

	 

(10)

were C0 i {i = 1,. . .,N} and Cj {j = 1,. . .,M} are the wave functions of
different sets of states at possibly different geometries. The value
R can be obtained as the product of the singular values of A:

A = Udiag(B)VT (singular value decomposition) (11)

R = PBi (12)

For normalized wave functions, Bi and R are between 0 and 1.
Thus, a value of R close to 1 indicates high overlap (similarity)
between the electronic spaces spanned by C01...N and C01...M ,
while a value of 0 indicates one of the electronic spaces
contains at least one degree of freedom that cannot be repre-
sented in the other electronic space. Note that we do not
require that N and M are equal, i.e. the two electronic spaces
may have different dimensionality. In that case R indicates the
extent to which the smaller electronic space can be represented
as a subspace of the larger one.

A useful tool in understanding electronic states and their
differences is their natural orbitals and corresponding occupa-
tion numbers. They are the eigenvectors and eigenvalues of the
one-electron density matrix of the state. If one tries to obtain
the natural orbitals for the states in an intersection, the same
problem discussed above arises: different unitary rotations of
the crossing states are equally valid, and they could result in
completely different natural orbital descriptions. However, the
average density matrix of the crossing states is invariant to
these unitary rotations, and therefore the corresponding eigen-
vectors and eigenvalues could be an appropriate description for
the pair of states as a whole. We will call the orbitals obtained
in this way the ‘‘natural intersection orbitals’’ (NIO). The
concept is essentially the same as the natural average orbitals
regularly used in state-average CASSCF calculations, but in this
case the averaging is restricted to the states that are degenerate
in energy. In addition to the R values, comparing the NIOs and

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

6 
 2

02
2.

 D
ow

nl
oa

de
d 

on
 0

4/
08

/2
02

4 
07

:2
0:

46
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1cp05028a


1642 |  Phys. Chem. Chem. Phys., 2022, 24, 1638–1653 This journal is © the Owner Societies 2022

their occupations for different intersections can provide insight
into the similarities or differences between the wave functions
involved.

3 Computational details

The CI seams of 1,2-dioxetane and methylated derivatives were
explored with particular attention to their relationship with the
corresponding dissociating trajectories. A full dynamical study
would include the computation of a number of trajectories with
different initial geometries and momenta intended to represent
the quantum nuclear wavepacket delocalization, as was done in
ref. 27 and 32. However, in this work we take a ‘‘classical’’
approach, using a single reference trajectory for each compound
(see below for details) and comparing the obtained CI seams
with it.

We studied three compounds of the methylated dioxetane
series, namely 1,2-dioxetane (0Me), 3-methyl-1,2-dioxetane
(1Me) and trans-3,4-dimethyl-1,2-dioxetane (2Me), shown in
Fig. 4, in gas phase. Among the several dimethyl-1,2-dioxetane
isomers, we have chosen the trans isomer because this is the
one with the highest reported chemiexcitation yield. As a result,
substituting two of the four hydrogen atoms by methyl groups
enhances the chemiexcitation yield by a factor of more than
50.31 This increase is large enough to test the importance of
‘‘static’’ explanations. Although tri- and tetra-methylated deriva-
tives show even higher chemiexcitation yield, we considered that
the lighter members of the series should already be representative
of the trend, and thus avoid the increased computational cost that
would be needed. The reference trajectories were obtained from a
simulation of the ground state only, starting from the transition
state (TS) of the O–O bond breaking, with 1 kcal mol�1 kinetic
energy along the transition vector. This is the ‘‘unsampled’’
trajectory described in ref. 27 for 0Me, and identical settings were
used for the corresponding trajectories of 1Me and 2Me. From the
initial structure, the trajectories were obtained by numerical
integration of the classical equations of motion with the velocity
Verlet algorithm, using a time step of 10 a.u. (B0.24 fs) and
including all nuclear coordinates.

Once the reference trajectories were obtained, conical inter-
sections between the two lowest singlet states were searched for
in their vicinity. A possible approach would be finding the CI
seam region closest to the reference trajectory, by locating
minimum distance crossing points.41 We chose, however, to
search not necessarily the closest points, but low energy regions
roughly parallel to the reference trajectory. Thus, CI structures were
optimized on hyperplanes perpendicular to the reference trajec-
tories at specific points (every 5th step, 1.2 fs, for 0Me and 1Me;

every 7th step, 1.7 fs, for 2Me). The hyperplanes were defined as
the subspace of nuclear coordinates orthogonal to the trajectory
velocity at each time step, in mass-weighted Cartesian coordi-
nates, and the trajectory velocity was considered simply as the
geometry difference between two consecutive time steps. While
this optimization on hyperplanes may lead to geometries farther
away from the trajectory than needed (accessible crossing points
could be found closer to the trajectory), locating minimum
distance crossing points could instead lead to geometries that
are close to the trajectory but too high in energy. The CI
optimization algorithm is based on the projected constrained
optimization method (PCO),42,43 and is described in ref. 33. The
algorithm makes use of analytical energy gradients and non-
adiabatic couplings, and the hyperplane restriction is easily
introduced as an additional geometrical constraint.

The electronic structure of the molecules was computed
with complete active space self-consistent field (CASSCF)
method,44,45 with an active space of 12 electrons distributed
in 10 orbitals, corresponding to the eight s and s* orbitals of
the four-membered ring plus the two lone-pair orbitals on the
oxygens perpendicular to the ring (Fig. 5). A state average of the
four lowest singlet states was used to optimize the orbitals. The
basis set employed was the relativistic atomic natural orbital
basis set ANO-RCC, with polarized valence triple-z contraction.46

Two-electron integrals were computed with density fitting withFig. 4 Dioxetane species studied in this work.

Fig. 5 Active space orbitals for 0Me, represented as the ground state
natural orbitals at the TS geometry.
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an auxiliary basis set obtained through the atomic compact
Cholesky decomposition (acCD).47 All calculations were done
with OpenMolcas,48 version 19.11-276-g12757fc. The use of
CASSCF was justified in ref. 27.

4 Results and discussion

Along the reference trajectories, the O–C–C–O torsion angle
increases monotonically with the simulation time from its
initial value of B401, but does so at different rates depending
on the mass of the molecule,32 with 0Me reaching about 951
after 80 fs, while 1Me reaches only 801, and 2Me 651. This is
displayed in Fig. 6.

In the following, the CI structures are labeled according to
the O–C–C–O torsion angle of their reference structure in the
reference trajectory, since this is the most distinctive change
along this initial part of the trajectory. It should be kept in
mind that the same angle corresponds to different times for
each compound, as shown in Fig. 6, and that the angle at
the optimized structure may differ from this reference. CI
structures labeled with a particular reference angle were always
optimized on the hyperplane perpendicular to the trajectory at
that torsion angle, regardless of the starting geometry used for
the optimization.

As a general result, it was noticed that the CI seams obtained
from independent optimizations, i.e. by optimizing each CI
structure starting from the corresponding point on the refer-
ence trajectory, showed several discontinuities, with sudden
geometry changes between consecutive points. The energies
were in general much smoother, indicating that there may
be several seams or seam regions accessible during the reac-
tion. In order to simplify the discussion, we tried to obtain
continuous seams, by restarting the optimizations from pre-
viously optimized structures from contiguous reference time
steps. Eventually, we located several sets of smoothly changing

CI structures for each compound, or ‘‘valleys’’ in the inter-
section space.

4.1 Dimethylated: 2Me

We start discussing the results with the larger molecule, 2Me,
since, perhaps unexpectedly, it shows the simplest behavior
among the studied compounds. In Fig. 7 we represent the
variation of several quantities along the two identified CI
valleys, which we label A and B. Fig. 7a shows the evolution
of the energies of the four lowest singlet states along each
valley. The first two states are degenerate so they appear as a
single line, and there are therefore three lines per valley; the
(ground state) energy of the reference trajectory is plotted as a
dotted line. The lines for valley B are interrupted below 501
because we did not find optimized CI structures to smoothly
continue the valley (instead, the optimization fell back to valley
A). Fig. 7b focuses on the energy difference between the CI
valleys and the reference trajectory, the energy of the trajectory
is again represented by the dotted line at 0.0 kcal mol�1, and
the parts of the valleys that are lower in energy than the
reference trajectory are easily seen on the negative side.

In Fig. 7c we represent the root mean square displacement
(rmsd) between each optimized CI structure and the corres-
ponding point of the reference trajectory. Fig. 7d shows the as

angle to measure the degree of ‘‘slopedness’’: where it is
negative, the intersection is classified as (conditionally) sloped.
Finally, Fig. 7e and f display the variation of the C–C bond
length and the two O–C–C angles in the initial dioxetane
ring. There are two angles for each valley, but in some parts
they show as a single line because they are identical. In these
last two panels, the values corresponding to the geometries
along the reference trajectory are again represented as
dotted lines.

We can see that valley A starts 2.5 kcal mol�1 above the
reference trajectory energy, and at about 451 is already within
1 kcal mol�1 and below the initial TS energy. From 501 the seam
is below the trajectory energy, except for a small region close to
701. The rmsd falls quickly below 0.15 Å and for the most part
stays below 0.10 Å, with a minimum below 0.05 Å at around 431;
at 701 there is another minimum in the rmsd of similar value.

The CI topography shows a region of negative as (condition-
ally sloped) around torsions of 401, and then the values increase
and stay positive and above 601. The values of as close to 901 at a
reference dihedral of B701 indicate that at these points the
valleys are very nearly MECIs (so gz C 0). Although the molecule
has symmetrical substitution, the valley has a broken symmetry
at lower dihedral angles, but after B501 the two O–C–C angles
become almost equal for the rest of the valley.

A second CI valley, valley B, is stable, as mentioned above,
for reference dihedral angles above 501. It is about 0.4 kcal mol�1

above valley A, until about 701 where their energies become
equal, and slightly farther away from the reference trajectory
(larger rmsd). Its topography differs significantly from valley A, at
least for reference angles between 501 and 701, with as values very
close to zero and even negative, which may indicate that regions
of the CI seam close to this valley could be important for

Fig. 6 Time evolution of the O–C–C–O torsion angle for the reference
(unsampled) trajectories.
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chemiexcitation. Geometrically, it has a shorter C–C bond by
almost 0.01 Å, and completely symmetric O–C–C angles.

The reference trajectory (Fig. 7e and f) shows an oscillation
of C–C distance and O–C–C angles before dissociation

(which would occur at later times). The rather sharp shape of
the graph in Fig. 7e at B701 is an artifact of the representation
with respect to the reference dihedral, a representation vs. time
would be much smoother. The values of these geometrical

Fig. 7 Some energetic and geometric parameters along the CI valleys found for 2Me. (a) Energies of the four lowest singlet states, the first two being
degenerate. (b) Energy difference between the CI and the reference trajectory. (c) Rmsd between the CI and the reference trajectory. (d) as angle.
(e) Central C–C bond length. (f) Central O–C–C angles. The values for the reference trajectory are shown as a dotted line in panels (a, b, e and f).
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parameters for the CI valleys are within the ranges accessible to
the trajectory, indicating that the intersection geometries are
not heavily distorted.

The electronic states in the intersection are analyzed in
Fig. 8. In this figure we display, at the top, the energies of the
four lowest singlet states along the reference trajectory, show-
ing that S00 and S03 remain relatively well separated, but S01 and
S02 cross several times. In all the cases we computed conical
intersections between the two lowest states, but these are the
states at the intersection geometry, and need not be the same as
the S00 and S01 states at the corresponding reference trajectory
geometry. To make this clearer, we label the states at the
intersection with a prime, so S00 and S01. The lower panels show
for each of the valleys, the overlaps between the electronic
space spanned by S00 and S01, and different electronic spaces
spanned by the states of the reference trajectory.

The blue line closer to the top is the overlap with the set
of the four states. It is always 0.9 or larger, except at the

Fig. 8 Top: Energies of the computed states along the reference
trajectory for 2Me. Middle and bottom: Overlaps of the space of the
intersection states, S00 and S01, with the space of different sets of reference

states, S0i .

Fig. 9 Relevant natural intersection orbitals and occupation numbers for
the two valleys in 2Me, at a reference dihedral of 55.71 (top, valley A and
bottom, valley B). The other NIOs are almost identical in both valleys. The
molecule is viewed from the top, as represented in Fig. 4, with the oxygens
pointing towards the viewer.
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lower angles, signifying that the intersecting states are well
represented by the four lowest singlet states of the reference
trajectory, with no significant contribution from higher states.
The difference from 1.0 is mostly due to the geometry difference
between the reference trajectory and the valleys, that necessarily

lowers the overlaps. We expected the shape of this line to be
roughly inverse to the rmsd in Fig. 7c, and this is confirmed.
The other lines are more interesting and different between
the two valleys. In both cases the lines corresponding to the
overlaps with S00, S01 and S00, S02 cross at B551, B631 and B701.

Fig. 10 Some energetic and geometric parameters along the CI valleys found for 1Me. (a) Energies of the four lowest singlet states, the first two being
degenerate. (b) Energy difference between the CI and the reference trajectory. (c) Rmsd between the CI and the reference trajectory. (d) as angle. (e)
Central C–C bond length. (f) Central O–C–C angles. The values for the reference trajectory are shown as a dotted line in panels (a, b, e and f).
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This is not due to sudden changes in the intersecting states S00 and
S01, but to the crossings in the reference states S01 and S02, as can be
observed in the top panel. A confirmation of this can be obtained
from the transition dipole moments, which also display a switch
between S01 and S02 at B551, B631 and B701 (see Fig. S1 in the
ESI†). Apart from that, the intersecting states in valley A seem to be
better described by the states S00 and S02 most of the time, although
contributions from S01 and S03 are not negligible, while valley B,

agrees more with S00 and S03, with S03 being replaced by S01 or S02 at
larger angles. Overall, it can be said that the two valleys involve
different reference states, although it is not possible to know from
these results whether they actually form part of the same intersec-
tion seam or they belong to disjoint intersection spaces.

Another view of the difference between the two valleys is
provided by the natural intersection orbitals. As a representa-
tive example, Fig. 9 shows the NIOs for both valleys at a similar
geometry. It is clear that the wave functions in valley A are more
asymmetrical than those of valley B, as is also reflected in the
O–C–C angles in Fig. 7d.

4.2 Monomethylated: 1Me

The data for 1Me is represented in Fig. 10, with panels (a–f)
equivalent to those in Fig. 7 (note that they also have the same
vertical scale). As in 2Me, two main valleys, A and B, are located,
although in this case they are almost completely degenerate and can
hardly be distinguished by their energy. Another similarity with 2Me
is that from B451 on, the CI energy is within 1 kcal mol�1 of the
reference trajectory and below the initial TS energy, and shortly after
501 it falls below the reference trajectory energy (Fig. 10b).

In terms of geometry, except for the very beginning, valley A
is always within 0.1 Å rmsd of the reference trajectory, while
valley B is found up to 0.15 Å away (Fig. 10c). The main
differences between the two valleys can be seen in Fig. 10e
and f: valley B has a larger asymmetry between the two O–C–C
angles, and a C–C distance longer than valley A by about
0.005 Å. As in 2Me, both valleys show geometries that are in
the range of values explored along the reference trajectory.

The CI topography, as in 2Me, shows a region of negative as

around 401 that then rises to positive values and stays above 601

Fig. 11 Top left: Energies of the computed states along the reference trajectory for 1Me. Top right and bottom: Overlaps of the space of the intersection
states, S00 and S01, with the space of different sets of reference states, S0i .
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for valley A, while for valley B the value decreases again and
from a dihedral of B701 it becomes very close to zero and even
negative (Fig. 10d). It would therefore seem that although valley
A is closer to the reference trajectory, valley B (with a longer C–C
bond and more asymmetric O–C–C angles) could be more
favorable for chemiexcitation.

In addition to the two valleys described above, a third valley
C could be located between torsions of 651 and 851. It has in
general features very similar to valley A, but the C–C bond
length is intermediate between valleys A and B.

The overlaps of the electronic spaces spanned by the inter-
secting states with the ones of the reference trajectory are
shown in Fig. 11 (transition dipole moments are shown in
Fig. S2 in the ESI†). As with 2Me, the blue line near the top in all
three valleys indicates that the intersecting states are well
represented by the four lowest singlets of the trajectory. It is
also observed that states S01 and S02 cross along the trajectory at
around 701, a feature that’s reflected in the crossing red and
green lines in valley A, but interestingly not in valleys B and C.
Another significant feature is that the overlaps for valley B with
all the state pairs shown is below 0.5 for most of the angles. In
fact, the overlaps with the pairs S01, S02 and S01; S

0
3 (not shown)

are the highest (0.5–0.6) between 501 and 851. In summary, the
assignment is not as clear as for 2Me, but it is evident that
the wave functions of the crossing states are different in the
different valleys.

The natural intersection orbitals are represented in Fig. 12.
As in 2Me, their differences appear in the oxygen p orbitals,
although in this case the two oxygens are never symmetrically
equivalent. In the three valleys the orbitals can be described as
two p orbitals on one oxygen with occupations close to 1.5, and
two p orbitals on the other oxygen with occupations close to
2.0 and 1.0. They differ in which of the four orbitals has the
B1.0 occupation. In this respect, valleys A and C look the most
similar to valley A of 2Me (see Fig. 9).

4.3 Unmethylated: 0Me

Fig. 13 shows the data for 0Me, again with the same layout and
scales as for the previous molecules. Up to four different valleys
can be identified, but none of them is stable along the whole
range of reference dihedrals.

Valley A is stable below 551 and valley B is stable above 451.
Their energetic behavior is similar to the one of the other
molecules and they stay within an rmsd of 0.1 Å of the reference
trajectory. The main difference between these two valleys, in the
region where they coexist, is that valley A has asymmetric O–C–
C angles, while valley B has a symmetric structure, although at
larger dihedrals the symmetry is broken in this valley too. Valley
C is stable only in the region between 451 and 651, it has
symmetric O–C–C angles and an energy similar or higher than
valleys A and B.

Valley D can be classified as an outlier, with an energy that
starts below the reference trajectory but quickly increases, an rmsd
above 0.2 Å, and C–C bond length and O–C–C angles significantly
larger than the other valleys (see Fig. 13e and f, insets). Except for

Fig. 12 Relevant natural intersection orbitals and occupation numbers for
the three valleys in 1Me, at a reference dihedral of 76.51 (top, valley A;
middle, valley B and bottom, valley C). The other NIOs are very similar in all
three valleys. The molecule is viewed from the top, as represented in Fig. 4,
with the oxygens pointing towards the viewer.
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valley D, the C–C distance and O–C–C angles of the intersections
are within the range of values accessible along the trajectory.

As in the other molecules, a region of negative as is found
around 401, but then values become positive for all valleys and

valley B rises above 601. Valley C shows a sharply decreasing as

with higher reference dihedral angles before it becomes
unstable (Fig. 13d). Valley D has a negative as for a longer
range, but the energy rises so much, even above the initial TS

Fig. 13 Some energetic and geometric parameters along the CI valleys found for 0Me. (a) Energies of the four lowest singlet states, the first two being
degenerate. (b) Energy difference between the CI and the reference trajectory. (c) Rmsd between the CI and the reference trajectory. (d) as angle. (e) C–C
bond length. (f) O–C–C angles. The insets in panels (e) and (f) show parts that would off-scale in the main graphs. The values for the reference trajectory
are shown as a dotted line in panels (a, b, e and f).
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Fig. 14 Top: Energies of the computed states along the reference trajectory for 0Me. Middle and bottom: Overlaps of the space of the intersection
states, S00 and S01, with the space of different sets of reference states, S0i .
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point, that it is doubtful that this valley could be relevant for
chemiexcitation.

The electronic space overlaps for 0Me are displayed in
Fig. 14 (transition dipole moments are shown in Fig. S3 in
the ESI†). Again, crossings between excited states can be
observed in the trajectory energies, but the ground state is
always well separated. In this case, the crossings occur between
S02 and S03 at B501 and B701, and between S01 and S02 at B901.
The crossing signatures can also be clearly seen in the graphs
for valleys B and C. The overlap with the electronic space
spanned by the full set of four states (blue lines) is high, except
in valley D; this is probably a consequence of the geometry
difference between the valley and the reference trajectory, as
valley D is the one that shows larger rmsd values. Given the
limited extent of most of the valleys, comparisons are not
straightforward, but the intersecting states of valley B seem to
be well represented by the initial (at the TS geometry) states S00
and S02, with the index of the higher state changing as the
crossings occur in the reference trajectory. On the other hand,
valley C appears to be better described as the intersection
between the initial states S00 and S03.

Natural intersection orbitals for all four valleys close to a
reference dihedral of 501 are shown in Fig. 15. Except for valley
A, they are all quite symmetrical, as could be expected from the
geometries (see Fig. 13f). The shapes and occupations of the
NIOs for valley A agree with the other A valleys of 1Me and 2Me.
The orbitals for valleys B and C can be described as s(O–O),
s*(O–O) and two ‘‘lone’’ p orbitals: in valley B the lone orbitals
have occupations of around 1.7 and the s/s* have occupations
of 1.3, while in valley B the numbers are reversed. This allows to
match the nature of valley C with that of valley B for 2Me
(Fig. 9).

4.4 Comparison

In spite of the evident differences, there are some common
traits among the CI seams found for the three studied mole-
cules. In all three molecules the CI energy quickly falls below
the initial TS energy, and even below the energy of the reference
trajectory, making the seam easily accessible, at least from the
energetic point of view. After a reference O–C–C–O dihedral of
401, the CI seam valleys can be found at an rmsd relative to the
reference trajectory below 0.1 Å in most cases. At the TS
structure, CI seams tend to be found at longer C–C distances,
and as the reference trajectory progresses CI structures keep
smaller O–C–C angles than the corresponding reference trajec-
tory. A region of negative as is found for reference dihedrals
around 401. Interestingly, this matches roughly with the region
where most transitions to an upper state occurred in surface-
hopping simulations of 0Me.27 At larger reference dihedrals we
could also find CI structures with very small or negative as

(valley B for 2Me and 1Me), or indications that they may exist
(valley C for 0Me). At least in the 2Me and 0Me cases, these
correspond to crossings between the initial states S00 and S02,
and have similar NIOs. It should be kept in mind that the fact
that a valley becomes unstable outside some range does not

Fig. 15 Relevant natural intersection orbitals and occupation numbers for
the four valleys in 0Me, at a reference dihedral of 47.61. The other NIOs are
very similar in all four valleys. The molecule is viewed from the top, as
represented in Fig. 4, with the oxygens pointing towards the viewer.
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mean that the seam disappears, it only means that the seam is
no longer at a minimum in the optimization space (hyperplane
perpendicular to the trajectory, in this case). The possible CI
structures accessible to the system are certainly not limited to
either MECIs, or seam valleys. Moreover, despite our efforts to
follow all the different CI valleys, the results are far from
exhaustive, and are undoubtedly biased by the strategy used
in the optimization.

Can the calculated different CI topographies explain the
different chemiexcitation yields obtained in 1,2-dioxetanes?
The negative or low as angles obtained for conical intersections
at large dihedral angles in 1Me and 2Me might facilitate chemi-
excitation in those molecules, as compared to 0Me. However,
energetically and geometrically, the differences between the CI
seams of the three molecules do not appear to be significant. This
finding is in agreement with the previous dynamical study that
showed that most of the difference in chemiexcitation yield is due
to a mass effect.32

5 Conclusions

We have studied the conical intersection seams of 1,2-dioxetane
and methylated derivatives, using a multi-reference electronic
structure method. Our calculations have demonstrated, for each
compound, the existence of several seams in the vicinity of the
nuclear trajectory describing the ground state decomposition
pathway into two formaldehyde molecules. We have analysed
each of these conical intersection seams using detailed and new
descriptors. More specifically, the seams have been character-
ized in terms of their energetic accessibility and geometrical
distance from the ground state decomposition pathway, their
degree of ‘‘slopedness’’ using the angle as, and specific nuclear
coordinates such as bond lengths and angles. In addition, in
order to characterize the electronic states involved in the CI
seams, we have calculated the electronic space spanned by the
intersecting states and compared it with the electronic space of
different sets of states from the reference trajectories. We have
also calculated ‘‘natural intersection orbitals’’ as eigenvectors of
the average density matrix of the crossing states. Interestingly,
those indicate that the different intersection seams involve
different pairs of ‘‘diabatic’’ states.

For all three studied molecules, the intersection seam is
relatively close (in both energy and geometry) from the ground
state decomposition pathway. More precisely, the energies of
the intersection seams are below the one of the ground state
decomposition pathway for O–C–C–O dihedral angles larger
than approximately 501. Those regions of the seams are also all
relatively geometrically close to the ground state decomposition
pathway with an rmsd lower than 0.15 Å. There, the O–C–C
angles range from 1041 to 1141 (they are symmetric for
some intersection seams and asymmetric for others), while
the C–C bond length ranges from 1.56 Å to 1.57 Å and a bit
larger for 2Me.

The CI topography seems to favor chemiexcitation in certain
parts of the seams. For all three molecules, the optimized

conical intersections are sloped for small O–C–C–O dihedral
angles: as o 0. This is consistent with the numerous hops from
the ground state to the first excited state and the longer time
spent in the excited states predicted to occur for low O–C–C–O
dihedral angles in the nonadiabatic surface hopping simula-
tions of 1,2-dioxetane of ref. 27. For larger O–C–C–O dihedral
angles, we could optimize conical intersections with relatively
low as angles for both 1Me and 2Me (even as o 0 for 1Me), while
we could not find optimized conical intersections with as o 301
for 0Me.

While the latter fact could contribute to the higher chemiex-
citation yield measured for the methylated derivatives, the
absence of significant differences between the topography of
the conical intersection seams of the different molecules seems
to indicate that the increase of chemiexcitation yield upon
methylation does not come from a ‘‘static’’ origin. Our results
are thus consistent with and complement the nonadiabatic
surface hopping simulations of 1,2-dioxetane and methylated
derivatives that showed that most of the increase of chemiexci-
tation yield upon methylation comes from a mass effect, hence
a dynamical origin.32 It would be interesting to re-visit our
previous dynamics results in the light of the new knowledge
acquired in the present static study: in a future work, we could
for instance analyze which conical intersection seam valley is
used in the non-adiabatic transitions from the electronic
ground state to the first excited state.

It is reminded that the yield of the triplet excited states was
measured to be much higher than that of the singlet excited
states.31 While the triplet excited state may behave similarly to
the singlet excited state, future similar analysis of the inter-
system crossings would provide complementary insights into
the chemiexcitation and chemiluminescence of 1,2-dioxetanes.
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