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Multi-resolution simulation of DNA transport
through large synthetic nanostructures†

Adnan Choudhary,a Christopher Maffeoab and Aleksei Aksimentiev *ab

Modeling and simulation has become an invaluable partner in development of nanopore sensing systems.

The key advantage of the nanopore sensing method – the ability to rapidly detect individual biomolecules

as a transient reduction of the ionic current flowing through the nanopore – is also its key deficiency, as

the current signal itself rarely provides direct information about the chemical structure of the biomolecule.

Complementing experimental calibration of the nanopore sensor readout, coarse-grained and all-atom

molecular dynamics simulations have been used extensively to characterize the nanopore translocation

process and to connect the microscopic events taking place inside the nanopore to the experimentally

measured ionic current blockades. Traditional coarse-grained simulations, however, lack the precision

needed to predict ionic current blockades with atomic resolution whereas traditional all-atom simulations

are limited by the length and time scales amenable to the method. Here, we describe a multi-resolution

framework for modeling electric field-driven passage of DNA molecules and nanostructures through to-

scale models of synthetic nanopore systems. We illustrate the method by simulating translocation of

double-stranded DNA through a solid-state nanopore and a micron-scale slit, capture and translocation of

single-stranded DNA in a double nanopore system, and modeling ionic current readout from a DNA

origami nanostructure passage through a nanocapillary. We expect our multi-resolution simulation

framework to aid development of the nanopore field by providing accurate, to-scale modeling capability

to research laboratories that do not have access to leadership supercomputer facilities.

1 Introduction

Nanopore sensing1,2 is a biophysical analysis technique with
wide-ranging applications from DNA and protein sequencing3,4

to DNA data storage.5,6 Beginning in the 1940s with Wallace
Coulter’s red blood cell counting device,7 decades of increasing
technological capabilities have brought the pore size, and
therefore sensing resolution, from large blood cells (B3 mm)
to individual molecules8 (B20 nm) and to building blocks of
biopolymers9 (B1 nm). In this technique, the analyte to be
detected is immersed in an electrolyte solution split between
two large reservoirs that are connected by a tiny pore.
An electric potential applied across the two reservoirs drives a
steady ion current. When analytes pass through the pore, they
produce disturbances in the ion current which can be used to
infer the shape and concentration of the analyte. The materials
used for these experiments may be of biological origin or

man-made via a variety of bottom-up or top-down approaches.
In the case of biological materials, a lipid membrane divides the
electrolyte solution in two and a biological nanopore embedded
in the membrane allows the passage of molecules.2 In the typical
solid-state experiment, a thin membrane, perhaps made of glass,
silicon nitride, or graphene, is etched or ion-beam sculpted to
produce the desired nanopore.10

While such nanopore measurements are useful, there are
fundamental difficulties in interpreting the ionic current
signals produced by the translocation of complex molecules.
For this reason, molecular dynamics (MD) simulations are
often invaluable,11 as they provide a microscopic trajectory that
can aid the interpretation of experimental results.12,13 The most
detailed all-atom MD simulations typically describe ions and
water molecules explicitly, which allows for the direct calculation
of the ionic current.14 This simulated current can be compared
both quantitatively and qualitatively with experimental results.15

However, because such simulations typically require a high-
performance supercomputer to simulate even a 10 nm cube of
liquid for a microsecond, using such a detailed and atomistic
approach for larger (100 nm to 1 mm) systems is impractical.

An alternative approach involves so-called coarse-graining
(CG),16 whereby the same general framework of molecular
dynamics is kept but simplifications are made which can result
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in an enormous decrease in computational cost. For example,
the dynamics of individual atoms in a molecule are often
uninteresting, and instead, larger scale properties such as the
conformation of a biomolecule during a complicated translocation
may be of more interest. In such circumstances it is natural to use
‘‘effective’’ simulation particles which can represent several dozens
of atoms. Another common simplification is the removal of water
from the simulation in favor of artificial stochastic forces that
approximate the water’s effect on the molecules. The removal
of water and also ions in this manner tremendously reduces
computational cost, firstly because water is the most abundant
molecule and therefore computationally expensive to simulate, and
secondly because its high-frequency internal dynamics limit the
simulation timestep.

As introduced above, CG simulations have already provided
invaluable information about nanopore systems that would
have been difficult to obtain otherwise.17–21 Specific examples
include CG MD simulation of DNA translocation through both
the biological nanopore alpha-hemolysin22 and solid-state
nanopores,23 Brownian dynamics simulations of polymer and
nanoparticle translocation through passive and gated solid-state
nanopores,24–26 and protein translocation through a nanopore
containing a receptor protein.27 However, the removal of explicit
ions means that ion currents can no longer be calculated
directly. Several methods have already been developed to back-
calculate the ionic current from a CG MD trajectory,22,25,27,28

which is typically done at the level of the Poisson–Nernst–Planck
formalism,29,30 explicit-ion Brownian dynamics simulations31,32

and continuum calculations.33,34

Here, we describe a method for performing coarse-grained
simulations of DNA transport through large (100 nm to 1 mm)
nanofabricated systems and using finite element modeling to
calculate the ionic current signals produced by the DNA transport.
We find that the method is sufficiently sensitive to report on sub-
nanometer scale features of the translocation process. These
results suggest that our multi-resolution method can be used to
inexpensively simulate a wide range of DNA translocation pro-
cesses through experimental-scale systems of diverse geometries.

2 Multi-resolution simulations of
nanopore transport

We begin by illustrating our method using a simple model
system where a fragment of double-stranded DNA (dsDNA) is
moved through a solid-state nanopore under applied electric
field. Four translocation studies of practical interest are then
described. We first apply our method to the translocation of
dsDNA through ultrathin graphene nanoslits35 and show that
features in the ionic current relate directly to DNA conformation
inside the slit. We next consider a double nanopore system that,
potentially, can offer unlimited resolution sequencing of single
nucleic acid molecules.36 Our method is able to measure ionic
currents through both nanopores separately, even when different
electric biases are applied across them. Next, we apply our
method to examine the use of nanocapillaries for DNA storage

applications,6,37 elucidating the effect of nanostructure design
and translocation direction on data readout. Finally, we show
how our method can be extended to simulate translocation of
large self-assembled nanostructures at both high and low salt
conditions.

The ESI† provides a detailed description of the simulation
methods and protocols, as well as brief hands-on instructions
and all the files required to reproduce the simulations
described in Section 2.1. For the most up-to-date version of
the simulations methods, please check our gitlab repository:

https://gitlab.engr.illinois.edu/tbgl/tutorials/
multiresolution-modeling-of-nanopore-transport.

2.1 To-scale simulation of DNA translocation through a solid-
state nanopore

To illustrate our methods in a simple context, we discuss the
translocation of a 500 base pair (bp) DNA molecule depicted in
Fig. 1a. The system consists of two cubic volumes with side
lengths of 50 nm connected via a nanopore of 10 nm length and
10 nm diameter. This particular system was designed using a
graphical user interface of a multi-physics software COMSOL,
but other tools can be used for that purpose as well. Each base
pair of the DNA molecule is represented using a backbone bead
and an orientation bead, Fig. 1b. Harmonic constraints are
enforced on the bond lengths, bending angles and torsion
angles of these beads to reflect the contour length, persistence
length and torsional persistence length of dsDNA.38 The 3D
distribution of the electrostatic potential corresponding to a
200 mV transmembrane bias, Fig. 1c, was obtained by solving
the electrostatics problem in COMSOL, in the absence of the
DNA. The COMSOL output was also processed in the manner
described in the ESI† to produce the steric confinement
potential, also shown in Fig. 1c, to define the volume through
which the DNA can move.

Prior to translocation simulations, the mrDNA38 package
was used to equilibrate the DNA fragment in three steps of
increasing resolution, see the system-specific methods section
of the ESI† for details. The process of DNA translocation was
then simulated by applying the local electrostatic forces to the
DNA beads according to the electrostatic potential map derived
from COMSOL and a 0.25 coupling factor between the charge of
the bead and the effective force,40,41 see ESI† for a detailed
description of the simulation procedures. The DNA molecule
was seen to translocate from one cubic volume to another,
through the nanopore, Fig. 1d. ESI,† Movie S1 illustrates this
simulation trajectory. Supposing that this translocation occurs
in 4 M LiCl, we incorporated the effect of DNA on the ionic
current by applying the local conductivity function shown in
Fig. 1e to construct a 3D map of electrolyte conductivity in the
simulation volume at 0.5 nm resolution for frames of the
trajectory sampled every 40, 4 and 0.4 nanoseconds. The points
inside the membrane were assigned zero conductivity. Using
the Steric Exclusion Model (SEM),33 we compute the current
value for each instantaneous configuration of the DNA from the
simulation trajectory, producing the ionic current trace char-
acterizing the translocation process, Fig. 1f.
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To verify that a 0.5 nm grid resolution is sufficient to resolve
the DNA’s effect on local conductivity precisely, we have used a
1, 0.5, and 0.25 nm grid resolution to recalculate the current
trace shown in Fig. 1f. The resulting currents traces, ESI†
Fig. S1, demonstrate that the features in the current computed
using all three resolutions are essentially identical, although
the currents differ from one another by small offsets. However,
the difference in the currents computed using 0.5 and 0.25 nm
grid resolutions is already very small and does not justify the
eight-fold increase in time required to perform the current
analysis at 0.25 nm.

The ionic current trace shows several features hallmark to
experimental studies of dsDNA translocation through solid-state
nanopores.42 The translocation begins with a DNA molecule
entering the nanopore in the so-called ‘‘folded’’ configuration,
where two segments of the same DNA molecule are present
simultaneously inside the nanopore Fig. 1d. After some time,
one segment leaves the nanopore while the other remains
threaded through. Reflecting this translocation scenario, the ionic
current first drops by approximately 1.4 nA when the DNA enters
in a folded conformation. The current blockade amplitude drops
to B0.7 nA when one of the segments leaves the nanopore, and
then returns to the open pore value after all parts of the molecule
exit the nanopore. The absolute value of the blockade current
amplitude is very close to the values experimentally recorded at
similar conditions.43 The translocation time scale is, however,
systematically underestimated, which we attribute to the lack of

friction between DNA and the nanopore and to the speedup
common to all CG simulations caused by free-energy
flattening.44 Note that because the currents are computed using
an exact finite element calculation, the noise seen in the
simulated current trace reflects the fluctuation in the DNA con-
formation and not the stochastic displacement of ions. Contrary
to the dependence seen in experiment45 or in all-atom MD
simulations,46 the noise does not increase with the sampling
frequency as the sampling interval becomes smaller than the time
scale of the conformational transition in dsDNA.

2.2 DNA translocation through a micron-scale 2D slit

As the first application of our multi-resolution method to a
micron-scale device, we describe below simulations of DNA
confinement and translocation through 2D nanopore
systems.35 Fig. 2a shows schematics of the experimental setup
where an ultrathin nanoslit in a graphene stack is placed atop a
silicon nitride membrane.47 Due to the atomically smooth
graphene surfaces, the slit provides a platform to study
transport of water, ions47 and polymers35 under tight two-
dimensional confinement.

In a typical experiment, a 5 kbp dsDNA fragment was
introduced into a 4 M LiCl solution on one side of the slit,
Fig. 2a. A 300 mV bias was applied to capture and translocate the
DNA fragment through the slit. To simulate DNA translocation
experiments, we built a to-scale model of the experimental
system, Fig. 2b and c, with the length, width, and height of the

Fig. 1 To-scale modeling of ionic current signatures produced by DNA translocation through a solid-state nanopore. (a) Schematic of a simulation
system consisting of two cubic volumes of electrolyte, each with 50 nm sides, connected through a 10 nm-diameter nanopore in a 10 nm-thick
membrane. A 500 bp dsDNA molecules is placed in one of the two compartments. A transmembrane bias DV = 0.2 V is appled across the membrane.
(b) Coarse-grained representation of dsDNA where one or more DNA base pairs are represented by a backbone and an orientation bead.38 The bond
length (S), the bending angle (y) and the torsion angle (f) are harmonically constrained to reproduce the contour length, the persistence length and the
torsional persistence length of dsDNA. (c) Implicit representation of the nanopore membrane consisting of a 3D electrostatic potential map (left) and a
steric potential (right). The electrostatic potential shown was computed using COMSOL. (d) Sequence of snapshots illustrating the capture and
translocation of a 500 bp dsDNA strand. The DNA molecule is colored blue-to-red from one of its ends to the other. (e) Local conductivity of 4 M LiCl
solution as a function of distance to the center of the DNA helix. The local conductivity profiles were derived from analysis of all-atom MD simulations.39

(f) Ionic current traces corresponding to the DNA translocation trajectory shown in panel (d), computed using SEM33 and the local ion conductivity model
shown in panel e. The dashed lines correspond to snapshots shown in panel (d). The ionic current traces differ by their sampling rate.
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slit equaling to 400 nm, 110 nm, and 3.5 nm, respectively,
matching the experimental dimensions. A 160 nm cube was
placed on either end of the slit to represent the large entry and
exit reservoirs of the experimental system. Applying a 300 mV
bias across our simulation system resulted in the electrostatic
profile shown in Fig. 2b.

The mrDNA package38 was used to perform a multiresolution
equilibration of the DNA molecule. After equilibration, the
system was simulated under a 300 mV bias. ESI† Movie S2
illustrates a typical translocation trajectory, whereas Fig. 2d
highlights some of the common conformations explored by
the DNA within the slit. To make ionic current calculations
using SEM tractable, the system was truncated to include only
the slit. Doing so neglected the access resistance of the system,
however the plot of the electrostatic potential, Fig. 2b, demon-
strates that this approximation is appropriate. Following that,
instantaneous configurations from the simulation were used to
compute the local conductivity map of the volume within the slit
at a uniform resolution of 0.5 nm in all directions, Fig. 2e (top),
accounting for the DNA configuration using the function shown
in Fig. 1e. The resulting local conductivity maps were used to
find the ionic current through the slit under the appropriate
boundary conditions, which also provided a solution for the
local distribution of the electrostatic potential, Fig. 2e (bottom).
Note that the distribution of the electrostatic potential obtained
from the ionic current calculations is very similar to that derived
from the COMSOL calculations, which justifies the use of
the latter potential (computed in the absence of DNA) for the
DNA translocation simulations. By performing the current
calculations for a sequence of simulation frames, the ionic
current trace resulting from the translocation, Fig. 2f, is obtained.

Having both the ionic current and the translocation trajectory
allows us to associate features in the ionic current trace with DNA
conformations during the translocation. For example, comparison
of the snapshots in Fig. 2d and the current in Fig. 2f reveals that
the current plateaus indicate the number of DNA strands present
in the slit. In addition to several more examples linking the
features in the current trace to DNA conformations, we also
observed DNA knots and loops to pass through the 2D slits in a
conformation that was effectively frozen during the translocation
process. Ref. 35 describes this effect in more detail.

2.3 Capture and directed motion of ssDNA in a double
nanopore system

We now consider DNA sequencing using solid-state nanopores.
One of the primary obstacles to achieving solid-state nanopore
sequencing has been that translocation of single-stranded DNA
(ssDNA) through solid-state nanopores is too fast for the
sequence to be deciphered from ionic current blockades.49

Nevertheless, solid-state nanopores have some innate advantages
over biological nanopores that are practically desirable, such as
tolerance for more extreme ionic and electrical conditions and
integrability with conventional electronics. One promising
solution to this problem is the use of two pores instead of just
one.36,43,50,51 By having each end of an ssDNA molecule threaded
through its own nanopore, the electric field in the two nanopores
results in a tug-of-war, where the translocation speed and
direction can be controlled by a slight difference in the forces
exerted by the two nanopores.36,43,52 This could potentially solve
the high translocation speed problem, and also allow for repeated
measurements of the nucleotide sequence so that, in principle, it
can be determined to arbitrary precision.

Fig. 2 To-scale modeling of the ionic current measured during DNA translocation through a 2D nanoslit. (a) Schematic cross-section of the
experimental nanoslit device, reproduced from ref. 35. Graphene stacks are attached atop a silicon nitride membrane to create a slit with approximate
dimensions 400� 110� 3.5 nm3. (b) Electrostatic potential along the boundaries of the simulation system computed using COMSOL. The slit dimensions
are reproduced from experiment while the two 160 nm cubes approximate the experimental entrance and exit reservoirs that DNA translocates between.
(c) Initial configuration of the system prior to CG simulations of dsDNA translocation through the 2D nanoslit. Before translocation simulations, each
5000 bp DNA molecule was equilibrated in a 160 nm3 box using a multi-resolution simulation protocol to produce initial conformations. A DV = 300 mV
bias is applied between the compartments, reproducing the experimental setup.35 (d) Sequence of snapshots illustrating the process of DNA
translocation through the nanoslit. (e) The local conductivity (top) and the local electrostatic potential (bottom) within the center cross-section of
the slit for the DNA conformation shown in the top snapshot of panel (d). Both quantities were computed using the local conductivity model from Fig. 1e
under a 300 mV bias. (f) Ionic current analysis of the DNA translocation trajectory generated using SEM.33 The vertical dashed lines correspond to the
snapshots shown in (d), while the horizontal dashed lines indicate the current levels when one or two fragments of the DNA molecule span the entire slit
end-to-end. The trajectory was sampled at 367 kHz.
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Fig. 3a shows a schematic of the double nanopore capture
concept. A DNA molecule is introduced in a reservoir above
a membrane with two nanopores leading to two separated
compartments. Here, both nanopores are 1 nm in radius and
length, and are separated by 15 nm, but alternative and much
larger systems can be modeled using the same approach.36 The
thickness of the wall separating the two bottom compartments is
also assumed to be small, just 1 nm, which will suffice to illustrate
the application of our computational method. We assume the
electric bias across each nanopore to be separately controlled. The
150 nucleotide ssDNA strand is represented by a two-beads-per-
base-pair model,48 Fig. 3b. The simulation trajectories of the
double nanopore capture that we describe below were taken from
a previous study43 and reanalyzed to compute the ionic currents
signatures produced by ssDNA translocations through individual
pores, assuming 4 M LiCl electrolyte conditions.

To determine how the local conductivity is impacted in the
vicinity of the P and B beads representing ssDNA, we assumed

the functional form to be a simple linear ramp, from zero to
bulk 4 M LiCl conductivity. To determine the beginning and
end points of the linear ramp, we used as guidance the
interaction potentials between same-type beads, shown in ESI†
Fig. S2a (see Methods in the ESI†).

Double nanopore capture simulations, which began with
having one end of the DNA already captured at the right
nanopore, were analyzed under symmetric bias conditions:
DV1 = DV2= 200 mV, Fig. 3c. To calculate the ionic currents
in the double nanopore system, three Dirichlet boundary
conditions had to be assigned as shown in Fig. 3a, as opposed
to the two we have applied in the other simulations discussed
here. In particular, the entire top surface in Fig. 3a was given a
potential of 0, while the left and the right halves of the bottom
surface were assigned individual target potentials, permitting
us to describe an asymmetric bias condition, such as the one
shown in Fig. 3d. Then, SEM was used to evaluate the ionic
currents flowing through each nanopore. Technical details of

Fig. 3 Modeling capture and translocation of ssDNA in a double nanopore system. (a) A previously described double nanopore system,43 consisting of
two identical pores of 1 nm radius and length, separated by 15 nm. The nanopores lead to separate volumes which are divided by a 1 nm thick wall. Here,
we consider a situation where the voltage bias DV1 and DV2 in each of the bottom chambers can be independently controlled relative to the top
compartment, which is grounded. A 150 nucleotide ssDNA molecule is modeled at two-beads-per-nucleotide resolution. (b) Schematic of the two-
beads-per-nucleotide model of ssDNA, adapted from an earlier work.48 Each nucleotide is represented by a backbone bead P and a base bead B. (c and d)
Distribution of the electrostatic potential under conditions of translocation arrest, DV1 = DV2 = 200 mV (panel c), and directed translocation, DV1 = 180 mV
and DV2 = 200 mV (panel d). (e and f) Single (panel e) and double (panel f) nanopore capture of ssDNA. The simulations begin with one end of the DNA
strand captured in the right nanopore. The voltage drop across both pores is 200 mV (panel c). The right panel shows the ionic current through the left and
right nanopores for the corresponding simulation trajectory. (g) Directional transport of ssDNA through the double nanopore system. The simulation begins
having two ends of ssDNA symmetrically threaded into the two pores. The 20 mV bias differential (panel d) transports the ssDNA molecule from the left
compartment to the right. The current through both pores is shown in the right panel. All ssDNA trajectories were taken from ref. 43. The current blockades
were computed using a custom model of the local electrolyte conductivity (ESI,† Fig. S2) at 4 M LiCl electrolyte.

PCCP Perspective

Pu
bl

is
he

d 
on

 1
1 

 2
02

2.
 D

ow
nl

oa
de

d 
on

 1
4/

02
/2

02
6 

05
:4

4:
45

. 
View Article Online

https://doi.org/10.1039/d1cp04589j


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 2706–2716 |  2711

the calculations are provided in the system-specific methods
section of the ESI.†

Fig. 3e shows an example of the simulation trajectory where
the ssDNA is captured in the right nanopore but fails to be
captured by the left nanopore. Consequently, the ionic currents
calculated separately for the left and the right nanopore under
the bias conditions of Fig. 3c show no change in the left
nanopore current whereas the current in the right nanopore
returns to the open pore current after the DNA exits the right
nanopore. Under identical bias conditions, double nanopore

capture, Fig. 3f, produces a transient reduction of the current in
the left nanopore; both currents return to the open pore levels
as the molecule leaves the double nanopore system. ESI†
Movie S3 illustrates this simulation trajectory. Interestingly,
the current returns to the open pore level first through the
left nanopore, indicating that the DNA molecules enters the
right bottom compartment after escaping from the double
nanopore trap.

Starting from a state where the ssDNA is symmetrically
captured by the two nanopores, Fig. 3g, we can direct the

Fig. 4 Modeling DNA data storage readout. (a) Schematic of a capillary used in DNA storage experiments6,37 and the zoomed-in view of the tip
geometry. The angles y and f are 4.9 and 1.2 degrees, respectively. Light blue colored areas represent the simulation volume whereas the tan color
represents the glass capillary. (b) Distribution of the electrostatic potential corresponding to a 400 mV bias applied to pull a DNA construct into the
capillary. (c) Schematic of the DNA data storage construct entering the capillary. (d) Sequence of snapshots illustrating a simulation of the construct’s
translocation into and out of the capillary. (e) Ionic current traced corresponding to the translocation process depicted in panel (d). Dashed lines
correspond to the snapshots shown, and the trajectory was sampled at 312 MHz. (f and g) Sequence of snapshots detailing the process of side arm
translocation into (panel f) and out of (panel g) the capillary. The circles are drawn around the same dsDNA arm. The right panel illustrates the raw current
trace in blue and a Savitzky–Golay filtered trace in red, along with dashed lines corresponding to the snapshots. Peak-fitting identifies the passage of the
arms. (h) Accuracy of detecting side arm translocation (top) and the average signal to noise ratio (bottom) for the four constructs differing by the spacing
between the side arms. The error bars in the signal-to-noise plot show the standard deviation among the observed signals.
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motion of the molecule from the left nanopore to the right one
by reducing the transmembrane bias in the left nanopore by
10%. The corresponding current trace was calculated using
the bias conditions shown in Fig. 3d, where DV1 = 180 mV and
DV2 = 200 mV. The 10% reduction in DV1 is seen in the current
trace as a proportional reduction in the current passing
through the left nanopore. The DNA is seen to exit first from
the left nanopore and then through the right nanopore, as
indicated by the order in which the ionic current through the
nanopores returns to the open pore value.

Thus, our simulation method is capable of predicting the
simulation outcomes for nanoscale systems of complex geome-
try and non-trivial applied bias conditions. The simulation
method is also amenable to accounting for other effects that
can influence DNA translocation, such as thermophoresis53

and fluid flow.36 We would like to stress again that the absolute
simulation time scale should not be taken literally and should
instead be interpreted relative to other translocation processes
simulated using the same model.

2.4 DNA data storage readout using a nanocapillary

Having studied the DNA transport through nanopores and
nanoslits, we turn our attention to the application of this
process to DNA data storage technology. As we are fast
approaching the data density limits of present technologies,
alternatives such as DNA data storage are being explored.5,54

One particular approach has been demonstrated by the Keyser
lab,6,37 where dsDNA side arms are attached to a much longer
DNA helix to encode data. The data is then read by translocating
the DNA construct through a nanocapillary and detecting the
arms as ionic current blockades. This method is superior to
traditional DNA data storage for its ease of encoding and decod-
ing as well as its potential for integrability with miniaturized solid-
state devices.6

We studied the mechanism behind these measurements
and quantitatively characterized how the spacing of arms
influences signal quality and detection ability. Fig. 4a shows a
300 nm long capillary joining two large reservoirs of 4 M LiCl
electrolyte solution. The capillary tip duplicates the experi-
mental geometry and has a 4 nm inner diameter tip opening,
along with cone angles of 4.9 and 1.2 degrees.6,37 As is
discussed further in the ESI,† COMSOL was also used to solve
for the concentration of ions and the velocity they impart to the
fluid. This represents an important improvement to the
continuum simulation because, in addition to the 400 mV bias
applied across the capillary, the capillary surfaces are also given
a constant surface charge of �0.01 C m�2, as in experiment.6,37

The coupled continuum simulation results in the electric
potential shown in Fig. 4b. This potential was used to pull
the DNA data storage construct, schematically represented in
Fig. 4c, through the nanocapillary. The construct consisted of a
1030 bp dsDNA helix decorated with twenty-two 14 bp dsDNA
side arms attached every 30 bp. The first and the last 200 bp of
the construct were not decorated with the side arms. Note that
we did not use the flow profile solution provided by COMSOL in
our translocation simulations as the effect of flow is already

accounted for by the charge reduction factor41 that couples the
electrostatic potential to the force of each bead (see Methods in
the ESI†).

With only the steric potential applied to the DNA construct,
we used mrDNA to equilibrate the construct. To ensure our
subsequent translocation simulations completed in a reasonable
time, one end of the DNA construct was restrained to remain
inside the tip of the capillary during the equilibration simulation.
Starting with a randomly chosen equilibrated conformation, we
simulated a complete translocation of the construct into the
capillary Fig. 4d, at which point the polarity of the applied
400 mV bias was reversed, solved again in COMSOL, and used
to create a new electrostatic potential map to push the construct
out of the capillary. ESI† Movie S4 illustrates these two back-to-
back simulations. The current calculated using SEM for this
translocation is shown in Fig. 4e. Zooming into the inward
translocation shown in Fig. 4f reveals the mechanism by which
side arms are distinguished: the current attains a local minimum
just after side arms are pulled into the capillary, whereas just
before a new arm is pulled in, the current attains its maximum.
The ionic current is shown using both unfiltered and Savitzky–
Golay filtered traces. Performing peak-fitting allows us to count
the number of detected side arms. The signal strength is defined
as the difference between the horizontal dashed lines in Fig. 4f
(right column), where the lower line corresponds to the current at
the identified peak and the higher line corresponds to the
maximum in current occurring before the next identified peak.

The current blockades produced for the translocation of the
construct in the opposite (outward) direction, Fig. 4e, appear to
be less regular and at times deeper than those observed during
the inward translocation. Fig. 4g reveals that this effect is
caused by neighboring side arms pointing towards one another
(first snapshot). In this scenario, a single deeper current
blockade represents the passage of two side arms. This effect
is not observed for inward translocation, and is responsible for
the lower detection rate for outward translocation of widely-
separated side arms shown in Fig. 4h. To further investigate the
dependence of the signal quality and detection ability on side
arm spacing, we performed analogous simulations with DNA
helices of the same overall length but with arms spaced at 25,
20, and 15 base pairs, still leaving the first and last 200 bp of
the construct undecorated. To characterize the signal noise in
this method, we first computed the difference in the raw
current and the Savitzky–Golay filtered current during the first
microsecond of the simulation, and defined the noise to be
equal to the standard deviation of these values. As is expected,
the side arm detection rate and signal-to-noise ratio decrease as
the side arm spacing is decreased.

2.5 DNA origami transport in high and low molarity
electrolytes

Nanocapillaries represent single-molecule sensing tools that
can be used for a wide variety of tasks, from differentiating
molecules based on their shape58,59 to developing optical
voltage sensing.60 One application of nanocapillaries involves
distinguishing between similar DNA origami plates.56
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Raveendran et al. demonstrated that the currents measured
during translocation of rectangular DNA origami plates were
different from currents produced by rectangular plates with
rectangular holes in them. Differences in capillary dwell time
and ionic current amplitude were observed between these
kinds of plates, demonstrating the remarkable sensitivity
achieved by nanocapillaries when used as biological sensors.

Here, we simulate the translocation of a DNA origami plate
through a nanocapillary as described in ref. 56. Experimental
translocations of this plate at low salt concentrations result in
current enhancements,56 in contrast to the current blockades
observed at high salt conditions.61 The capillary used in our
simulations was geometrically identical to the one described in
Fig. 4a except for the diameter of its inner tip, which was
50 nm. In preparation for the translocation simulations, we
read the cadnano design of the plate, Fig. 5a, directly into
mrDNA38 and, starting from the ideal initial configuration,
Fig. 5b, equilibrated the system for 6 ms in bulk solution using
a 4 bp/bead model without explicit representation of the helical
twist, producing the representative equilibrated conformation
shown in Fig. 5c. The plate was then rotated by a random angle
about a random axis and translated along the capillary axis so
that only one DNA bead of the plate was inside the capillary,
Fig. 5d. The plate translocation simulation was then performed
under a 600 mV bias potential. ESI,† Movie S5 illustrates a
typical simulation trajectory.

Five independent simulations were performed in this
manner using a 100 fs timestep instead of the 40 fs timestep
that we have employed for translocation simulations of dsDNA
models until now. The function describing the local conductivity
in the vicinity of dsDNA for 170 mM NaCl is shown in Fig. 5e and

derives from analysis of all-atom MD simulations.57 Using the
two conductivity functions, one for 170 mM NaCl, Fig. 5e and
another for 4 M LiCl, Fig. 1e, we analyzed the same simulation
trajectories to compute the two sets of current traces shown in
Fig. 5f.

Similar to experiment,56,61 we find the simulated ionic
currents increase when the DNA origami plate translocates
through the nanocapilary at 170 mM NaCl and decrease at
4 M LiCl. This is explained by the difference in the shape of the
local conductivity functions associated with the two salt conditions.
Whereas the presence of DNA in high salt environments decreases
the overall conductivity, Fig. 1e, an increase is observed for the
low salt environments, Fig. 5e. These results suggest that our
simulation method can be adapted to handle arbitrary electrolyte
conditions.

3 Conclusions

We have described a computationally efficient method for to-
scale simulations of DNA transport through large synthetic
nanostructures. This method provides a comparatively quick
and cheap simulation approach that can be used to guide and
accelerate experimental investigations by identifying promising
experiments and fine tuning design parameters. Additionally,
the methods employed here may be adequate substitutes for
expensive and time consuming all-atom MD simulations.

There are, of course, several ways one can further increase
the realism of the method. In all simulations described above,
we used the same constant electrostatic potential to drive DNA
translocation. However, the presence of the DNA can alter the

Fig. 5 Modeling DNA origami plate translocation through a nanocapillary. (a) Cadnano55 model of a DNA plate used for translocation experiments.56

(b and c) Initial (panel b) and equilibrated (panel c) structure of a DNA origami plate simulated at 2 beads per base pair resolution using mrDNA.38

(d) Simulated translocation of a DNA origami plate through a capillary driven by a 600 mV voltage. The geometry of the capillary differs from that depicted
in Fig. 4a by the inner tip diameter, which was changed from 4 nm to 50 nm. (e) Local conductivity of 170 mM NaCl solution as a function of distance to
the center of the DNA helix. The local conductivity profiles were derived from analysis of all-atom MD simulations.57 The background image shows an all-
atom model of dsDNA aligned to-scale with the horizontal axis. (f) Blockade current signatures computed from five independent simulations of the DNA
origami plate translocation through a nanocapillary differing by the conformation of the plate at the beginning of the translocation simulation. For the
same permeation trajectory, blockade current were calculated at 170 mM NaCl (top) and 4 M LiCl (bottom). The intersection of the dashed lines with the
red curve correspond to the snapshots shown in panel (d).
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field, as shown to be the case in ‘‘smooth’’ nanopore translocation
experiments reported by the Wanunu lab.62 Our multi-resolution
simulation framework can be made self-consistent by solving the
electrostatic problem via SEM concurrently with the translocation
simulations, and using the electrostatic potential from the SEM
calculations to drive the DNA translocation.

The removal of water in our coarse-grained simulations also
removes all hydrodynamic effects. In our simulations of nano-
pore transport, we implicitly accounted for the electro-osmotic
effect by introducing a charge reduction factor.41 If the effect of
the simulated particles on the fluid velocity field is expected to
be minimal, a hydrostatic description of the flow can be
adopted, as we have successfully done previously.36 We note
that it is possible to account for the hydrodynamic effect
directly at the level of a Lattice-Boltzmann model, as was shown
by the Holm lab.63 The principle difficulty with that approach is
disentangling the effect of ion binding to DNA and finding an
appropriate boundary condition for the fluid moving pass the
DNA surface. In principle, both can be obtained from all-atom
MD simulations.39,64

The simulations described above assumed frictionless
surfaces, which contributed to the mismatch between the
simulated and experiment time scale. The friction effects can
be accounted for by introducing local diffusivity maps31 and by
describing the interaction between DNA beads and the surface
using a heterogeneous surface potential.65 Another caveat is
that, presently, the secondary structure of the DNA model is
fixed, i.e., the double strand cannot split into two single
strands. Such simulation will become possible when oxDNA66

or 3SPN67 models of DNA will become available in mrDNA.
Finally, we note that accuracy of ionic current predictions can
be further improved by using mrDNA to replace the CG models
of DNA nanostructures with their fully atomic representations
and then using the steric exclusion model33 to predict the
nanopore current with truly atomic resolution.
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