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Optimum catalyst selection over continuous and
discrete process variables with a single droplet
microfluidic reaction platform†
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Kevin W. Gaoab and Klavs F. Jensen *a

A mixed-integer nonlinear program (MINLP) algorithm to optimize catalyst turnover number (TON) and

product yield by simultaneously modulating discrete variables—catalyst types—and continuous variables—

temperature, residence time, and catalyst loading—was implemented and validated. Several simulated case

studies, with and without random measurement error, demonstrate the algorithm's robustness in finding

optimal conditions in the presence of side reactions and other complicating nonlinearities. This algorithm

was applied to the real-time optimization of a Suzuki–Miyaura cross-coupling reaction in an automated

microfluidic reaction platform comprising a liquid handler, an oscillatory flow reactor, and an online LC/MS.

The algorithm, based on a combination of branch and bound and adaptive response surface methods,

identified experimental conditions that maximize TON subject to a yield constraint from a pool of eight

catalyst candidates in just 60 experiments, considerably fewer than a previous version of the algorithm.

1 Introduction

Drug research and development is a complex process that is
estimated to require an average of more than 13 years and
$1.8 billion to bring a single product to market.1 Because of
high attrition rates in the clinical phases, an average of about
ten entering preclinical candidates are needed for one suc-
cessful launch.2 Lead compounds entering the preclinical de-
velopment phase undergo toxicological and pharmacological
characterizations requiring the production of larger material
amounts than in earlier discovery stages. The ability to effi-
ciently scale-up compound production from the sub-100 mg
scale to the multigram scale is critical to bridge this gap be-
tween initial discovery and development. The optimization of
reactions conditions to improve target values such as product
yield, throughput, or chemical costs is a necessity to do so
economically.

To increase the likelihood of finding the true global opti-
mum, it is beneficial to consider the synergistic effects of dis-
crete variables, e.g., catalyst identity, and continuous vari-
ables, e.g., temperature. However, the inherent combinatorial

nature of selecting reaction conditions presents a challenge
to the secondary goal of minimizing the material usage and
experimental time. For example, Murray et al.3 estimate that
when considering multiple discrete and continuous variables,
the testing of millions of combinations might be required to
exhaustively screen one typical transition metal catalyzed re-
action. Fortunately, such an enormous effort is rarely neces-
sary because this “curse of dimensionality” can be mitigated
by the use of optimization algorithms. Even without encoding
prior chemical knowledge, chemical synthesis can be amena-
ble to standard optimization techniques because response
surfaces are often relatively smooth and well-behaved.4

The experimental conditions (“factors”) that influence the
optimization objective can be classified as either discrete var-
iables or continuous variables. For the screening of discrete
variables like choice of catalyst or solvent, high throughput
experimentation (HTE) equipment has been employed.5,6 A
typical HTE optimization approach is to carry out a pre-
defined screen at one or two temperature settings exploring a
large variety of reagent combinations and/or concentration
levels. Combinations of different solvents, catalyst ligands, or
coupling partners with varying concentrations can be mixed
on microtiter plates containing typically up to 1536 wells.
These plates can then be incubated for the desired reaction
time and temperature before each sample is analyzed, e.g.,
with rapid UPLC analysis.7 Because experiments are
performed in parallel batch reactions, studying the effects of
temperature and reaction time requires running a separate
plate for each setting, which increases the effort required to
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run screening experiments prior to scale-up. Often, multiple
iterations are performed to improve upon prior results by fur-
ther studying successful conditions. Recently, HTE has been
combined with continuous flow techniques to access more
extreme pressure and temperature conditions.8 An alternative
approach to discrete variable optimization is the genetic algo-
rithm deployed by Kreutz et al. to evolve a catalyst system for
the oxidation of methane.9

The effects of different reaction conditions can be effi-
ciently studied with microfluidic reaction platforms, which
generally offer the advantages of ease of automation, repro-
ducibility, and low material consumption.10–12 Continuously
operating microfluidic reaction systems are useful tools for
studying the effects of continuous variables such as tempera-
ture, reaction time, or reagent concentrations. Flow also en-
ables conditions less accessible with conventional batch
methods, e.g., operating at elevated pressures and at temper-
atures above solvents' atmospheric boiling points. However,
material and time is lost while waiting for the system to
reach steady state, which requires about three residence
times as a rule of thumb. Another disadvantage is that
continuously-operating systems tend to be less effective at
screening discrete variables because reagents are usually de-
livered by manually primed syringe pumps or single feed
HPLC pumps.12,13 This issue can be addressed by performing
reactions in droplets separated by a carrier fluid. Acting as
continuously mixed micro-batch reactors, individual droplets
can have compositions independent of each other allowing
the study of different solvents or catalysts. Recently, this ap-
proach has enabled the screening of heterogeneous photo-
catalysts suspended in droplets.14

The integration of all elements into a system that is con-
trolled by a central computer allowing real-time reaction opti-
mization was first demonstrated by Krishnadasan and Brown
for the spectral optimization of CdSe quantum dots.15 Over
the last decade, this paradigm has been applied to many re-
action systems in fine chemical and pharmaceutical synthe-
sis. For example, McMullen and Jensen optimized the yield
and the throughput of a Knoevenagel condensation reaction
by varying residence time and temperature.16 Holmes et al.
optimized the yield of a particular kinase inhibitor through
computer control of flow rates, reagent equivalents, and reac-
tion temperature.17 Considering 14 input variables, Houben
et al. demonstrated the multitarget optimization of a target
particle size and full conversion for a emulsion copolymeriza-
tion process.18 These and many additional examples are well-
reviewed elsewhere.13,19,20

Model-based optimization strategies with continuously op-
erating microfluidic reaction systems allow the efficient
scale-up of reactions because the intrinsic kinetic parameters
can be determined in the absence of heat and mass transfer
limitations. Employing such a strategy, McMullen and Jensen
successfully used a kinetic model to optimize and scale-up a
Diels–Alder reaction by a factor of 500.21 Several studies have
used similar closed-loop optimization strategies for the deter-
mination of kinetic parameters.22,23

In the absence of a kinetic model and little prior knowledge
of the reaction chemistry, the use of “black box” optimization
strategies is very popular. The properties of black box algo-
rithms and their application to real-time optimization plat-
forms are summarized by Reizman and Jensen.13 One of the
earliest black box algorithms, the Nelder–Mead simplex
method,24 uses a series of evolving simplices (a generaliza-
tion of triangles or tetrahedrons to higher dimensions) to it-
eratively select experimental conditions. This local search
strategy is simple to implement and does not require the ap-
proximation of a gradient, but can have difficulties converg-
ing depending on the initialization and how the optimization
problem is posed.25 Modified versions of the original Nelder–
Mead simplex have been implemented into continuous flow
optimization platforms.16,26–29

Another popular black box optimization strategy is the Sta-
ble Noisy Optimization by Branch and Fit (SNOBFIT) algo-
rithm, whose implementation is facilitated through the avail-
ability of convenient and flexible software packages.30

Combining global and local search by branching and local
fits, SNOBFIT selects experimental conditions both around
local optima and in unexplored areas of the experimental re-
gion. Because of this exploratory behavior, convergence can
be slow in the case of reaction systems with smooth and well-
behaved response surfaces.16 SNOBFIT has been applied for
reaction optimization in several microfluidic optimization
systems.15–17,31,32

In comparison to simplex variants or SNOBFIT, gradient
based black box optimization can offer faster convergence.16

The implementation into a microfluidic optimization plat-
form has been demonstrated for three variants by Moore and
Jensen.33 In order to maximize the objective function value,
gradient-based algorithms select conditions along a trajec-
tory. For example, a factorial design surrounding an initial
point can be used to estimate the gradient direction in which
the objective function increases most rapidly. Though offer-
ing fast convergence in the absence of local optima, gradient
based methods can be complicated by irregularities in the re-
sponse surface and experimental noise. Gradient calculation
can also require a significant number of experiments, partic-
ularly when a large number of factors are considered.

Our group developed an optimization algorithm for the si-
multaneous optimization of discrete and continuous vari-
ables posed as a mixed integer nonlinear programming
(MINLP) problem. It is based on sequential adaptive response
surface methodology (ARSM) coupled with optimal design of
experiments.34 For the experimental implementation, we
employed a microfluidic reaction platform equipped with a
liquid handler for sequential experimentation in microliter
droplets, allowing straightforward and automated manipula-
tion of discrete and continuous variables.34,35 The platform is
capable of conducting a broad range of medicinally-relevant
chemical reactions including standard C–N and C–C cou-
plings, biphasic reactions and multistep reactions.36 Coley
et al. demonstrated that an optimized photocatalytic reaction
could be transferred to continuous flow synthesis without
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measurable loss in performance.37 This shows that condi-
tions determined with this platform are amenable to scale-up
with flow synthesis because the heat and mass transfer rates
are easier to match in flow than in batch. Experiments are
run sequentially and analyzed by online LC/MS. The chro-
matograms from one experiment can be automatically ana-
lyzed and used to inform the conditions of the next experi-
ment. This closed-loop optimization has previously been
demonstrated for the simultaneous optimization over tem-
perature, residence time, reagent concentration, and one dis-
crete variable: (a) solvent type in an alkylation reaction35 and
(b) catalyst type in several Suzuki–Miyaura reactions.34

In this paper we present a new version of that MINLP
optimization algorithm which exhibits significantly faster
convergence. We validate its performance by maximizing
catalyst turnover number (TON) subject to a minimum re-
action yield constraint by varying temperature, residence
time, catalyst concentration, and catalyst identity in simu-
lated and experimental case studies. For experimental vali-
dation, we select an exemplary Suzuki–Miyaura cross-
coupling reaction due to its important role in organic syn-
thesis as a C–C bond forming reaction.39–41 In the last de-
cade, it has been become more popular to perform cross-
coupling reactions in flow using homogeneous catalysts.42,43

The development of dialkylbiarylphosphine ligands and
palladacycle precatalysts has enabled the coupling of more
difficult substrates44 and the utilization of unstable boronic
acids,45,46 respectively. However, because the relationships
between reaction parameters are usually complicated, em-
pirical optimization—using a few pre-defined conditions
and selecting the best—is commonly employed.34 Here, we
combine our automated reaction platform and new MINLP
algorithm to demonstrate the closed-loop optimization of the
Suzuki–Miyaura cross-coupling of 3-chloropyridine and
2-fluoropyridine-3-boronic acid pinacol ester. The new algo-
rithm has also been successfully applied to the optimization
of a photocatalytic decarboxylative coupling, described in a
separate publication.38

2 Methods
2.1 Optimization algorithm

We explain the optimization approach and its execution with
our new algorithm. The re-derivation of a quadratic response
surface model suitable for approximating the kinetics of a
general bi-molecular reaction is provided in the ESI.†

2.1.1 Definition of the optimization objective. The optimi-
zation algorithm aims to maximize the value of an objective
function φ(x,y), where x is a vector of continuous variables
(e.g., temperature, concentration) comprised of Ncv elements.
The choice of Ndv mutually exclusive discrete variables (e.g.,
different catalyst types) is represented by the one-hot vector y.
For instance, if the reaction is run with discrete variable
choice 1, the elements of y are yi=1 = 1 and yi≠1 = 0. The algo-
rithm tries to determine variable settings that maximize φ

while satisfying some nonlinear constraint function gĲx,y) ≤ 0.

The general formulation of the MINLP problem is given by
eqn (1).

(1)

In the simulated and experimental demonstrations, we se-
lect catalyst TON (efficient use of catalyst) as the primary op-
timization objective while ensuring that the yield exceeds a
certain minimum product yield (efficient reagent use, sim-
pler purification). For a general bi-molecular reaction A + B
→ R catalyzed by a transition metal complex with concentra-
tion Ccat, the objective function can be defined by eqn (2) as-
suming a closed system with a constant reaction volume. The
product yield is calculated based on the initial concentration
of A, CA0

with eqn (3).

(2)

(3)

The nonlinear constraint function gĲx,y) ≤ 0 is defined by
eqn (4).

g(x,y) = log(γ·Y*) − log(Y(x,y)) (4)

where

(5)

The parameter γ can take values in the range [0,1] and de-
fines the trade-off between the importance of TON and prod-
uct yield Y. For instance, if γ = 0.9, the optimum condition is
required to have at least 90% of the maximum yield Y*. The
global optimum yield Y* is estimated by solving eqn (5) sub-
ject to the same constraints on x and y as eqn (1).

2.1.2 Theoretical background of optimization approach.
The MINLP problem stated above requires an optimization
strategy that operates with continuous and discrete variables.
This precludes the application of well established algorithms
like SNOBFIT or Simplex methods, which are designed to
handle only continuous variables.

In the absence of a physical model describing the system
behavior, it is common to approximate continuous variable
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effects using a response surface methodology (RSM) intro-
duced by Box and Hunter.47 In the simplest case, a fractional
or full-factorial design of experiments is used to generate
data, which is then regressed using a simple linear or qua-
dratic model to estimate the relationships between continu-
ous experimental factors and identify optimal experimental
regions. To rapidly optimize more complex systems, Box in-
troduced sequential RSM,48 which involves constructing a re-
sponse surface model around a proposed optimum, testing
the optimum experimentally, and updating the model itera-
tively. Further improvement is offered by coupling sequential
RSM with adaptive RSM (ARSM), which splits the experimen-
tal space into subregions. Regional optima are compared
against a common threshold to determine whether subre-
gions can be disregarded in the optimum search.49,50 Conver-
gence of ARSM can be accelerated by using more efficient op-
timal design of experiments51 instead of standard designs
such as central composite52 or Box Behnken.53 To solve a
MINLP problem with both continuous and discrete variables
(as in eqn (1)), sequential ARSM can be integrated with a
global search strategy such as branch and bound (B&B).54,55

In our optimization problem, the branches of the search
tree represent specific discrete variable choices selected from
a pool of possible candidates (e.g., a set of catalyst types). To
gradually reduce the number of discrete variables under con-
sideration, the algorithm tries to “fathom” poor-performing
branches. To determine whether a candidate is performing

far enough below the estimated optimum to disregard it, we
use a response surface model to estimate the constrained ob-
jective function optimum for each discrete variable choice in
the pool. Next, we select the discrete variable choice that pro-
vides the highest objective function value as the global opti-
mum and estimate its uncertainty based on the overall model
goodness of fit. We fathom a branch from the optimization
problem if its estimated optimum is smaller than the lower
bound on the global optimum. Updating the response sur-
face model and fathoming branches of the tree after each
batch of experiments allows us to focus experimental effort
on conditions that are more likely to be close to the global
optimum.

2.1.3 Execution of optimization algorithm. Fig. 1 presents
an algorithm schematic to solve the MINLP problem. The full
mathematical details are provided in the ESI.†

In the initialization phase, the algorithm selects a
D-optimal design with diversified factor settings to carry out
an efficient initial scan of the variable space. For this pur-
pose, an evenly spaced 11-level full factorial design with all
discrete variable combinations is generated. From this pool
of experimental settings the algorithm picks a set of Nparam +
Nextra experiments using a D-optimality criterion. This results
in a selection of diversified settings that maximize the infor-
mation that can be extracted from a set of experiments, as
measured by the determinant of the Fisher information ma-
trix. Although only Nparam experiments would be necessary to

Fig. 1 Schematic of the modified MINLP algorithm. Optimal conditions for the continuous and discrete variables are determined in order to
maximize the TON subject to a yield constraint. The algorithm starts with all discrete variables in the pool of candidates under consideration. As
the algorithm progresses, low performing candidates are added to a fathoming queue, which excludes them from further experiments. After a
candidate is fathomed, the associated experiments are no longer used for fitting and its parameters are removed from the model. No discrete
variables are added to the fathoming queue during the first pass.
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fit the Nparam parameters of the response surface model, in-
cluding Nextra additional experiments provides a more reliable
fit and enables uncertainty quantification. The experiments
are carried out in a randomized order and evaluated.

After entering the refinement phase, the response surface
model parameters are fitted using a weighted least squares
regression, with weights equal to each experiment's HPLC
yield. The algorithm uses the two models – one for TON and
one for yield – to predict the yield optimum and constrained
TON optimum for every discrete variable candidate. The best
results from all of the observed discrete variable candidates
constitute the global optima. Next, the optimization proceeds
by determining one new G-optimal experiment per discrete
variable candidate; G-optimality is defined to minimize the
uncertainty of the model at the predicted global yield and
TON optima. These experiments are run and the response
surface models are regressed.

Starting with the second iteration of the refinement phase,
the algorithm checks if discrete variable candidates can be
added to the initially empty fathoming queue. The fathoming
queue contains the discrete variables that have been removed
from the pool of candidates considered for new experiments
and are waiting to be removed from the model. The associ-
ated experiments are still used to fit the response surface un-
til the candidate is fathomed. To determine whether any dis-
crete variables should be added to the fathoming queue, a
hypothesis test is performed for each candidate. The lower
bound of the 99% confidence interval of the global optimum
is estimated using a two-sided t-test. If the predicted
constrained optimum TON of a discrete variable is below this
lower bound, the data suggest that it is unlikely for that dis-
crete variable to be used under the optimal conditions. The
algorithm adds that candidate to the fathoming queue and
returns to the beginning of the loop to re-fit the response
surfaces.

After updating the response surfaces, the algorithm checks
if any candidates from the fathoming queue can be removed
(in the order of addition). This is necessary to avoid an ill-
posed regression, as removing discrete variables will decrease
both the number of fitting parameters and the number of
data points used for fitting. To do so, the algorithm con-
structs a proposed experimental design matrix Xcheck and cal-
culates its pseudorank using a finite tolerance (e.g., 0.02) to
reflect the fact that experiments with highly similar condi-
tions should be considered identical if they are similar to
within physical precision. If the calculated pseudorank ex-
ceeds the number of fitting parameters by at least one, the
discrete variable candidate is fathomed. This means that the
discrete variable is no longer considered for further experi-
ments, the corresponding model parameters are removed,
and the associated experimental data are no longer used to
fit the models. After the fathoming of a variable, the algo-
rithm returns to the beginning of the loop to fit the new re-
sponse surfaces. In the case that no variables were fathomed,
the algorithm proceeds with estimating the constrained TON
and yield optima.

If no discrete variable was added to the fathoming queue
after the hypothesis test, the optimization procedure checks
the convergence criterion. Convergence is satisfied when a
certain number of iterations have elapsed (e.g., 4) without
making progress, where progress is defined by an improve-
ment in the experimental constrained TON optimum (e.g., of
at least 1%). Every time a discrete variable candidate is sent
to the fathoming queue or is fathomed, the countdown is re-
set. If this criterion is not satisfied, then the algorithm pro-
poses the next set of G-optimal experiments and waits for
them to be executed and analyzed.

2.2 Simulation of coupling reaction test cases

We first assess the algorithm's performance by applying it to
simulated reaction data. For this purpose, the five simulation
cases employed by Reizman56 were used to characterize the
convergence behavior and robustness in finding the global
optimum. This analysis provides insight into how the semi-
empirical quadratic model accounts for unknown effects,
such as the influence of side reactions, catalyst deactivation,
and experimental noise.

Using the catalyst concentration Ccat, the temperature T,
the reaction time tres and the catalyst type i as input vari-
ables, the resulting product concentrations of the five simula-
tion cases were calculated with rate equations according to
Scheme 1.

For all simulation cases, the initial reagent concentrations
were kept constant at CA0

= 0.167 M and CB0
= 0.250 M. The

kinetic constant for the product formation was defined by AR
= 3.1 × 107 L1/2 mol−3/2 s−1 and EAR

= 55 kJ mol−1. An overview
of each catalyst's effect on the activation energy EAi

is given
in Table 1.

Simulation case 1 represents the basic bi-molecular reac-
tion A + B → R. Catalyst 1 has the lowest activation energy
posing the best choice out of the eight catalyst candidates.
Test case 2 introduces a challenge to the search by also set-
ting EA2

to the lowest value, resulting in a response surface
with two equivalent global optima. Simulation case 3 is used

Scheme 1 Simulation cases. The robustness of the algorithm was
assessed against the presence of two global optima, side reactions,
and catalyst deactivation at higher temperatures.
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to study the effect of the competing side reaction B → S1
yielding the undesired side product S1. This can occur, for in-
stance, in the case of a temperature activated deboronation
of boronic acids employed in Suzuki–Miyaura reactions.57

The dependence on higher temperatures is reflected by the
relatively high activation energy of EAS1

= 100 kJ mol−1. In test
case 4, we add the consecutive reaction B + R → S2 to form
the undesired side product S2, which could represent over ad-
dition. Case 5 simulates the same reaction as the first case,
but the ideal catalyst is subject to deactivation at tempera-
tures exceeding 80 °C.

The algorithm and the simulated reaction cases were
implemented in Matlab. Using eight catalysts candidates as
discrete variables, the continuous variable space was defined
with a temperature range of 30 °C to 110 °C and a reaction
time in the range of 1 min to 10 min. Further, the catalyst
concentration was varied from 0.835 mM to 4.175 mM which
corresponds to a molar concentration of 0.5 mol% to 2.5
mol% with respect to the limiting reagent A concentration.
The D-optimal design of the initialization phase was carried
out with Nexp = Nparam + Nextra = 24 + 3 = 27. The yield crite-
rion γ of the constraint function (eqn (4)) was set to 0.9, 0.95
and 0.98 for different runs. The algorithm was set to be ter-
minated after four iterations without improvement using a
critical improvement percentage of 1%. The effect of noise
was simulated by increasing or decreasing the product con-
centration determined with the kinetic equations by a ran-
dom, uniformly distributed percentage with an extrema of
±0.5%, ±1.0%, and ±2.0%. This reflects the experimental un-
certainty that may be introduced during quantification. We
perform ten simulated optimization runs for each test case
and algorithm setting.

2.3 Experimental validation with a Suzuki–Miyaura coupling

To validate the new optimization algorithm in practice, we
demonstrate the optimization of a Suzuki–Miyaura cross-
coupling reaction for the conditions summarized in
Scheme 2.

The yield criterion was set to γ = 0.9 to prioritize TON opti-
mization at the expense of yield. To provide greater confi-
dence that the true optimum would be found, the number of
extra experiments was conservatively increased from 3 to 15.
A critical improvement percentage of 1% and a number of six

iterations without improvement were selected as convergence
criteria.

Individual stock solutions of the eight precatalyst combi-
nations 1–8, 3-chloropyridine 9 with naphthalene as an inter-
nal standard and the boronic acid ester 10 were prepared in
THF under nitrogen atmosphere. Together with vials
containing the pure solvents water and THF, solutions were
placed in the liquid handler (Gilson GX-241) rack under ar-
gon atmosphere during the optimization run. Glass syringes
used for online injection of base and quench solutions were
primed and mounted on the syringe pumps (Harvard Appara-
tus PHD Ultra). Protocols of stock solution preparation are
provided in the ESI.†

The optimization campaign was carried out with a
slightly modified version of the fully automated microfluidic
reaction platform used by Coley et al.37 Matlab (The
MathWorks, Inc., ver. R2016a) and Labview (National Instru-
ments, ver. 16.0f2) were used to control all hardware and
execute the optimization routine. A list of components, a
detailed flow chart, and protocols for the system operation
are provided in the ESI.†

The liquid handler prepares a reaction mixture of 40 μL
by aspirating and mixing the five components by agitation in-
side the needle. The mixed solution is subsequently injected
into a 15 μL sample loop. Before every reaction, four 15 μL
THF rinse droplets are injected upstream of the liquid han-
dler injection module and pushed through the system by the
carrier gas syringe. After completion of the rinse process, the
valve position is switched in order to transfer the droplet into
the system. The droplet is moved to the reactor inlet
T-junction where a base solution volume of 3.5 μL is injected,
resulting in a DBU concentration of 0.333 M (2 equiv.) and a
5 : 1 ratio of THF : water by volume. Next, the droplet is oscil-
lated inside the reactor for the desired residence time range
of 1 min to 10 min. A photodetector is used to reverse the di-
rection of the carrier gas flow every time the liquid phase
reaches the reactor inlet or outlet. The system is pressurized
with 6.9 bar (100 psig) positive pressure using nitrogen.

Table 1 Catalyst-specific activation energy EAi
in kJ mol−1 for simulations

Catalyst Case 1 Case 2 Case 3/4 Case 5

1 (T < 80 °C) 0 0 0 −5.0
1 (T ≥ 80 °C) 0 0 0 −5.0 + 0.3 (T − 80)
2 0.3 0 0.3 0.7
3 0.3 0.3 0.3 0.7
4 0.7 0.7 0.7 0.7
5 0.7 0.7 0.7 0.7
6 2.2 2.2 2.2 2.2
7 3.8 3.8 3.8 3.8
8 7.3 7.3 7.3 7.3

Scheme 2 Scope of the exemplary Suzuki–Miyaura cross-coupling
optimization.
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Controlled by two cartridge heaters and a fan, the reactor
temperature is set between 30 °C and 110 °C. In order to stop
the reaction, a quench solution consisting of a 1 : 1 mixture
of water : acetone by volume is injected at the reactor outlet.
Using a second 6-way valve, the droplet in the 1.7 μL sample
loop is partially transferred to the LC/MS system. The analy-
sis is performed with a reversed-phase column using a UV de-
tector for quantitative analysis and a mass spectrometer for
mass verification. Automatically integrated peak areas are
written to an Excel sheet and imported using Matlab. Details
about the calibration method are available in the ESI.†

We conducted a second campaign for the same reaction
using the previous MINLP algorithm and the experimental
procedure for Suzuki–Miyaura cross-coupling optimization
published by Reizman et al.34

3 Results and discussion

We discuss the simulation and experimental results of the al-
gorithm introduced in this paper (MINLP 2) and compare
them to results obtained with the previous algorithm (MINLP
1) published by Reizman et al.34 Detailed results are available
in the ESI.†

3.1 Simulation results

The new optimization algorithm (MINLP 2) determined opti-
mal conditions with about 50 experiments for every case in
the absence of noise and for γ = 0.9 (Fig. 2). MINLP 2 re-
quired 30% fewer experiments on average than MINLP 1 for

the cases 1, 3 and 4. For the simulation cases 2 and 5 the
number of experiments is 60% lower on average.

The initialization phase of MINLP 1 is comprised of two
fractional factorial designs amounting to 32 experiments. In
comparison, the algorithm MINLP 2 uses a D-optimal design
with 27 experiments allowing it to enter the refinement phase
with fewer experiments. This permits the algorithm to utilize
the experimental results by fitting the model and directing
the search towards the optimum at an earlier point in the op-
timization run.

In addition, the slower convergence of MINLP 1 can be at-
tributed in large part to the different fathoming procedure.
In contrast to the algorithm presented in this paper, MINLP
1 fits the model to the entire data set including experiments
from already-fathomed variables. However, poorly performing
catalysts that have been removed from consideration may not
follow the same reactivity trend as high performing catalysts,
so their inclusion in the response surface fitting may de-
crease the accuracy of the model fit. This leads to an artifi-
cially high uncertainty at the global optimum and, in turn, to
an overly conservative lower bound that slows down
fathoming and convergence. This extremely cautious lower
bound also explains why MINLP 1 requires a considerably
larger number of experiments to converge in the case 5 and
2. For instance, in case 5, temperature affects the candidate
catalysts in different ways, so including fathomed candidates
in the fit may increase model error. Slow convergence is also
observed for case 2 due to the large discrepancy between the
two optimal catalysts and the six inferior ones.

Table 2 shows that the average conditions and response
values determined with both algorithms match the true
global optima for the first two simulation cases very accu-
rately. Both algorithms also identified the correct optima
with a slightly lower accuracy in the presence of side reac-
tions in the cases 3 and 4. For simulation case 5, neither al-
gorithm was able to determine the optimal catalyst in more
than three out of ten trials and the average conditions and re-
sponse values do not match the true optimum.

The quality of the response surface model fit depends on
the underlying assumption that the nonlinear effects of
temperature are independent of the catalyst candidate. Be-
cause this requirement is fulfilled, the kinetic behavior of
the simulation cases 1 to 4 can be approximated. In con-
trast, case 5 violates this assumption because increasing
temperatures above 80 °C causes a negative effect on the
TON for the first catalyst, but a positive one for the other
seven candidates. These adverse effects cannot be captured
because the model parameters for nonlinear temperature ef-
fects are fitted to data from all catalyst candidates. This re-
sults in a poor regression illustrated by the discrepancy be-
tween true and predicted optima in Table 2. Optimization
in presence of such diverse catalyst behavior would require
expanding the model with additional parameters at the cost
of more experiments.

The simulation of noise levels 0.0%, 0.5%, 1.0%, and
2.0% with γ = 0.9, 0.95, and 0.98 reveal that the number of

Fig. 2 Convergence simulation results. The new algorithm (MINLP 2)
converges distinctly faster than MINLP 1. Each bar represents the
average number of experiments required to complete the
optimization. The errorbars indicate the corresponding sample
standard deviation (10 trials per case). For the simulation case 5*,
MINLP 1 determined the optimal catalyst in 2/10 trials; MINLP 2
determined the optimal catalyst in 3/10 trials.
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experiments required for MINLP 2 to converge remained
roughly constant at about 50 experiments. For cases 1 to 4,

the algorithm identifies the optimum correctly in 90% of the
simulation runs. This share was only 35% for simulation case
5. Failing to identify the optimal catalyst in the majority of
runs, the algorithm selected the second best catalyst instead.
More detailed information about the noise study are available
in the ESI.† These results show that the presence of noise
makes it more difficult for the algorithm to identify the true
optimum over a range of settings for γ. However, this effect
certainly also depends on how easily different catalyst choices
can be differentiated relative to the noise level.

We can conclude from the simulation results that an ex-
perimental optimization campaign should also converge
faster with MINLP 2 compared to MINLP 1. If dependen-
cies between continuous and discrete variables match the
assumption of our quadratic model, the algorithm should
be able to fit the response surface correctly. As more exper-
iments are performed around the optimum, the response
surface fit will be increasingly biased toward this region
which, in a small enough neighborhood, is guaranteed to
be linear.

3.2 Experimental optimization campaign results

Fig. 3 shows that the significantly faster convergence of
MINLP 2 in the simulated test cases extends to the experi-
mental optimization. The optimization of the Suzuki–
Miyaura cross-coupling (cf. Scheme 2) only required 60 exper-
iments to converge, equivalent to a reduction of 37% com-
pared to the previous MINLP 1.

Fig. 3 Experimental optimization of a Suzuki–Miyaura cross-coupling. The new algorithm MINLP 2 (b) converges considerably faster than MINLP 1
(a). Marker numbers indicate which precatalyst–ligand combination was used in each experiment. Each vertical pair of markers indicates the TON
(orange square) and yield (red circle) measured by HPLC for each experiment along the x-axis.

Table 2 Robustness simulation results. The algorithms MINLP 1 and
MINLP 2 correctly identify the true optimum in all cases except 5. The
first line of each case presents the conditions, yield and TON for the true
optimum (γ = 0.9). In the following two lines, the corresponding average
values determined by the algorithms are listed for comparison (10 trials
per case)

Optimum Cat. T tres Ccat Yield TONa

— — [°C] [min] [mol%] [%] —

Case 1 1 110.0 10 0.500 90.4 180.7
MINLP 1 1 110.0 10 0.500 90.4 180.9 ± 0.3
MINLP 2 1 110.0 10 0.500 90.4 180.8 ± 0

Case 2 1, 2 110.0 10 0.500 90.4 180.7
MINLP 1 1, 2 110.0 10 0.500 90.4 180.8 ± 0.1
MINLP 2 1, 2 110.0 10 0.500 90.4 180.7 ± 0

Case 3 1 81.8 10 1.594 55.6 34.9
MINLP 1 1 81.1 10 1.650 55.2 33.5 ± 1
MINLP 2 1 81.5 10 1.573 55.3 35.2 ± 0.9

Case 4 1 110.0 2.1 1.596 38.1 23.9
MINLP 1 1 107.0 3.1 1.670 37.6 23.1 ± 2.5
MINLP 2 1 109.9 2.2 1.602 38.1 23.8 ± 0.5

Case 5 1 80.0 10 0.500 93.8 187.6
MINLP 1 1b 104.0 10 0.604 88.6 149.4 ± 16
MINLP 2 1c 100.6 10 0.647 90.3 147.6 ± 32

a TON: average value ± sample standard deviation. b Catalyst 1
selected in 2/10 trials, catalysts 2–5 selected 8/10 trials. c Catalyst 1
selected in 3/10 trials, catalysts 2–5 selected 7/10 trials.
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Each vertical pair of markers indicates the TON (orange
square) and yield (red circle) measured by HPLC for each ex-
periment along the x-axis. The algorithms both pick diverse
conditions during the initialization phase (orange back-
ground). In the subsequent refinement phase (alternating
grey/white backgrounds for each iteration), the algorithms
converge to their final predictions. The optimum TON and
90% yield threshold predicted by the model are indicated by
horizontal dashed lines. Both algorithms narrow the
precatalyst–ligand combination pool down to the first two
candidates. The refinement phase is significantly faster with
MINLP 2, requiring one third as many experiments as MINLP
1. The optimal candidates ultimately chosen by MINLP 1 and
MINLP 2 are P1L1 and P2L1, respectively.

The experimental optimization progress (Fig. 3) resembles
simulation case 2 in which the presence of two superior and
six inferior catalyst candidates lead to a slow convergence of
MINLP 1. The data also let us highlight another difference in
the fathoming procedures. This is the ability of MINLP 1 to
take already fathomed discrete variables back into consider-
ation. For example, candidate 4 is readmitted to the pool in ex-
periment number 60 after having been fathomed two itera-
tions earlier. In combination with the overly conservative lower
bound on the global optimum, this feature is most likely re-
sponsible for the much larger number of iterations and slower
convergence of algorithm MINLP 1 compared to MINLP 2.

Fig. 4 shows the details of the selected experimental con-
ditions. The majority of experiments were conducted using
the high performing precatalyst combinations 1 (P1L1) and 2
(P2L1). Product yields above 60% were only recorded for the
precatalyst–ligand combinations 1–4. The low number of ex-
periments performed using low-performing catalysts illus-
trates how the branch and bound approach leads to a more
efficient search by disregarding less active discrete variable
candidates in the course of the campaign. We can explain
the higher activities of ligands L1–L3 because they belong to
the family of dialkylbiarylphosphines having enhanced activ-
ity for the coupling of heteroaryl chlorides such as 9.44 The

higher performance of catalyst combinations with ligand L1
(XPhos) compared to L2 (SPhos), L3 (RuPhos) and L6 (PPh3)
matches the results of Bruno et al.46 and Reizman et al.34

Although temperatures of 110 °C clearly led to high yield
and TON, it is noteworthy that the highest yield was recorded
at only 90 °C. This suggests that the competing decay of the
boronic acid ester 10 through hydrolysis and subsequent
deboronation limits the yield close to the upper temperature
limit. Another explanation could be the presence of a second-
ary reaction consuming the product 11. However, no signifi-
cant side products were observed by LC/MS to suggest that
the coupling product reacted further.

Table 3 shows that the optimal catalyst loadings deter-
mined by the two algorithms are quite similar. However,
MINLP 2 determined slightly shorter residence times and a
lower temperature for the TON optimum with P2L1. The

Fig. 4 MINLP 2 experimental conditions. The majority of experiments were conducted using the high performing precatalyst combinations P1L1
and P2L1. Detailed data for both algorithms are included in the ESI.†

Table 3 Predicted optima and experimental validations. The validated
optima proposed by MINLP 1 & 2 provide equivalent results in terms of
TON and yield. The first set of rows shows conditions for the TON and
yield optima. The next set of rows lists the predicted TON and yield
values with their 99% confidence interval. The bottom set of rows shows
the results of experimental validation

Optimum Optimum TON (γ = 0.9) Maximum yield

Algorithm MINLP 1 MINLP 2 MINLP 1 MINLP 2
Catalyst P1L1 P2L1 P1L1 P2L1
T 104 °C 96 °C 94 °C 95 °C
tres 10 min 7.9 min 10 min 8.5 min
Ccat 1.2 mol% 1.3 mol% 2.3 mol% 2.5 mol%

Model prediction and 99% confidence interval

Yield 81% 82% 90% 91%
99% [78%, 84%] [68%, 87%] [86%, 95%] [78%, 107%]
TON 69 65 38 36
99% [66, 71] [54, 78] [36, 40] [31, 43]

Validated average and sample standard deviation (5 repeats)

Yield 88% ± 2% 90% ± 1% 91% ± 3% 92% ± 2%
TON 73 ± 2 70 ± 1 40 ± 1 37 ± 1
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algorithm MINLP 1 selected the other precatalyst but with
the same XPhos ligand, P1L1. Because the differences be-
tween optima are as small as the sample standard deviations,
we can conclude from Table 3 that the validated TONs and
yields are equivalent within experimental error. Although the
two algorithms chose different catalyst/ligand species, both
XPhos precatalysts form the same active catalyst PdĲ0)–XPhos
under basic conditions. The tendency of P1 to be more stable
in solution46 does not seem to offer a noticeable advantage
in this reaction. The finding that both optima are equivalent
is consistent with the notion that this experimental optimiza-
tion resembles simulation case 2.

4 Conclusion

The mixed integer nonlinear program algorithm introduced
by this paper was used to optimize the catalyst turnover num-
ber with a nonlinear constraint on the product yield by
selecting one out of eight discrete catalyst candidates and
manipulating the three continuous process variables temper-
ature, residence time, and catalyst concentration. Our optimi-
zation strategy uses sequential adaptive response surface
methodology in combination with optimal design of experi-
ments and the global search strategy branch and bound. For
this purpose, the kinetic behavior of a general bi-molecular
reaction is approximated with a semi-empirical quadratic re-
sponse surface model derived using a power law approach.
Updating the response surface model and disregarding less
active catalyst candidates after every batch of experiments al-
lows us to focus experimental effort on conditions that are
more likely to be close to the global optimum.

Several simulation cases demonstrated the algorithm's ro-
bustness in finding the global optimum in presence of side
reactions, experimental noise, and two equivalent global op-
tima while exhibiting a distinctly faster convergence behavior
in comparison to our previous algorithm. The experimental
optimization of a Suzuki–Miyaura cross-coupling reaction
was conducted with an automated reaction platform using 40
μL reaction solution per experimental setting. In agreement
with our simulation study, our algorithm required only 60 ex-
periments to determine optimum conditions, which amounts
to a 37% reduction compared to the previous version.
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