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Recent advancements in artificial intelligence and automation are transforming catalyst discovery and
design from traditional intelligent, high-throughput digital
methodologies. This transformation is driven by four key components, including high-throughput
information extraction, automated robotic experimentation, real-time feedback for iterative optimization,

trial-and-error manual mode into

and interpretable machine learning for generating new knowledge. These innovations have given rise to

the development of self-driving labs and significantly accelerated materials research. Over the past two
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1 Introduction

The field of catalyst design and discovery is undergoing
a profound transformation, facilitated by the convergence of
artificial intelligence (AI)'"* and automation systems,** as well
as utilization of large data. This shift is propelled by advance-
ments in four crucial areas: high-throughput information
extraction,”"® automated robotic systems for chemical
experimentation,* " real-time active machine learning (ML)
with on-line data processing and feedback for iterative
optimization,***** and interpretable machine learning for
generating knowledge,***® each playing a pivotal role in
evolving traditional methodologies. Central to this modern era
are self-driving labs*’ that are further integrated with theoretical
simulations and extensive databases, revolutionizing how
catalysts are created and optimized.

Recently, large language models (LLMs) such as GPT-=x,
ERNIE Bot, Claude-x, and Lamma-x,"* have begun to dramati-
cally enhance these four technological pillars. By processing
natural language, automating code generation and data anal-
ysis, optimizing design of experiment (DoE) algorithms, and
facilitating human-computer interaction,'>*** LLMs are
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setting new standards for efficiency and innovation in catalysis
research (Fig. 1). These capabilities allow for the extraction and
utilization of data from diverse and unstructured sources such
as scattered texts, videos, and images, previously inaccessible to
more traditional ML technologies that relied on well-organized
datasets.

Moreover, automated and intelligent robotic systems, which
have seen significant adoption over the last decade, spanning
from flow systems'*** to desktops®*®* and humanoid mobile
robots,*® now seamlessly integrate with advanced LLMs. This
synergy is reshaping decision-making strategies within the field,
transitioning from traditional methods like Bayesian optimiza-
tion* and active learning® to more sophisticated, LLM-enhanced
approaches,** towards more talented self-driving labs for
closed-loop discovery. This is only the beginning of a shifting
paradigm to on-demand catalyst development and in silico
performance scanning for catalyst design and optimization.

Despite these technological advances, the role of the human
researcher remains indispensable. The interpretability of ML
methods is crucial for harnessing human intellectual engage-
ment and deriving scientific insights that can inform new
design principles for high-performance catalysts.>*** Artificial
neural networks (ANNs)*®> used to be regarded as black-box
models that are hard to explain, but recent innovations such as
SHapley Additive exPlanations (SHAP)* for graph neural
networks (GNNs) and attention mechanisms in transformer
models are enhancing the transparency of artificial neural
networks, which were previously considered opaque. In addi-
tion, LLMs have also showcased their capabilities in extracting
data mapping and articulating them in a clear plain language
format.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 The workflow of catalyst design and discovery with information extraction, automated chemical experimentation, active machine

learning, and interpretable machine learning.

Given the rapid pace of these advancements, it is timely to
review the revolutionary shift in AI applications for catalysis
research and development. This review will delve into how the
integration of LLMs is redefining the four foundational ML
technologies in catalysis, providing a historical perspective and
discussing recent implementations that foreshadow the future
of Al-assisted catalyst design.

2 High-throughput chemical
information extraction

Traditionally, data extraction required manual efforts, which
has successfully underpinned the establishment of chemical
databases like Reaxys® and SciFinder.>® With the increasing
demand to autonomously gather and standardize chemical
information effectively, the development of automated data
extraction methods has split into two primary directions: the
extraction of chemical information from figures including
optical chemical structure recognition (OCSR),”™® and text
information extraction. Both avenues benefit significantly from
enhancements provided by pre-trained LLMs.">**

2.1 Information extraction from figures

A considerable amount of chemical information resides in
figures, rendering Optical Chemical Structure Recognition
(OCSR) essential for converting these complex visual data into

© 2024 The Author(s). Published by the Royal Society of Chemistry

accessible and interpretable formats. The primary task of OCSR
is to transform visual representations of chemical structures
into formats ready for computer processing. We now list and
briefly discuss these different computer-ready formats.

2.1.1 String representations. SMILES (Simplified Molecular
Input Line Entry System): known for its human readability,
SMILES translates chemical structures into linear text strings.

SMARTS (SMILES Arbitrary Target Specification): an exten-
sion of SMILES, SMARTS allows for defining substructural
patterns within molecules, enhancing search and analysis
capabilities.

InChl (International Chemical Identifier): provides a struc-
tured and layered representation of chemical data, facilitating
interoperability across different data systems.

SELFIES (Self-referencing Embedded Strings): designed to
ensure the validity of molecules represented, enhancing data
integrity.

These string representations, integral to systematic chemical
naming, have become increasingly valuable with the advent of
language models. The seamless integration of these formats
into LLMs enhances their utility, making them more than just
systematic nomenclature but a dynamic part of molecular data
processing. Furthermore, the development of multi-modal large
models allows for directly translating structural drawings to the
string representations without prior conversion, marking
a significant advancement in the field.>

Chem. Sci., 2024, 15, 12200-12233 | 12201
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2.1.2 Graph-based representations. Transforming chem-
ical drawings into graph-based representations views molecules
as nodes (atoms) and connections as edges (bonds), aligning
with computational analysis methods in machine learning and
network theory.

2.1.3 Evolution of OCSR technology. Initially, OCSR tech-
nology was predominantly rule-based, with the first systems
developed in the early 1990s.”” Today, state-of-the-art OCSR
systems combine rule-based methods with machine learning
techniques to improve accuracy and efficiency.>*®*>”® This
hybrid approach addresses the challenges of interpreting
complex chemical drawings and converting them into machine-
readable formats. We will delve into these technologies in more
detail, particularly focusing on recent advancements with
multimodal pre-trained large models.

2.1.4 Rule-based OCSR. Rule-based OCSR systems are
designed to automate the extraction of chemical data by
emulating human perceptual abilities. These systems perform
a range of tasks including character detection, shape recogni-
tion, and the identification of entity connections. They are
responsible for constructing chemical formulae, recognizing
atoms and bonds, vectorizing images, and reconstructing
complex patterns for accurate outputs.®***

2.1.4.1 Segmentation challenges. The initial and crucial step
in rule-based OCSR is the segmentation of chemical structures
from potentially complex images. This task is challenging and
critical as it sets the foundation for all subsequent analyses.
Early rule-based models such as optical recognition of chemical
structures (OROCS), chemical literature data extraction
(CLiDE),***” the optical structure recognition application
(OSRA) and Imago®**° faced significant challenges in accurately
segmenting chemical structures. These systems often struggled
with noisy data and the presence of fragmented characters or
text lines adjacent to the chemical structures.

In 2014, Simone Marinai et al.”® made an improvement by
introducing a Markov logic-based probabilistic logic inference
engine (Fig. 2). This development improved the ability to clean
up noisy extractions, although challenges with fragmented
elements persisted. More recently, in 2021, Yifei Wang et al.*
advanced the field further by employing a Single Shot MultiBox
Detector (SSD) neural network combined with a Non-Maximum
Area Suppression (NMAS) algorithm. This combination was
specifically designed to enhance object identification within
a single frame, significantly improving segmentation accuracy
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to 89.5% on a dataset of 2100 handwritten cyclic compound
samples.

2.1.4.2 Inherent limitations. Despite these advancements,
rule-based systems are often limited by two major factors:

(1) Insufficient understanding of embedded rules: the
complexity of the embedded rules can lead to misinterpreta-
tions and errors in data extraction.

(2) Susceptibility to noise: the intricate rules are prone to
interference from noisy data, which can degrade the quality of
the output.

2.1.5 Machine-learning-based OCSR. Machine-learning-
based OCSR systems leverage deep neural networks, which
require extensive training datasets to effectively automate the
extraction of chemical data.

2.1.5.1 Innovative developments in machine learning for OCSR

2.1.5.1.1 MSE-DUDL. Introduced in 2019 by Kyle Marshall
et al.,”* MSE-DUDL combines a convolutional neural network
(CNN) known for its prowess in visual pattern recognition, and
a long short-term memory (LSTM) network equipped with an
“attention” mechanism. This attention mechanism allows the
model to focus selectively on different parts of the molecular
structure, facilitating accurate SMILES prediction. While the
method achieved an accuracy of 83% on a specialized test set, it
faced limitations in recognizing certain complex chemical
structures and stereochemical details, and struggled with
images presented in inverted formats.

2.1.5.1.2 DECIMER. Developed by Christoph Steinbeck et al.
in 2020, DECIMER employs an autoencoder architecture that
includes a CNN encoder for converting images into vectors and
a gated recurrent unit (GRU)-based decoder for translating
these vectors into SMILES strings. Initially trained with data
images created by the Chemical Development Kit (CDK), DEC-
IMER has shown success in extracting structural representa-
tions from millions of examples. Enhancements such as
DECIMER segmentation were introduced in 2021 (ref. 73) to
improve chemical element detection in documents, and by
2023,74 DECIMER.ai further automated the segmentation,
classification, and translation of chemical structures from
printed literature into the SMILES format (Fig. 3).

2.1.5.1.3 MolMiner. In 2022, Jianfeng Pei et al. developed
MolMiner,” a deep learning-based OCSR system that directly
recognizes atoms and chemical bonds in images, circum-
venting traditional vectorization methods. It demonstrates

(MLN)
L Extractlo.n'of e Probabilistic e Molecular
level entities and IR »| molecular —
relations graphs grap
Evidence Query
ground atoms ground atoms

Fig. 2 Scheme of the Markov logic OCSR with low-level image information extraction and probabilistic logic inference. Reproduced with

permission from ref. 70 Copyright 2014, American Chemical Society.
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Fig. 3 Overview of the integrated DECIMER workflow including image segmentation, classification, and translation to obtain SMILES. Repro-

duced with permission from ref. 74 under CC BY license.

superior accuracy and speed by extracting chemical structures
from PDFs and outputting them in standardized formats,
showcasing its efficacy over other OCSR systems like MolVec,
OSRA, and Imago.

2.1.5.1.4 MolScribe. Representing the cutting edge, Mol-
Scribe is an image-to-graph generation model”® that merges
neural network capabilities with rule-based methods. It predicts
atoms and bonds along with their geometric layouts to
construct 2D molecular graphs, applying symbolic chemistry
constraints to recognize complex chemical patterns, including
chirality and abbreviations. Enhanced by data augmentation
strategies, MolScribe effectively handles domain shifts and
various drawing styles found in chemical literature. Its robust-
ness has been confirmed through testing, showing an accuracy
of 76-93% on public benchmarks.

The accuracy and reliability of OCSR continue to improve as
newer models are developed and refined. The use of multiple
models for cross-validation purposes enhances robustness,
offering better performance than what could be achieved by
a single model. This progress is vital as it addresses the
significant challenge of extracting organic reaction data on
a large scale, a task that is increasingly crucial due to the
exponential growth of available chemical data.

2.1.6 Other visual information extraction. The extraction
and analysis of experimental data, particularly data presented

© 2024 The Author(s). Published by the Royal Society of Chemistry

in figures, are critical yet challenging tasks in chemical
research. Beyond the mere detection of chemical structures,
there is a significant need for advanced capabilities to analyze
experimental data comprehensively. This task requires a multi-
modal approach that can integrate and cross-validate informa-
tion from both figures and textual descriptions, an area that
remains relatively underdeveloped.

2.1.6.1 Advancements in multimodal large models. Recent
advancements in Al have introduced multimodal large models,
such as GPT-4, Gemini, and Claude, which have demonstrated
promising capabilities in summarizing information from
diverse sources. These models can be adept at extracting and
synthesizing comprehensive experimental data from the scien-
tific literature on catalysis.

2.1.6.2 Capabilities of multimodal large models in chemical
data analysis

2.1.6.2.1 Graphical data analysis. Many of these advanced
models are now capable of interpreting trends and patterns
directly from graphical representations, although the variability
in data presentation styles continues to challenge the accuracy
and reliability of the extractions.

2.1.6.2.2 Recognition of hand-drawn structures. Multimodal
LLMs have shown an ability to recognize even simple hand-
drawn chemical structures, which opens up possibilities for

Chem. Sci, 2024, 15, 12200-12233 | 12203
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more intuitive interfaces between researchers and computa-
tional systems.

2.1.6.2.3 Integration with OSRA. Efforts are ongoing to inte-
grate systems like the Optical Structure Recognition Application
(OSRA) with multimodal LLMs to enhance the extraction of
chemical structures from the literature. For instance, DP
Technology's introduction of the Uni-Finder module represents
a step forward (still at a testing stage on May 5th 2024). This
module is designed for the comprehensive reading of scientific
documents, including journal papers and patents, which facil-
itates a deeper understanding and utilization of published
research.

The continuous improvement of multimodal LLMs is ex-
pected to revolutionize how scientific results are communicated
and utilized. As these models become more sophisticated, they
will enable the scientific community to integrate vast amounts
of data in unprecedented ways. This integration is anticipated
to lead to the development of new tools that could dramatically
enhance the efficiency and creativity of catalyst design
processes. The ability to compile and analyze the extensive data
generated globally by researchers represents a transformative
shift towards data-driven science, promising significant
advancements in how we discover and develop new materials.

2.2 Text information extraction with language models

Before the advent of large language models (LLMs), there was
significant effort in natural language processing (NLP) dedi-
cated to extracting chemical information from texts. This
process involved several traditional NLP tasks such as named
entity recognition, relation extraction, and the construction of
knowledge graphs.”””® In named entity recognition, entities
(which could be single words or phrases) are identified and
categorized within the text, facilitating the detection of
reagents, products, catalysts, and other chemical entities.
Relation extraction focuses on identifying the connections
between these entities, while knowledge graphs organize these
entities and their relationships into structured representations.
This foundation has enabled the creation of catalysis datasets
related to topics like hydrogen production,* CO, reduction,****
and single-atom heterogeneous catalysis.”

2.2.1 Evolution of tools and techniques

2.2.1.1 ChemDataExtractor. The ChemDataExtractor
tool,**** developed as early as 2016, utilizes word tokenization,

View Article Online
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clustering, and traditional machine-learning models to extract
chemical knowledge from the literature. This tool can identify
compounds and their properties, setting a precedent for the
integration of more sophisticated models. In 2021, Regina
Barzilay et al. developed the ChemRxnExtractor,* a two-stage
deep learning architecture based on transformer models. This
system uses product extraction and reaction role labelling to
structure chemical data. The transformer architecture's atten-
tion mechanism allows the model to concentrate on relevant
parts of the data for different tasks, and its adaptive pre-training
on large-scale unlabelled text has significantly improved its
ability to identify and organize chemical information from
textual sources (Fig. 4). It achieved notable F1 scores of 76.2%
for product extraction and 78.7% for reaction role labelling on
a specialized dataset.

2.2.1.2 SciBERT. Introduced in 2019, SciBERT" leverages
the BERT (Bidirectional Encoder Representations from Trans-
formers) architecture, which is specifically trained on scientific
texts to enhance performance in tasks like entity recognition
and relation extraction.’*™ Following the surge in LLM
advancements in 2022, models such as SciBERT, GPT-3, GPT-
3.5, and GPT-4 have become integral to text-based data extrac-
tion in catalysis.”**® These models have effectively turned the
extraction of text-based data from scientific papers into a nearly
solved challenge.

2.2.1.3 LLMs. Omar M. Yaghi et al.*® utilized OpenAl's GPT-
3.5 to extract and format synthesis information of metal-
organic frameworks (MOFs) from the literature. They addressed
the hallucination issue in LLMs through careful prompt engi-
neering and context provision (Fig. 5). The process involved
segmenting the text, creating numeric vectors to represent each
segment, comparing vectors to the ones of predefined synthesis
descriptions, and choosing the segments with high similarity.
GPT-3.5 then classified these segments as ‘synthesis’ or ‘non-
synthesis’ using in-context learning (ICL), before formatting the
synthesis information into tables. This approach, which also led
to the development of a chemistry chatbot, demonstrates
a promising framework for using LLMs for extracting and
organizing scientific information.

2.3 Summary

In the domain of chemical information extraction, advance-
ments have been marked by the development and deployment
of diverse methods and tools. These technologies are succinctly

Product ——> Reaction type

:
- —» Reactants
ChemRxnExtractor > Solvent
Journal ' Reaction » Catalysts/Reagents
Articles Product Reaction Database
Extraction Role Labeling —» Temperature
—> Time
> Yield

Fig. 4 Scheme of the automated chemical reaction extraction from scientific literature. Reproduced with permission from ref. 82 Copyright

2019, American Chemical Society.
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summarized in Table 1 and are broadly categorized into three
primary types based on the underlying technology: rule-based
OCSR, machine learning-based (ML-based) OCSR, and language
model-based (LM-based) systems.

The rule-based OCSR systems, once dominant, are now
increasingly complemented or surpassed by neural network-
based methods due to their flexibility and growing accuracy.
These machine learning-based systems are not only more
adaptable but also continue to improve as they learn from more
data. The incorporation of rule-based techniques as

Table 1 Comparison of methods for information extraction

a supplementary approach provides a layered methodological
depth that enhances the overall robustness and generalizability
of these technologies.

Language model-based systems, particularly those utilizing
advanced LLMs, represent the frontier of chemical information
extraction. Although their full potential is yet to be realized, the
rapid evolution into multimodal models suggests that trans-
formative developments could emerge shortly. These models
are particularly promising for handling the vast and complex
data typical in catalysis research.

Method Type Extracted content Supported modality Open source Reference
CLiDE Rule-based Molecular structures and charge Text & image Yes 66
OSRA Rule-based Molecular structures Text & image Yes 68
Imago Rule-based Depicted molecules with up and down Text & image Yes 69
stereo bonds and pseudostems
MSE-DUDL ML-based Structures of natural products and Image No 71
peptide sequences
DECIMER ML-based Chemical classes, species, organism Image Yes 72
parts, and spectral data
MolMiner ML-based Molecule structures Image No 75
ChembDataExtractor LM-based Identifiers, spectroscopic attributes, and Text Yes 80 and 81
chemical property attributes (e.g.,
melting point, oxidation/reduction
potentials, photoluminescence lifetime,
and quantum yield)
SciBERT LM-based Identifiers of chemicals Text Yes 11
ChemRxnExtractor LM-based Reactants, catalysts, and solvents for Text Yes 82
reactions
GPT-3.5 LM-based MOF synthesis Text No 16
GPT-4 LM-based Text & image No

© 2024 The Author(s). Published by the Royal Society of Chemistry
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The transition to open-source methods has also played
a critical role in this field. Beginning with systems like OSRA in
the 1990s, the move towards open-source has not only facili-
tated wider access to advanced tools but has also spurred
innovation and customization, enhancing the collective capa-
bility of the research community.

This evolving landscape of chemical information extraction
methods underscores the importance of continual adaptation
and development to harness the ever-increasing volumes of
data in catalysis and other fields of chemistry.

3 Automated and intelligent chemical
robotic system

Automation technologies have profoundly transformed modern
manufacturing, yet their integration into chemical research
remains limited. This is primarily due to the challenges in meeting
the diverse and flexible synthesis and characterization require-
ments of various chemical systems. Effective machine learning
applications in this context demand a densely populated dataset
within the search space to develop reliable models and derive
meaningful insights. Consequently, the experimental systems
employed must be both high-throughput and dependable.

Over the past few decades, significant advancements in
automation have led to reductions in costs and enhancements
in the efficiency, accuracy, and reproducibility of
experiments.®**¢ The origins of chemical automation date back
to the 1960s and 1970s with the development of automated
devices like automated peptide synthesizers,*” DNA synthe-
sizers,*® and organic synthesis modules.* This was followed by
the emergence of high-throughput automated synthesis
systems in the era of combinatorial chemistry.®**® More
recently, the introduction of humanoid chemical robots** and
autonomous flow-based synthesis platforms'® has marked
a new era of innovation in intelligent chemical synthesis.

A notable feature of this latest advancement is the interactive
“ask and tell” process, such as active learning, where models are
continuously trained on current observations and actively request
additional data. This interactive approach can significantly accel-
erate discovery efficiency compared to traditional screening strat-
egies.” Therefore, experimental processes must be designed to be
not only high-throughput but also sufficiently flexible to allow
frequent access and modifications. This is also the stage where
LLMs can contribute, integrating crucial domain knowledge to
enhance exploration and decision-making processes.

In this section, we will discuss how advancements in hard-
ware design, coupled with LLMs, enhance operational flexi-
bility. Later, we will explore the promising potential of LLM-
driven active learning in the subsequent section.

3.1 Automated and intelligent chemical experiment
platform

To address diverse research tasks, various hardware design
principles and methods were employed in building automation
systems. This review will cover two categories of the systems:

12206 | Chem. Sci, 2024, 15, 12200-12233
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(1) Humanoid robotic systems: this approach relies on the
usage of multi-axis arms that provide a high degree of operation
flexibility, mimicking the behavior of human operators.

(2) Automated flow chemical systems: these systems are
designed on the foundation of fluid dynamics and transport
pipelines to achieve precise chemical operations, which can be
seamlessly interfaced with analytical instruments.

3.2 Humanoid robotic system

In a laboratory environment, a robotic arm coupled with auto-
mated guided vehicles (AGVs) and advanced computer vision
systems® can robustly complete tasks such as sample prepara-
tion and handling, control of instruments, and integration of
data recording, analysis, and experiment design. Key to this
scheme is the flexibility introduced by AGVs and robotic arms as
compared to that of their predecessors.

The AGV-based autonomous mobile robot system launched
by Andrew I. Cooper et al.* is a remarkable advance in chemical
automation. The team found improved photocatalysts for
producing hydrogen from water after autonomous running for 8
days, completing 688 experiments in a design space of 10 vari-
ables. The robot (Fig. 6) can handle sample vials among eight
workstations distributed around the lab, including a solid
reagent dispensing system, a mixed liquid dispensing system
and capping module, an ultrasound module, a photolysis
module, a gas chromatography (GC) analysis module, and three
separate sample storage modules to achieve a variety of exper-
imental tasks.

Despite the great advances, the mobile robotic chemist from
Cooper's group is purely driven by Bayesian algorithms and
does not capture existing chemical knowledge or include
theoretical or physical models. Later, a comprehensive artificial
intelligence chemistry laboratory (Fig. 7) was developed by Jun
Jiang's team.® This AI-Chemist consists of three modules,
including a machine-reading module, a mobile robot module,
and a computational module. The AI-Chemist system responds
to scientific questions posed by researchers by tapping into vast
amounts of literature. It digitizes and standardizes experi-
mental protocols, enriching its knowledge base. The platform
manages tasks, monitors the mobile robots, customizes exper-
iment workflows, and stores the data for future use. The
research team used the platform to find the best combinations
of several Martian meteorite rocks to synthesize efficient water
oxidation catalysts for future use in Martian exploration.®®

The recent A-lab, developed by Gerbrand Ceder et al,®
represents a significant advancement in the field of solid
material synthesis. Despite some controversy on the actual
phases of the fabricated materials, the hallmark of the A-lab is
its high degree of automation, which encompasses the entire
synthesis and characterization process, including critical steps
such as powder dosing, sample heating, and X-ray diffraction
(XRD) for product characterization.

One critical issue with the robotic arm system in laboratory
settings is its moderate capacity to parallelize experimental
tasks. While robotic arms bring automation and precision to
the table, they still mimic human researchers to conduct

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Autonomous mobile robot and experimental stations. The mobile robotic chemist (a), the roadmap of the whole laboratory (b) and several
workstations (c—e) are shown. Reproduced with permission from ref. 4 Copyright 2020, Springer Nature.

multiple operations one by one. This constraint is particularly
evident in high-throughput settings where speed and efficiency
are paramount. To address this, integrating robotic systems
with other automated solutions might be necessary.

3.3 Automated flow chemical system

Automated chemical synthesis systems based on flow pipelines
are widely applied in many fields such as chemical pharma-
ceuticals®'* and organic synthesis.'”"**'**"'% The reactors used
in the flow system can be categorized into two distinct types:
batch reactors connected by pipelines and continuous flow
reactors. The major advantage of the flow system comes from

© 2024 The Author(s). Published by the Royal Society of Chemistry

low-cost modularity, where the reaction module, product
separation module, and detection module can all be connected
to the same pipeline in sequence or parallel.

3.3.1 Batch reactors. An example of the batch reactor
system connected by pipelines is the Chemputer developed by
Leroy Cronin et al. in 2019." It is a general automated platform
for organic synthesis (Fig. 8) with a fluid backbone from a series
of syringe pumps and six-way valves. The materials can be
transported among modules. The modules support many
operations including mixing, filtration, liquid-liquid separa-
tion, evaporation, and chromatographic separation. The same
research team' has also introduced an autonomous workflow
to read the literature and execute experiments. A chemical

Chem. Sci., 2024, 15, 12200-12233 | 12207
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Fig. 7 Design of the all-round Al-Chemist with a scientific mind. It includes three modules for chemistry knowledge, autonomous experi-
mentation, and theoretical computation and machine learning (A). The workflow of the Al-Chemist to study various systems are shown in (B).
Reproduced with permission from ref. 5 Copyright 2022, China Science Publishing & Media Ltd.

description language (yDL) that aims to include all the
synthesis operations in a standard format was proposed.
Utilizing this system, the authors showcased the automated
synthesis of 12 compounds from the literature, encompassing
the painkiller lidocaine and several other pivotal molecules. By
now, the capability of the Chemputer has been demonstrated by
its implementations in more than 60 reactions, including Pd-
catalyzed Suzuki coupling.'”~**%

One drawback of many flow systems is the lack of flexibility
for different experiment tasks. One solution is to use general
modules and their combination to support wider experiments.
Alternatively, the modules can be reaction-specific as long as
they can be designed and fabricated efficiently. Leroy Cronin
et al.* showcased a portable, suitcase-sized chemical synthesis
platform with automated on-demand 3D printing of groups of
reactors for different reactions. Researchers demonstrated the
broad applicability of this system by synthesizing five organic

12208 | Chem. Sci, 2024, 15, 12200-12233

small molecules, four oligopeptides, and four oligonucleotides,
achieving good yields and purity.

The implementation of batch reactors with increased
throughput has accelerated the search for catalysts in more
complex systems that involve multiphase reactions. Cheng
Wang et al'®® developed a fast screening platform with
a coherent implementation of automated flow cell assembly
and GC characterization. It was used for parallel synthesis,
electrochemical characterization, and catalytic performance
evaluation of electrocatalysts for the reduction of CO, to C,,
products, which led to the discovery of a Mg-Cu bimetallic
catalyst with competitive CO, to C,, performance and good
stability compared to the top catalysts from other literature
reports (Fig. 9).

3.3.2 Continuous flow reactors. Continuous flow reac-
tors'” provide a scalable solution for organic molecule
synthesis,'**'*® inorganic material preparation,'*'*° colloidal
nanomaterial synthesis,"**'** and electrochemical

107
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Fig. 8 Physical implementation of the synthesis platform Chemputer. The scheme (A) and the actual set-up (B) of the Chemputer are shown
respectively. Reproduced with permission from ref. 17 Copyright 2019, AAAS.

synthesis,"**"** and have gained wide applications in industry.

The reactants are first pumped into a mixing device and then
flow into temperature-controlled pipes or microstructured
reactors until the reaction is complete. Combined with auto-
mation, continuous flow chemistry can efficiently and contin-
uously screen experimental parameters and be further
connected to modules for separation and characterization.'****

Timothy F. Jamison et al.'*> developed a flexible, manually
reconfigurable benchtop flow chemistry platform (Fig. 10),
including various reactor modules for heating/cooling, photo-
chemical reaction, and packed bed reaction. In addition, the
platform integrates liquid-liquid separation technology and is
equipped with inline analysis tools such as high performance
liquid chromatography (HPLC), Fourier transform infrared
spectroscopy (FTIR), Raman spectroscopy, and mass
spectrometry.

© 2024 The Author(s). Published by the Royal Society of Chemistry

One issue of the continuous flow system is its high cost in
paralleling and adaptation. To partly address this issue, Kerry
Gilmore et al."** reported a “radial synthesizer” based on a series
of continuous flow modules arranged radially around a central
switching station, which allows selective access to individual
reactors and avoids equipment redundancies and reconfigura-
tion among different reactions. Storing stable intermediates
inside fluidic pathways enables simultaneous optimization of
subsequent steps during route development. Online moni-
toring via infrared (IR) and 'H/'°F NMR spectroscopy enables
fast post-reaction analysis and feedback. The performance of
this system has been demonstrated in transition metal-cata-
lyzed C-C and C-N cross-coupling, olefination, reductive ami-
nation, nucleophilic aromatic substitution reactions, light-
driven oxidation-reduction catalysis, and continuous multi-step
reactions. In addition, flow selection valve technology can be
used to create different process combinations, as demonstrated

Chem. Sci., 2024, 15, 12200-12233 | 12209
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Copyright 2022, Wiley.

by Nathan Collins et al.'’ in an advanced automated contin-
uous flow synthesizer called AutoSyn, which can access 3800
unique process combinations and up to seven consecutive
reaction steps for efficiently preparing a variety of pharmaceu-
tical small molecule compounds with a scale from milligrams to
grams within hours.

To make the fluidic system even more adaptive, Klavs F.
Jensen et al.*** combined the robotic arm and the flow system
(Fig. 11): the robotic arm is responsible for assembling modular
process units, including reactors and separators, into a contin-
uous flow path. After the synthesis, the robotic arm can
disconnect the reagent lines and move the processing module
to the appropriate storage location. Pneumatic grippers are
used to ensure tight connections between process chambers. In
2023, the same group introduced a prototype that further
incorporates machine learning with robotics to autonomously
design, synthesize, and analyze dye-like molecules with
minimal human intervention.”™ This system successfully
synthesized and characterized 303 new dyes, advancing the
efficiency of chemical discovery.

Flow chemistry systems, while revolutionizing chemical
synthesis and processing, present several limitations in auto-
mation. The setup and maintenance of these systems are
complex and resource-intensive. Establishing precise control
over flow rates, temperature, and pressure requires specialized
equipment and expertise. This complexity also extends to scal-
ability issues; while flow systems excel in scaling up certain

12210 | Chem. Sci., 2024, 15, 12200-12233

types of reactions, they may be less adaptable for reactions
requiring long residence times or intricate synthesis steps.
Additionally, the rigidity in altering reaction conditions can
limit their flexibility, making them less suitable for laboratories
that frequently switch between diverse chemical processes.
Material compatibility is another concern, as the construction
materials of the flow reactors must withstand a wide range of
chemicals and conditions, limiting their use with highly reac-
tive or corrosive substances. Furthermore, while adept at
handling large-scale production, flow chemistry systems can be
less efficient for small-scale synthesis, often leading to ineffi-
ciencies and wastage when dealing with minute quantities.

3.4 Large language models and robots

The introduction of LLMs to robotic systems defines a new
frontier in automation.

First, LLMs have facilitated the development of robotics,
including log information extraction, assisted robot design,**
and task generation and planning.**»****'*” As pointed out by
Francesco Stella et al.,"* LLMs can be the creator for designing
the automating system, be the mentor and copilot for domain
scientists who do not have the necessary educational back-
ground to implement automation in their research, and be an
assistant to debugging, troubleshooting, and method selection
during the technology implementation phase to accelerate the
process.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Second, LLMs, especially the multimodal ones, can help that combines prompt engineering and a high-level feature
develop next-generation robots with increased flexibility. Vem- library to enable ChatGPT to handle various robotic tasks and
prala and others from the Microsoft team'° proposed a strategy  scenarios. An open-source tool called PromptCraft was
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Fig. 11 A robotically reconfigurable flow chemistry platform. Reproduced with permission from ref. 123 Copyright 2019, AAAS.
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introduced, which includes a collaboration platform and
a ChatGPT-integrated sample robot simulator. However, the
LLM-controlled robotic movement is not robust enough for
direct use in chemistry experiments where safety and reliability
are of primary concern.

Third, LLMs also offer solutions to program robots. Kourosh
Darvish et al introduced the CLAIRIFY method,*”” which
combines automatic iterative prompting with program verifi-
cation to ensure the syntactic accuracy of task plans and their
alignment with environmental constraints. The system's
objective is to produce a syntactically correct task plan suitable
for robotic action as a prompt for LLMs to generate a program.
However, the generated plan needs to be verified to detect any
compilation error and pass the error messages as subsequent
input prompts for iterative interaction with the LLMs. The
capability of this method was demonstrated by translating
natural language to an abstract and concise high-level chemical
description language (yDL), which was originally developed and
used in the control of Chemputers.*®

Compared to high-level descriptive codes, generating low-
level operational codes to interface directly with the robotic
system can be more complicated. Genki N. Kanda et al*
demonstrated that GPT-4 can generate low-level operational
Python scripts for automated robots like Opentrons-2 (OT-2)
from natural language instructions. They designed a pipeline
based on GPT-4 to automatically translate natural language
experimental descriptions into Python scripts compatible with
OT-2. Leveraging OpenAl, this approach iteratively queries the
model, extracts, and validates scripts using a simulator of OT-2,
and provides feedback on any errors for correction. This shift
towards natural language instruction simplifies the automation
process, making it accessible to a broader range of researchers
and promoting the automation of biological experiments.

3.5 Summary

Automated and intelligent chemical robotic systems are prom-
ising to significantly enhance the efficiency, accuracy, and
reproducibility of experiments. Table 2 summarizes various
types of automated and intelligent chemical robotic systems,
detailing their specific functions, supported operations, char-
acterization techniques, and chemical spaces they explored.
These systems range from humanoid robotic systems to batch
reactors and continuous flow reactors, each with unique capa-
bilities and applications to study different chemical systems.

We expect a much enhanced automation level in chemistry
research. However, current automation in chemistry still faces
challenges, particularly in the trade-offs between the flexibility
and throughput of automated systems. For instance, although
capable of vast amounts of operations compared to flow
systems, humanoid robotic systems are usually slower in
operational speed to ensure accuracy and safety. On the other
hand, flow chemistry systems can handle hundreds or thou-
sands of experiments per day, but are more task-specific with
limited flexibility. New developments in these strategies are
required to enhance flexibility, throughput, and robustness at
the same time.

12212 | Chem. Sci., 2024, 15, 12200-12233
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Another challenge lies in the control part of the robotic
systems. Although digital twins are very common for humanoid
robotics and in industry, the development of digital twins for
the whole automated chemistry system is still at its initial stage
despite a few efforts.***'*® Ensuring the integrity and safety of
experimental procedures remains paramount in automation
labs. Therefore, greater attention must be directed toward
enhancing the capability to simulate experimental procedures
and detect any potential physical or chemical issues during the
development of various robotic systems. Furthermore, despite
the rapid advancements in novel algorithms, such as rein-
forcement learning, the control of robots in chemistry labs
often relies on hardcoded programming. This limitation
restricts their ability to perform complex tasks and adds chal-
lenges to the maintenance, transferability, and future develop-
ment of the systems. LLMs appear promising in introducing
flexibility to control systems. However, the reliability of LLM-
generated code must be verified either by human experts or
through digital twins. It is foreseeable that digital twins and
LLMs will soon be more cohesively integrated into the control of
chemical robotic systems.

4 Design and discovery of catalysts
with active machine learning

In the discovery of catalysts, the search space is often vast and
grows exponentially with the number of parameters. This
inherent complexity makes the traditional trial-and-error
approach for catalyst screening both labor and computationally
intensive and time-consuming. The emergence of ML and LLMs
has provided opportunities to address this problem. By utilizing
ML and LLMs to guide experimental design with experimental
or theoretical feedback, the search for catalysts can be signifi-
cantly accelerated.

4.1 Design of catalysts guided by machine learning

The implementation of ML in experimental design can lead to
more efficient and cost-effective research. Olsson*® defines
active machine learning as a supervised machine learning
technique in which the learner (i.e., the machine learning
model) determines the sampling point from which it learns.
Bayesian optimization (BO)**" and active learning (AL) are two
important branches of active machine learning that are applied
in catalyst design.

BO is an optimization strategy that balances the exploration
of uncertain regions and the exploitation of known regions with
superior objective values. It is generally used to optimize
a black-box function and consists of three key components:

(1) Surrogate model: this is a predictive model designed to
approximate the underlying function. A wide range of machine
learning models can be employed for this purpose, such as the
Gaussian process,"' ensembles of artificial neural networks,"*?
and Bayesian neural networks.'?*3¢

(2) Acquisition function: an acquisition function is a scoring
function used to rank sampling points within the input space
based on the surrogate model's predictions. Examples of such

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 2 The comparison of methods for robotic systems in chemistry. The systems are categorized into three types: humanoid, flow, or
a mixture of both. The supported operations, characterization and originally studied chemical systems are listed in the table

Type Description Synthesis operations Characterization Target compounds Reference
Humanoid Mobile robotic Solid dispensing, liquid Gas chromatography Catalysts for photolysis of 4
chemist dispensing, capping/ water to produce hydrogen
uncapping, heating, and
sonication
An all-round AI- Solid dispensing, liquid UV-vis, fluorescence, Materials for 5
Chemist dispensing, magnetic and Raman electrocatalysts,
stirring, sonication, drying,  spectroscopy, and gas photocatalysts, and
centrifugation, and liquid chromatography luminescence
extraction
A-lab, an Powder dosing and sample  X-ray diffraction (XRD) Primarily oxides and 6
autonomous heating phosphates identified
laboratory through extensive ab initio
phase-stability data
Flow: Batch Modular robotic Mixing, filtration, liquid- — Organic molecules 17
reactors synthesis system liquid separation,
evaporation, and
chromatographic
separation
A portable suitcase-  Liquid transfer, — Organic molecules 49
sized chemical temperature control,
synthesis platform evaporation, filtration, and
separation
Fast screening Liquid handling, electric Micro-fast gas Electrocatalysts for the 106
platform for the cell preparation, and chromatography CO,RR
CO,RR electrolysis
Flow: continuous Benchtop flow Liquid handling, heating, High-performance Reconfigurable system for 115
flow reactors chemistry platform cooling, photoreaction, liquid chromatography  automated optimization of
extraction and purification =~ (HPLC), IR diverse chemical reactions
spectroscopy, Raman
spectroscop