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Advanced scientific information mining using
LLM-driven approaches in layered cathode
materials for sodium-ion batteries†

Youwan Na,‡ Jeffrey J. Kim,‡ Chanhyoung Park, Jaewon Hwang, Changgi Kim,
Hokyung Lee and Jehoon Lee *

Materials informatics (MI) has emerged as a powerful paradigm for accelerating materials discovery and

development through data-driven approaches. The scarcity of structured materials data, however,

remains a critical bottleneck in minimizing the error between experimental and predicted values. Here,

we present an advanced large language model (LLM) framework for building a comprehensive materials

database of layered metal oxide (LMO) cathode materials in sodium-ion batteries (SIBs). By imple-

menting optimized advanced retrieval-augmented generation techniques, including the tree of clarity

(ToC) methodology, our system achieved an accuracy of 0.8861 and an F1-score of 0.9371 in extracting

structured materials data from open-source publications. The framework successfully processed 312

publications, rapidly extracting 945 data points related to material composition, crystallinity, operating

voltage, and electrode composition at approximately 20 seconds per paper. This automated approach to

materials data acquisition demonstrated here is expected to significantly accelerate the development of

comprehensive materials databases and enable rapid materials discovery through MI.

Introduction

Energy storage systems are an essential part of modern society.
Among various types, lithium-ion batteries (LIBs) are widely
used due to their intrinsically high energy density and long
lifespan.1–3 However, challenges still lie in the cost and sustain-
ability of LIBs because of the scarcity of lithium and unequal
distributions of global lithium reserves.4–6 In the light of such
concerns, sodium-ion batteries (SIBs) have attracted attention
as an alternative to LIBs, given the abundant resource, low cost,
and eco-friendly nature of sodium.6–8 Research on SIBs should
be accelerated in order to advance the sustainable and price-
competitive energy storage system.

However even to this day, the majority of materials research
follows traditional methodologies that rely on the knowledge
and experimental experience of individual researchers, placing
a significant limitation on research performance.9,10 To advance
the research progress at an unprecedented rate, it is important
to rapidly collect and integrate internal data from individual
researchers and external data published by others. Therefore, an

innovative methodology which efficiently collects, integrates, and
applies the latest research data is necessary.

In recent years, there has been burgeoning interest in
searching for methodologies that can accelerate materials
research by implementing programming and artificial intelli-
gence (AI) technologies.11–13 One of the main areas of focus is
the extraction of specific material information from published
papers and its conversion into structured database (DB).14,15

However, these innovative methods still face challenges. For
instance, rule-based methods are largely effective but encoun-
ter difficulties as they require technical knowledge in fields
such as chemical engineering, resulting in complications when
attempting to apply and expand into other domains.16 On the
other hand, natural language processing (NLP) technologies
have made tremendous advancements, but each specific
research domain requires its own datasets and corresponding
trained algorithms, presenting obstacles to their universal and
widespread application.17,18

In the midst of these challenges, the emergence of high-
performance large language models (LLMs) such as GPT-3
brought a revolutionary advancement.19 LLMs have immense
potential in the field of materials science to innovate methods by
which scientific papers are collected, analyzed, and utilized.20,21

This technology can extract and convert insightful data into the
DB from the massive amount of published data without
the need for complex code development or model trainings,
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making it incomparably more effective than the traditional
methods mentioned earlier. The utilization of LLMs will not
only address the limitations of traditional methodologies but
also lead to innovative advancement in materials science by
accelerating research and enabling researchers to make more
systematic decisions.22,23

In this study, we propose an innovative framework of utiliz-
ing LLMs to build a materials DB, specifically focusing on
layered metal oxide cathode materials (LMOs), which are some
of the key cathode active materials for SIBs. In particular, we
address classification and data extraction issues by applying
various retrieval augmented generation (RAG) techniques.24

The main objective of this LLM approach is to overcome the
methodological challenges of the traditional rule-based and
NLP techniques and to provide widely scalable and efficient
solution that could accelerate research. Through the imple-
mentation of LLMs, we anticipate a future where materials
research becomes not only faster but also more accessible and
impactful.

Experimental

Scientific research in batteries and electrochemistry demands
systematic analysis due to the complex interplay of multiple
parameters that determine the optimal performance. These
studies require comprehensive examination across various aspects
including electrochemical analysis, materials characterization,
and system parameters. Electrochemical analysis encompasses
characterization through various techniques and performance
evaluation, while materials characterization involves synthesis
optimization, structural analysis, and surface chemistry studies.
System parameters focus on electrolyte composition, electrode
formulation, and testing conditions, all of which significantly
influence the overall performance.

The corpus of literature selected in this study encompasses
the field of LMOs for SIBs. Journal metadata in excel format
and full documentation of each paper were downloaded manu-
ally from Scopus, one of the widely recognized academic search
engines.25 The search term ‘‘Layered metal oxide cathode
material for sodium ion battery’’ was used to search papers
within ‘‘Article title, Abstract, Keywords’’ option and was limited
to ‘‘all open access’’ publications, resulting in a total of 312 open
access papers with diverse experimental results. All of the papers
found were downloaded and utilized as the fundamental data
for conducting analysis and evaluation throughout this study.
Furthermore, to obtain objectivity and credibility of this investiga-
tion, 33 papers were randomly selected among 312 papers and
stored as a set of test data for the evaluation of LLM performance
in various tasks.

All documents underwent a conversion process from PDF to
text format with GROBID (GeneRation Of BIbliographic Data),
which is the library specifically designed to convert unstruc-
tured scholarly PDF documents into well-structured XML/TEI
formats, systematically identifying and extracting key docu-
ment components.26 The text pre-processing stage involved

excluding information such as copyright notices and page
information from the PDF documents where target data were
not present. The detailed description of GROBID is presented
in S1 (ESI†).

To extract key information from the pre-processed text, we
utilized an LLM-powered method called RAG (retrieval aug-
mented generation), as shown in Fig. 1. RAG consists of three
main stages for the data extraction process. In the first stage,
prompt engineering involves designing systematic queries for
information extraction and establishing a framework for data
structuring. The detailed prompts utilized in this process
are described in S2 (ESI†). In the second stage, information
retrieval implements automated methods to extract and inte-
grate information from multiple sources. In the final stage,
answer generation systematically organizes the extracted
data, analyzing composition–performance relationships, and
derives insights for optimization. The key features to be
extracted are as follows: (1) purpose, (2) strategy, (3) composi-
tion, (4) crystal, (5) coating, (6) morphology, (7) upper voltage,
(8) lower voltage, (9) active material content, (10) conductive
additive, (11) conductive additive content, (12) binder and
(13) binder content.

The performance and reliability of the proposed LLM frame-
work were evaluated using a comprehensive methodology
consisting of four key dimensions: confusion matrix for quan-
titative measurement, economic efficiency analysis for resource
utilization assessment, reliability and consistency evaluation
for stability testing, and hallucination detection through the
RAGAS framework.27 The detailed evaluation methods and
results for each dimension are provided in S3 (ESI†).

Fig. 1 Schematic illustration of scientific information extraction using the
RAG method.
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Results and discussion

The optimization of chunk size, which is a token length used to
divide large document into segments of equal length, in the
implementation of RAG systems using LLMs serves as a critical
parameter determining system performance and reliability.
Particularly in materials engineering, where accurate extraction
of material properties, experimental conditions, physical data,
and maintenance of contextual continuity significantly impacts
the system performance, this can be achieved through optimizing
the token length.

Inappropriate token lengths can lead to two major issues.
First, an excessively short token length may fragment single
experimental conditions or property data into multiple chunks,
compromising information continuity. Second, overly long
contexts may reduce model accuracy in identifying and extract-
ing key information. This optimization becomes particularly
crucial in the materials engineering domain, where the inter-
connectivity between material structure–properties and proces-
sing–performance relationships is highly intricate. Against this
background, this study quantitatively evaluated the model
performance by extracting material properties and experimental
conditions from specialized literature in materials and electro-
chemistry fields under various chunk size conditions.

The analysis of performance evaluation using the GPT-4o28

model showed a general trend of improved performance as the
chunk size increased. All of the evaluations were based on
extracting 13 features without separate analysis for each fea-
ture. As shown in Fig. 2a, in the confusion matrix, optimal
performance was achieved at chunk size 2000, where the GPT-
4o model recorded a Precision of 0.9335 and a Recall of 0.9111.
Notably, it achieved an F1-score of 0.9221 and an Accuracy
of 0.8555, demonstrating the excellent performance of this
large language model and detailed evaluation results are pro-
vided in S4 (ESI†).

In terms of economic efficiency, the GPT-4o model showed a
notable increase in cost and processing time as the chunk size
increased. While input token usage increased dramatically
from 590 to 7805, output token usage showed a relatively
modest increase from 81 to 145. The processing time remained
under 1 second for most intervals but reached its longest
duration of 1.1230 seconds at 5000. In terms of cost, there
was a consistent increase with chunk size, rising to $2.0958 per
100 questions at full context.

The reliability metrics of the GPT-4 model consistently
demonstrated stable performance. Consistency remained at
very high levels between 0.97 and 0.99 across all chunk sizes,
while self-confidence improved with increasing chunk size,
reaching 0.9241 at 2000. Semantic similarity showed particu-
larly notable performance, maintaining above 0.9 across all
intervals and reaching 0.9529 at 2000.

When analyzing these results comprehensively, the GPT-4o
model showed optimal balance points across most perfor-
mance metrics at chunk size of 2000. Faithfulness was recorded
as 0.8717 in this interval, representing a highly stable perfor-
mance level for an LLM. However, this excellent performance

comes with the trade-off of increased costs and processing
time, indicating that improving the overall cost efficiency
remains an important challenge for the GPT-4o model.

As depicted in Fig. 2b, in comparison, both GPT-4o-mini and
GPT-3.5-turbo models also showed an optimal performance at a
chunk size of 2000. In the confusion matrix, GPT-4o-mini
recorded a precision of 0.8766, a recall of 0.8900, an F1-score
of 0.8832, and an accuracy of 0.7909 (S5, ESI†), while GPT-3.5-
turbo achieved a precision of 0.8635, a recall of 0.8333, an F1-
score of 0.8482, and an accuracy of 0.7363 (S6, ESI†). Both
models demonstrated excellent performance in reliability
metrics, with semantic similarity showing very similar levels:
0.9496 for GPT-4o-mini and 0.9476 for GPT-3.5-turbo.

The three models showed interesting differences in eco-
nomic efficiency. While GPT-4o-mini took 0.8524 seconds of
processing time and cost $0.0384 per 100 questions, GPT-3.5-
turbo achieved faster processing at 0.5154 seconds with a
similar cost of $0.0376 per 100 questions. Notably, in the
consistency metric, GPT-4o-mini demonstrated superior stabi-
lity with 0.9500 compared to GPT-3.5-turbo’s 0.8427.

Considering the unique requirements of materials engineering,
accuracy serves as the critical performance indicator over cost
efficiency. Therefore, despite the trade-offs in processing time and
cost, we chose to adopt the GPT-4o model with chunk size 2000 as
the optimal parameter setting, given its superior performance across
various metrics. However, recognizing that the current performance
levels do not fully meet the stringent accuracy requirements of
materials engineering, we applied a set of various techniques known
as advanced RAG to enhance the model’s performance.

Advanced RAG29 is a sophisticated information retrieval and
generation system designed to overcome the limitations of

Fig. 2 Performance analysis of GPT models using confusion matrices.
(a) Confusion matrix showing classification performance across different
token lengths for the GPT-4 model. (b) Comparative confusion matrix
analysis of various GPT models at a fixed chunk size of 2000 tokens.
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naive RAG systems. While conventional RAG simply retrieves
relevant documents and generates responses based on them,
advanced RAG integrates various advanced techniques to pro-
duce more accurate and reliable outputs. We adopted several
innovative approaches that demonstrated effectiveness in pre-
vious studies. The HyDE approach,30 which generates hypo-
thetical documents using LLMs before performing the actual
search, showed significant performance improvements in zero-
shot environments. The fusion RAG,31 which expands queries
into multiple sub-queries and performs re-ranking based
on reciprocal rank fusion, substantially enhanced retrieval
accuracy.

Furthermore, we implemented tree of clarification (ToC)32

and Self-RAG,33 which are respectively a recursive clarification
approach through hierarchical sub-question generation and a
framework for improving retrieval efficiency through dynamic
search execution. ToC automatically prunes unnecessary clari-
fication paths, while Self-RAG utilizes reflection tokens to per-
form retrieval only when necessary and evaluates the factuality
and relevance of generated outputs.

Experimental results revealed that most advanced RAG
techniques failed to achieve significant performance improve-
ments compared to the baseline Naive RAG approach, as
demonstrated in Fig. 3a. Quantitative evaluation using a con-
fusion matrix showed that while HyDE achieved a Precision of
0.9409, its F1-score of 0.9223 was comparable to that of Naive
RAG (0.9221). Similarly, RAG-Fusion and Self-RAG recorded
F1-scores of 0.9213 and 0.9281, respectively, failing to demon-
strate expected performance enhancements. Detailed evalua-
tion metrics for each advanced RAG technique are provided
in S7 (ESI†).

However, the tree of clarity (ToC) technique uniquely demon-
strated notable performance improvements. ToC achieved an F1-
score of 0.9371, marking a significant 1.5% improvement over
Naive RAG, with balanced enhancements in both Precision
(0.9481) and Recall (0.9264). This performance superiority
can be attributed to ToC’s structural characteristics aligning
well with the specificity of chemical materials literature. ToC’s
recursive clarification mechanism effectively decomposed
complex chemical compound queries, while its BFS-based explora-
tion enabled comprehensive mapping of various chemical proper-
ties and relationships. Additionally, its automatic pruning function-
ality for efficient information filtering and long-form response
generation capability contributed to accurately capturing complex
chemical material characteristics.

Conversely, other advanced RAG techniques struggled to
effectively handle the domain specificity of chemical materials
literature. HyDE’s virtual document generation approach faced
challenges in ensuring accuracy for specialized information
such as chemical structures and properties, while RAG-Fusion’s
query expansion strategy showed limitations in maintaining
specialized context in the chemical materials field. Self-RAG’s
selective search mechanism also risked omitting critical infor-
mation in this specialized domain.

Although these advanced RAG techniques showed varying
levels of effectiveness, computational efficiency analysis
revealed significant overhead across all approaches. As illu-
strated in Fig. 3b, processing times increased substantially
compared to that of Naive RAG (0.7473s); HyDE required
2.3102s, RAG-Fusion required 1.8s, required ToC 2.7831s, and
Self-RAG required 3.44s. Cost analysis also showed higher
requirements compared to Naive RAG ($0.6287 per 100queries),
with ToC particularly demanding the highest cost ($1.2556 per
100queries) and maximum token usage (averaging 3831 tokens).

These analytical findings suggest the necessity for careful
consideration when implementing advanced RAG methodo-
logies in specialized domains such as chemical materials
literature. Particularly, methodologies excluding ToC demon-
strated minimal performance improvements despite increased
computational costs and slightly diminished self-confidence,
indicating that Naive RAG optimization might represent a
more effective approach for practical system implementation.
However, in our chemical material information extraction task,
where accurate information extraction took precedence over
computational cost and processing time considerations, we
proceeded with the final implementation using the ToC-based
RAG system, which demonstrated superior performance.
This decision was predicated on the paramount importance
of accurate capture of chemical material complex characteris-
tics and relationships and reliable information provision,
despite elevated computational costs.

As shown in Fig. 4, we demonstrated the practical applica-
tion and effectiveness of the ToC RAG system. In a large-scale
information extraction task targeting 312 open-source publica-
tions, we extracted a total of 945 data points related to material
composition, crystallinity, operating voltage, and electrode com-
position. The extraction process was conducted systematically, first

Fig. 3 Comparative analysis of advanced RAG techniques. (a) Perfor-
mance evaluation showing accuracy and F1. (b) Efficiency metrics display-
ing computational cost and processing time requirements.
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extracting material compositions, then generating customized
questions to extract the operating voltage and crystallinity of
each material, followed by electrode composition information.
All of the extracted data and detailed processing workflows are
provided in the ESI.† The total processing time was less than
2 hours, averaging 20 seconds per paper. This represents a
significant improvement in efficiency compared to the traditional
manual extraction method, which takes approximately 20 minutes
per paper.

Using the extracted data, we constructed a database that
serves as a crucial asset for material composition design and
development. For example, it can be utilized to train machine
learning models for proposing new LMO compositions
with specific electrochemical properties. Additionally, through
structure–property relationship analysis, in-depth analysis of
the correlation between the crystal type and electrochemical
performance of LMO materials becomes possible, providing
important insights into structural design to enhance properties
such as high energy density, long lifespan, and fast charging
capabilities.

Conclusions

In this study, LLMs were employed to classify papers, extract
key parameters and the main approach of the studies, and
successfully build a DB. This methodology is expected to
significantly accelerate the research development of SIBs.
Moreover, it is not limited to SIBs but has the potential to be
expanded to studies on different materials development.

However, this extraction methodology, based solely on text,
still has limitations in fully capturing all the key information
because visual elements such as figures and charts,34 which
often contain important data, were excluded. Therefore, it is
essential to process visual elements in order to improve the
accuracy of this data extraction methodology. To address this
existing issue, many researchers are continuously working to
improve the performance of vision models. It is anticipated that
these advancements will ultimately lead to the ability to extract
information from a paper in any format.

Furthermore, the use of external LLMs significantly limited
the utilization of the internal data due to security concerns in
industry.35 This may be a major bottleneck in research dealing
with internal information of an organization. However, it is
anticipated that these concerns will be somewhat resolved with
the emergence of open-source LLMs such as Meta’s Llama.36

Such open-source models can be built and fine-tuned within
each organization, making it possible to utilize internal data
while maintaining security.37 This is expected to be a critical
part of the roadmap towards reducing data security risk and
enabling broader applications
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