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Mechanism of RGD-conjugated nanodevice binding
to its target protein integrin αVβ3 by atomistic
molecular dynamics and machine learning†

Giulia Frigerio, a Edoardo Donadoni, a Paulo Siani,a Jacopo Vertemara,b

Stefano Motta,c Laura Bonati, c Luca De Gioiab and Cristiana Di Valentin *a,d

Active targeting strategies have been proposed to enhance the selective uptake of nanoparticles (NPs) by

diseased cells, and recent experimental findings have proven the effectiveness of this approach. However,

no mechanistic studies have yet revealed the atomistic details of the interactions between ligand-activated

NPs and integrins. As a case study, here we investigate, by means of advanced molecular dynamics simu-

lations (MD) and machine learning methods (namely equilibrium MD, binding free energy calculations and

training of self-organized maps), the interaction of a cyclic-RGD-conjugated PEGylated TiO2 NP (the

nanodevice) with the extracellular segment of integrin αVβ3 (the target), the latter experimentally well-

known to be over-expressed in several solid tumors. Firstly, we proved that the cyclic-RGD ligand binding

to the integrin pocket is established and kept stable even in the presence of the cumbersome realistic

model of the nanodevice. In this respect, the unsupervised machine learning analysis allowed a detailed

comparison of the ligand/integrin binding in the presence and in the absence of the nanodevice, which

unveiled differences in the chemical features. Then, we discovered that unbound cyclic RGDs conjugated

to the NP largely contribute to the interactions between the nanodevice and the integrin. Finally, by

increasing the density of cyclic RGDs on the PEGylated TiO2 NP, we observed a proportional enhance-

ment of the nanodevice/target binding. All these findings can be exploited to achieve an improved target-

ing selectivity and cellular uptake, and thus a more successful clinical outcome.

1. Introduction

The main limit in using nanoparticles (NPs) for cancer therapy
is their poor selectivity towards diseased tissues and cells.1

Two types of targeting strategies have been proposed to
enhance the NP accumulation in the tumor site (passive tar-
geting) and their internalization in cancer cells (active target-
ing).2 At the basis of the passive targeting3 is the enhanced
permeability and retention (EPR) effect,4 whose limitations
and failures could be overcome by the use of multifunctional
NPs3–6 conjugated with targeting ligands. The active targeting
strategy, which is the focus of this work, relies on specific bio-

logical interactions between ligands exposed by NPs and target
proteins that are over-expressed or expressed only by cancer
cells.

Integrins αVβ3, which are known to have very low expression
levels in normal tissues and to be over-expressed on both
cancer and endothelial cells in several types of solid tumors,
are among the most common cellular targets.2,7,8 They belong
to a family of heterodimeric transmembrane proteins (integ-
rins) of at least 24 different members. Integrins modulate cell–
cell adhesions and the cell adhesion to the extracellular matrix
(ECM) in healthy cells, but also cell survival, migration, and
proliferation in tumors, by interacting with their natural
ligands, such as collagen, laminin, and fibronectin. Each
integrin is formed by one α (18 types) and one β (8 types)
subunit, which are non-covalently associated into a dimer that
resembles a head with two legs (Fig. 1A), whose different con-
formations correspond to various states in integrin activation,
signaling, and functioning.9,10

The most common strategy to use integrins αVβ3 as targets
for active targeting of cancer cells11,12 is to exploit the ligand
binding pocket that is in the headpiece of the integrin at the
interface between the β-propeller (α subunit) and the β-A (β

†Electronic supplementary information (ESI) available. See DOI: https://doi.org/
10.1039/d3nr05123d

aDipartimento di Scienza dei Materiali, Università di Milano-Bicocca, via R. Cozzi

55, 20125 Milano, Italy. E-mail: cristiana.divalentin@unimib.it
bDipartimento di Biotecnologie e Bioscienze, Università di Milano-Bicocca, Piazza

della Scienza 1, 20126 Milan, Italy
cDipartimento di Scienze dell’Ambiente e del Territorio, Università di Milano-

Bicocca, Piazza della Scienza 1, 20126 Milan, Italy
dBioNanoMedicine Center NANOMIB, Università di Milano-Bicocca, Italy

This journal is © The Royal Society of Chemistry 2024 Nanoscale, 2024, 16, 4063–4081 | 4063

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

5 
he

lm
ik

uu
ta

 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
2.

8.
20

24
 4

.4
5.

26
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

http://rsc.li/nanoscale
http://orcid.org/0000-0003-4517-6432
http://orcid.org/0000-0003-3421-6857
http://orcid.org/0000-0003-3028-0368
http://orcid.org/0000-0003-4163-8062
https://doi.org/10.1039/d3nr05123d
https://doi.org/10.1039/d3nr05123d
https://doi.org/10.1039/d3nr05123d
http://crossmark.crossref.org/dialog/?doi=10.1039/d3nr05123d&domain=pdf&date_stamp=2024-02-20
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3nr05123d
https://pubs.rsc.org/en/journals/journal/NR
https://pubs.rsc.org/en/journals/journal/NR?issueid=NR016008


subunit) domains. For that purpose, NPs must be covered with
integrin-affine ligands, which should contain or mimic
adhesive aminoacidic sequences of ECM proteins, such as, in
the case of integrins αVβ3, the Arg-Gly-Asp (RGD) sequence that
is naturally present in fibronectin, vitronectin, fibrinogen,
among others.9 Several RGD-based ligands have been proposed
to target integrins αVβ3, selectively.8,11 Small cyclic RGD-based
ligands are the preferred ones because their synthesis is
simple and controllable, they are less immunogenic with
respect to larger peptides (such as antibodies)3 and, thanks to
their cyclic nature, they are resistant to enzymatic hydrolysis
and rigid enough to favor integrin binding.8,13,14 Additionally,
NPs exposing multiple ligands may be able to bind more integ-
rins simultaneously, as multivalent ligands do, resulting in a
stronger nanodevice/protein interaction.15–18 Atomic force
microscopy (AFM) experiments have recently shown that the
multivalent interaction of pancreatic cells integrins αVβ3 with
two or three cyclic RGD-based ligands agrees with a noncoo-
perative, parallel bond model.19 Furthermore, integrins are
physiologically involved in cyclic endocytosis and exocytosis
processes, which can be exploited to internalize NPs once
bound to the integrin’s extracellular segment.8 Besides, integ-
rins αVβ3-mediated phagocyte hitchhiking proved to be a
plausible mechanism for NPs to escape blood vessels and
enter tumor tissues.20 Noteworthy, it has been experimentally
demonstrated, with 100 nm polystyrene NPs covered with RGD
ligands, that due to their mechanosensors role21 integrins
favor the cellular uptake as a consequence of the enhanced
cytoskeleton structuring.22

The affinity of cyclic RGD-based pentapeptide ligands for
integrins αVβ3 has been proven experimentally both by low
(nM) IC50 values14 and by the co-crystallization of the extra-
cellular segment of integrin αVβ3 with the cyclic pentapeptide
c(RGDf(NMe)V), also known as cilengitide, hereafter shortened

as CGT. The latter X-ray crystal structure was experimentally
obtained in 2002 with a resolution of 3.2 Å (PBD ID: 1L5G).23

Recently, Alhalhooly et al.19 probed the strength of the inter-
action of a cyclic RGD ligand with integrin αVβ3 on live pan-
creatic cancer cells with single-molecule binding force spectro-
scopic methods.

The interaction of integrin αVβ3 with either natural
ligands24 or RGD-based synthetic ligands13,25,26 has also been
modeled using computational chemistry methods. The exist-
ing computational studies, in line with experimental findings,
agree that the two fundamental interactions involve Arg and
Asp side chains of RGD, bearing +1 and −1 charge at physio-
logical pH, respectively.13,14,23,25,27,28 In particular, in the CGT/
integrin αVβ3 co-crystal, the following is observed: the Arg gua-
nidinium group establishes a double side-on H-bond with
Asp218 and a simple one with Asp150, both in the α subunit;
one O atom of the Asp carboxylate group coordinates a diva-
lent cation that belongs to the binding site, whereas the other
O atom establishes two H-bonds with the backbone N atoms
in Asn215 and Tyr122 of the β subunit; Gly participates in
several hydrophobic interactions with Arg216 of the β subunit
(Fig. 1B).23,28,29 Interestingly, three divalent cations, whose role
and dependence upon ligand binding is still unclear and
debated, were experimentally found close to the binding site
in the crystal structure.27 They are commonly named according
to the site where they are located: (i) Metal Ion-Dependent
Adhesion Site (MIDAS) is the site of the cation coordinated by
RGD Asp (Fig. 1B), (ii) Adjacent to MIDAS (ADMIDAS) is the
site more exposed to the solvent, and (iii) Ligand-Induced
Metal Binding Site (LIMBS) is buried into the protein.
Additionally, Molecular Dynamics (MD) simulations of RGD
linear and cyclic peptides revealed that more than one RGD
linear molecule could simultaneously bind the same integrin
αVβ3.25 Through Steered MD (SMD) simulations, the associ-

Fig. 1 (A) Integrin αVβ3 extracellular segment schematic representation. A dashed line contours the domains of the two subunits which form the
binding site. (B) Schematic representation of a generic cyclic pentapeptide ligand and its interactions with the integrin αVβ3 binding site, as reported
in the literature. In cilengitide R1 stands for Val side chain, R2 for CH3, and R3 for D-Phe side chain. In c(RGDyK), the ligand used in this work, R1

stands for Lys side chain, R2 for H, and R3 for D-Tyr side chain. Interactions color code: H-bonds are drawn in cyan, ion–π interactions in orange, and
ion coordinating bonds in yellow. The αV and β3 subunits and residues are shown in blue and red, respectively. The protein residues are preceded by
the letter A and B when they belong to α and β subunits, respectively.
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ation and dissociation pathways of both linear and cyclic RGD
molecules based on the same RGD sequence were reproduced,
proving that the interaction of cyclic RGD with integrins is
more stable and more difficult to be disrupted due to the
cyclic RGD’s lower flexibility and enhanced protection from
attacks by water molecules.13

Several in vitro and in vivo experiments proved the efficacy
of active targeting of integrins αVβ3 by RGD-conjugated
NPs.11,30–32 For example, the encapsulation of a prodrug of cis-
platin into poly(D,L-lactic-co-glycolic acid)-block-polyethylene
glycol (PLGA-PEG) NPs conjugated with cyclic RGD ligands
enhanced the drug cytotoxicity in comparison to conventional
cisplatin treatment in in vitro experiments and increased its
efficiency reducing the side effects on breast cancer cells
in vivo.33 Similarly, the cytotoxic efficacy of paclitaxel was
found to improve when loaded in PEG-PLGA micelles that are
conjugated to cyclic RGD molecules for glioblastoma treat-
ment34 or in RGD-modified PLGA-chitosan NPs for the delivery
to lung cancer cells.35 RGD-conjugated chitosan NPs were also
demonstrated to improve the therapeutic efficacy of other che-
motherapeutic drugs, such as raloxifene, by enhancing the cel-
lular uptake by breast cancer cells and reducing cells
migration and angiogenesis in vitro and by reducing the tumor
tissue growth without affecting normal tissues in vivo.36 As a
further example, PEG-coated long-circulating liposomes (LCL)
conjugated to RGD ligands made the liposomes target angio-
genic endothelial cells in vitro and in vivo.37 Interestingly,
other types of cancer treatments can exploit the targeting of
integrins: for instance, Dayan et al.38 conjugated a modified
protein, namely RGD-modified dihydrolipoamide dehydrogen-
ase, with TiO2 NPs for tumor-targeted photodynamic therapy
(PDT).

To our best knowledge, no computational study has yet pro-
vided atomistic insights into the mechanism of interaction
between integrin αVβ3 and targeting NPs. As discussed above,
so far computational chemistry methods have only been
applied to investigate either the interaction of the integrin
αVβ3 with its ligands13,24,25,27–29 or integrins activation
mechanisms.24,39–43 Here, we use atomistic MD simulations to
investigate the interaction between the extracellular segment
of integrin αVβ3 and a cyclic-RGD-conjugated PEGylated TiO2

NP, where the cyclic RGD is c(RGDyK), hereafter cRGD. The
novel aspects of this study are related to the complexity of the
systems and to the level of resolution adopted in the MD simu-
lations herein, since previous computational works investi-
gating the interaction between proteins and functionalized
NPs has been generally performed at lower levels of resolution
(e.g., coarse-grained and mesoscale models),44–54 as reviewed
by Brancolini et al.55 Moreover, the vast majorities of MD
simulations56–62 studies reported in the literature focused on
protein corona formation56–62 rather than investigating the
molecular mechanisms underlying active targeting.63 The
cRGD-conjugated PEGylated TiO2 NP models were obtained in
a previous work by some of us.64 The conjugation densities
that we considered are in accordance with experimental
reports.65–69 The main goals of the present work are to assess

(i) the binding stability of integrin αVβ3 and cRGD, when the
latter is conjugated to PEGylated TiO2 NPs, (ii) the influence of
the nanodevice/integrin interaction on the protein confor-
mation and (iii) the impact of using different cRGD densities.
Results are presented comparatively with respect to the corres-
ponding simpler system, where only the cRGD ligand is bound
into the integrin’s pocket. This approach highlights the effect
of the presence of the connecting PEG chain and of the heavy
NP.

The system under investigation (cRGD-conjugated
PEGylated TiO2 NP/integrin αVβ3) is a multifunctional nano-
device that, on one side, can target overexpressed integrins
αVβ3 through cRGD ligand, but, on the other, can also perform
PDT under light irradiation, as a consequence of TiO2 excellent
photoabsorption and photocatalytic properties towards reac-
tive oxygen species (ROS) formation.70 It can be considered a
pertinent case study to unveil the crucial molecular features
which selectively target integrins αVβ3 and, consequently,
cancer cells. Both the experimental and the computational
communities will benefit from the atomistic knowledge
derived from this study on a nanodevice/target interaction.3

2. Computational details

We report in Fig. 2 the structural formula of the ligand, the
nanodevice components and the summary of the unbiased
MD simulations performed in this study. Hereinafter, the
simulation of the complex between the integrin αVβ3 extracellu-
lar segment and a single cRGD molecule is named “cRGD MD
simulation”, whereas the simulations involving the integrin
αVβ3 extracellular segment in complex with a cRGD-conjugated
PEGylated TiO2 NP, characterized by an increasing cRGD
density in each simulation, are named “NP-cRGD MD
simulations”.

2.1. Simulation details

2.1.1. Starting-point geometry for integrin αVβ3 in complex
with cRGD. In order to find a reliable starting-point geometry
for cRGD (Fig. 2A) in complex with integrin αVβ3, we performed
rigid-receptor docking calculations and replica exchange MD
(REMD) simulations. The computational details for docking
and REMD can be found in Section S1.1 and Section S1.3 in
the ESI,† respectively. Based on those results, discussed in
Section S1.2 of the ESI† and 3.1 of the manuscript, we decided
to start our MD simulations from the crystal structure of the
extracellular segment of integrin αVβ3 in complex with cilengi-
tide, mutating (N-Me)-Val and D-Phe amino acids into Lys and
D-Tyr, respectively (Fig. 1B). The aforementioned crystal struc-
ture, which was resolved by Xiong et al.23 with X-ray experi-
ments with a resolution 3.2 Å, was downloaded from the
Protein Data Bank (PDB ID: 1L5G). All the integrin extracellu-
lar domains included in the crystal structure were used in our
calculations (about 23 000 atoms, with a diameter of about
10 Å). The eight Mn2+ ions found in the crystal structure were
substituted with Ca2+ ions, following a common practice in
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integrin modeling25,39,71 and since Ca2+-containing and Mn2+-
containing experimental crystal structures of integrin αVβ3
extracellular segment did not differ much in their structure.23

2.1.2. MD simulation of integrin αVβ3 in complex with
cRGD. The force field (FF) parameters were assigned with
Ligand Reader & Modeler module72,73 on the CHARMM-GUI
web-based interface, we used CHARMM36 FF74–76 for the
integrin and CGenFF77–79 to parametrize the cRGD ligand in
the same manner as we previously did in ref. 64 For reliable
intermolecular interactions between the ligand and the central
ion belonging to the binding site (MIDAS), we relied on the
non-bonded model using the CHARMM36 FF set of para-
meters without the NBFIX correction to describe the inter-
molecular interaction between Ca2+ ions and O atoms of car-
boxylate groups. Further details on the choice of the starting-
point geometry of ligand/protein complex and the assessment
of different sets of Lennard–Jones (LJ) parameters to describe
the Ca2+ ions can be found in Section S1.4 in the ESI.†
Solution Builder72,80 module on the CHARMM-GUI web-based
interface module was used to solvate the ligand/protein
complex in a cubic box with sides of 155 × 155 × 155 Å3 filled
with CHARMM-modified TIP3P water molecules81–83 and posi-
tive (Na+) and negative (Cl−) ions to counterbalance the charge
of the solute (−24) and mimic the physiological concentration
of 0.15 M.

After the steepest descent energy minimization, the system
was heated to 300 K in 2 ns and equilibrated for another 2 ns,
applying restraints on the protein structure: backbone heavy
atoms coordinates were restrained to their initial values with a
force constant of 400.0 kJ mol−1 nm−2, side chains heavy
atoms coordinates with a force constant of 40.0 kJ mol−1 nm−2

and backbone dihedral angles with a force constant of 4.0 kJ
mol−1 nm−2. The restraints were removed, and an NPT MD
simulation was run up to 500 ns. The V-rescale thermostat84

with a coupling constant of 1.0 ps and Parrinello-Rahman
barostat85 with a coupling constant of 2.0 ps were used to
control temperature (300 K) and pressure (1 bar). We employed
LINCS algorithm86 to constrain the bonds involving H atoms
and Newton’s equations of motion were integrated in time
using the Velocity-Verlet leap-frog algorithm87 with a timestep
of 2.0 fs. Long-range electrostatic interactions were handled
with Particle Mesh Ewald method88 with a cutoff distance of
12 Å, while short-range repulsive and attractive interactions
were treated by Lennard–Jones potential and Lorentz–
Berthelot combining rules with an energy switching function
that ramps the energy smoothly between an inner cutoff of
10 Å and an outer cutoff of 12 Å. Periodic Boundary
Conditions were imposed. All minimization, equilibration, and
production steps were performed with open source GPU-accel-
erated GROMACS code (version 2020.3).89

2.1.3. MD simulations of integrin αVβ3 in complex with
cRGD-conjugated PEGylated TiO2 nanoparticles. For the
systems including the NPs, we used the three models of cRGD-
conjugated PEGylated TiO2 nanoparticles that we investigated
in our recent work.64 Each of them is constituted of an anatase
TiO2 spherical NP model ((TiO2)223·10H2O, ∼700 atoms) with a
diameter of 2.2 nm 90,91 and functionalized with 50 PEG500

chains (MW ∼ 500 Da),92,93 which are partly conjugated to
cRGD ligands (see Fig. 2B). In brief, the TiO2 NP model, pre-
viously designed by some of us,90,91 was carved from a large
bulk anatase supercell with the desired diameter. The 3-fold
and some 4-fold coordinated Ti atoms or mono-coordinated O

Fig. 2 Schematic representation of the systems under study and their components: (A) structural formula of cRGD, (B) chemical details of the nanodevice
components, (C) summary of simulations performed. The cRGD MD simulation includes only the target protein (integrin αVβ3) and the ligand (cRGD). The
NP-cRGD MD simulations are the MD simulations of cRGD-conjugated PEGylated TiO2 NPs in complex with integrin αVβ3, at three different degrees of
cRGD conjugation. The PEG chain carrying the ligand and the ligand itself are shown in green in the representations on the sides.
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atoms were either removed or saturated with –OH groups or H
atoms, respectively. This model then underwent simulated
annealing at 700 K at the DFTB (Density Functional Tight-
Binding) level of theory and full atomic relaxation at the
hybrid DFT (Density Functional Theory) level. In a following
work,92,93 the NP was grafted with 50 methyl-terminated
PEG500 chains, whose –OH terminal groups bind to the most
reactive 4-fold coordinated Ti atoms and to 5-fold coordinated
Ti atoms on the surface, resulting in a grafting density equal
to 0.02252 chains per Å2. Lastly, some of the PEG chains were
conjugated with cRGD targeting ligands through an amide
bond with GaussView program.94 Further details on the
methods employed to build these models can be found
elsewhere.64,90–93 In particular, the three models differ for the
cRGD density: the lowest density model (5 out of 50 PEG
chains conjugated with cRGD, degree of conjugation of 10%,
0.2 cRGDs per nm2) is referred to as NP-PEG-cRGD10, the
intermediate density model (10 out of 50 PEG chains conju-
gated with cRGD, degree of conjugation of 20%, 0.5 cRGDs per
nm2) as NP-PEG-cRGD20 and the highest density model (25
out of 50 PEG chains conjugated with cRGD, degree of conju-
gation of 50%, 1.1 cRGDs per nm2) as NP-PEG-cRGD50.

For the integrin, we used the same set of FF parameters
cited in the previous section. For the PEG500 and PEG500-cRGD
chains, we used CGenFF,77–79 and for the TiO2 NP we assigned
the partial atomic charges and Lennard–Jones (12,6) para-
meters according to the coordination number of titanium and
oxygen atoms from the version optimized by Brandt et al.95 of
the original Matsui–Akaogi FF for TiO2.

96 The FF chosen for
the functionalized NP has been tested and validated for a TiO2

NP tethered with small organic molecules by some of us97 and
used in previous works by some of us.64,98 Moltemplate99 facili-
tated us in merging the FF parameters of the different com-
ponents of the system.

The starting-point geometry of the complex between a
cRGD-conjugated PEGylated TiO2 NP and integrin was built
keeping the original configuration found in the crystal struc-
ture for the RGD sequence in the integrin binding site.
PACKMOL100 was used to solvate the integrin/NP complexes in
cubic boxes of 200 × 200 × 200 Å3 filled up with mTIP3P water
molecules at the experimental density of ca. 0.99 g cm−3 and
with proper number of Na+ and Cl− ions to counterbalance the
solute charge and mimic the physiological concentration of
0.15 M. A minimization step was run with conjugate gradient
algorithm to minimize the initial energy of the system.
Following the standard CHARMM protocol, the system was
heated up to 303.15 K in 1 ns with positional restraints on the
heavy atoms of the protein, which were eliminated during the
following NVT MD simulation of 150 ns. The Nosé–Hoover
thermostat with a dumping coefficient of 0.1 ps−1 kept the
temperature constant at 303.15 K. We employed SHAKE algor-
ithm101 to constrain the bonds involving H atoms and
Newton’s equations of motion were integrated in time using
the Velocity-Verlet integrator102 with a timestep of 2.0 fs. Non-
bonded interactions were treated with CHARMM potential
energy functions:76,103,104 long-range electrostatic interactions

were handled with Particle–Particle Particle-Mesh solver105

with a real-space cutoff distance of 12 Å and a threshold for
error tolerance in forces of 10−5, while short-range repulsive
and attractive interactions were treated by Lennard–Jones
potential with Lorentz–Berthelot combining rules and using
an energy switching function between an inner cutoff of 10 Å
and an outer cutoff of 12 Å. Periodic Boundary Conditions
were imposed. In all MD simulations with NP models, the
TiO2 NP and the PEG anchoring groups were treated as a rigid
body only able to translate and rotate, as done in previous
works by some of us.56,64,98 This approach keeps the DFTB
relative atomic positions within the TiO2 NP and avoids any
misshaping core during the MD simulation, as observed in
previous calculations.106 All NP-cRGD MD simulations were per-
formed with the open source GPU-accelerated LAMMPS code
(version 29 Sep 2021, https://www.lammps.org).107

2.2. Simulations analysis

For the cRGD MD simulation (i.e., integrin with a single cRGD
bound to it), we carried out an equilibration phase until satis-
factory convergence of selected intermolecular distances
(Fig. 4), occurring at about 50 ns of MD simulation. Further,
we extended the MD simulation up to 500 ns (production
phase), averaging out relevant MD descriptors over specific
regions of the MD trajectory in which the Asp residue of cRGD
switches between the two binding modes found in this work.

For NP-cRGD MD simulations (i.e., integrin with NP-PEG-
cRGD systems), we used the intermolecular distance between
the COMs of the NP and the Ca2+MIDAS (Fig. S19†) as the index
to assess the MD simulation convergence. All three NP-con-
taining systems showed fair convergence of this latter descrip-
tor within the first 120 ns of MD simulation, therefore con-
sidered herein the equilibration phase. Further, we extended
the MD simulations up to 150 ns, and the analyses were done
over the last 30 ns of the MD production phase.

To unveil the features of cRGD binding to integrin αVβ3 and
the driving forces behind the interaction of cRGD-conjugated
PEGylated TiO2 NP with integrin αVβ3, we quantified the fol-
lowing structural, conformational and thermodynamic MD
properties.

2.2.1. Structural, conformational and energetic analyses.
All distances and angles were measured with the CPPTRAJ
module implemented in AmberTools108 after having centered
the solute in the water box. For analysis of NP-containing
systems, the angle θ vs. distance d heatmaps were plotted with
an in-house Python script. H-bonds occurrence and number
were calculated with the Hydrogen Bonds tool implemented in
VMD.109 A H-bond between a donor atom D and an acceptor
atom A is defined based on the following two geometrical cri-
teria: the distance D–A is ≤3.0 Å, the angle H–D–A is <20°.
Radial pair distribution functions g(r) of cations were calcu-
lated with the GROMACS tool gmx rdf, while all the non-nor-
malized number densities of cRGD and PEG chains radial to
the NP were computed with CPPTRAJ. The Root Mean Square
Fluctuation (RMSF) of protein residues was calculated with the
CPPTRAJ module at different time intervals, in order to follow
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its time evolution. Surface area of contact was computed with
Voronoi tessellation as implemented in the VORONOI package
in LAMMPS.110 The non-bonded interaction energy was evalu-
ated re-running MD simulations trajectories and calculating
the desired energy values with GROMACS (gmx energy) and
LAMMPS (USER-TALLY package) codes for cRGD-only and NP-
containing systems, respectively. The contact analysis between
the nanodevice, excluding the ligand, and the protein was per-
formed with CPPTRAJ module. A cutoff of 3.5 Å was used.

2.2.2. SOM training and clustering. A SOM (Self-
Organizing Map) is an unsupervised learning method that
allows the visualization of multidimensional data in a low-
dimensional representation111 and that has several appli-
cations in the analysis of biomolecular simulations ranging
from clustering of protein loop conformations112 to the ana-
lysis of pathways in enhanced sampling MD simulations.113–115

In this work, we used the PathDetect-SOM tool116 for the SOM
training to get a 10 × 10 sheet-shaped SOM with a hexagonal
lattice shape and without periodicity across the boundaries. As
input features to train the SOM we chose a set of ligand–
protein intermolecular distances, defined by visual inspection
of the MD simulation and based on previous literature knowl-
edge of ligand/protein binding features. Only native contacts,
whose distance is within 6 Å in the crystal structure, were con-
sidered to train the SOM and all distances were capped at
12 Å. After training, each frame of the simulations is assigned
to a neuron on the map, where each neuron represents a
ligand/protein configurational microstate. As a result, each
neuron contains a variable number of frames belonging to any
of the four simulations used for the training. In the second
step, the neurons are further grouped in a representative
number of clusters by agglomerative hierarchical clustering
using Euclidean distance and complete linkage. The number
of clusters is set at the second maximum of the Silhouette
profile. The SOM training and all the analyses were performed
in the R statistical environment using the kohonen
package.117,118

The SOMs reported in Section S3† and in Section 3.3.3 were
trained with the only cRGD MD simulation and with all the four
unbiased MD simulations, respectively.

2.3. Umbrella sampling method

To estimate the binding free energy profiles with the umbrella
sampling (US) method, we first used steered molecular
dynamics (SMD) to collect a series of configurations along the
selected reaction coordinate, that represents the unbinding of
the complex. During SMD simulations, the subunits were
pushed away one from the other by applying a biasing poten-
tial to one collective variable ξ, which is the distance between
the center of mass (COM) of cRGD and the COM of the heavy
atoms of the residues within 10 Å from the ligand (Fig. 5A).
The two COMs are oriented along x-direction of the reference
cartesian space. During the pulling simulations, a harmonic
potential of 1000 kJ mol−1 nm−2 was applied only along
x-direction with a pull rate of 0.005 nm ps−1 in order to obtain
a COM displacement of 50 Å in 1 ns. Each simulation box was

enlarged to guarantee that the pull distance was always less
than one-half the length of the box vector along which the
pulling was being conducted. Frames representing a COM
spacing of 0.5 Å, referred to as configurations, were extracted
from the pulling trajectories and were used as starting-point
structures for the US simulations. US simulations 10 ns-long
were performed at 300 K and 1 atm for each configuration
restraining it within a window corresponding to the chosen
COM distance by applying harmonic potential of 2000 kJ
mol−1 nm−2. A proper number of additional configurations
were added to reach a good sampling over all the collective
variable range.

The PMF (Potential of Mean Force) profiles were calculated
from umbrella histograms using the weighted histogram ana-
lysis method (WHAM)119 implemented in GROMACS and were
shifted to zero when the distance between the COMs was long
enough to have a plateau. To estimate the average PMF profiles
and their error bars, we used the bootstrap method with 100
bootstraps and 400 bins per 20 Å. Individual umbrella histo-
grams were weighted with estimated integrated autocorrelation
times (IACTs) smoothed along the reaction coordinate (x-direc-
tion) using gaussians with standard deviation σ = 0.15 nm.120

The same protocol was applied for the two different
binding modes that were found in the unbiased MD simu-
lation of cRGD in complex with integrin αVβ3. For all the SMD
and US simulations we used GROMACS code.89

3. Results and discussion

We investigated the interaction of integrin αVβ3 with cRGD-
conjugated PEGylated TiO2 NPs through four MD simulations:
one involves the integrin αVβ3 extracellular segment and a
single cRGD molecule (cRGD MD simulation), whereas the
other three (NP-cRGD MD simulations) involve the integrin αVβ3
extracellular segment in complex with a cRGD-conjugated
PEGylated TiO2 NP characterized by an increasing cRGD
density in each simulation (Fig. 2C).

The cRGD-conjugated PEGylated TiO2 NP model, sketched
in Fig. 2, is composed of a TiO2 NP with a diameter of 2.2 nm
covered with 50 PEG500 chains, which are, in part, conjugated
with cRGD molecules. This is a proper and complete bio-
medical nanodevice since it can be used for photodynamic
therapy by exploitation of its semiconducting oxide core, it is
protected from protein corona formation by the surrounding
PEG layer, and it is designed to target integrins αVβ3 on cancer
cells.

Among integrin ligands, the cRGD (short for c(RGDyK))
ligand, considered in this work, is widely used to target integ-
rins αVβ3, since it has a high binding affinity towards this
protein (IC50 value of 3.8 ± 0.42 nM (ref. 14) and it can be
easily conjugated to nanomaterials through its lysine amine
group. We modeled three cRGD densities in line with our pre-
vious study in ref. 64 contemplating the range of cRGD density
values commonly adopted experimentally,65–69 i.e. 0.2 cRGDs
per nm2 (NP-PEG-cRGD10, 10% conjugated PEG chains), 0.5
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cRGDs per nm2 (NP-PEG-cRGD20, 20% conjugated PEG
chains) and 1.1 cRGDs per nm2 (NP-PEG-cRGD50, 50% conju-
gated PEG chains). In the following we will refer to the cRGD
bound to the integrin αVβ3 binding site as “ligand” to dis-
tinguish it from all the other cRGD molecules on the NP, as it
is shown in Fig. 2.

The cRGD backbone conformational study based on REMD
simulations, which we used to identify a reliable starting-point
geometry for MD simulations, is reported in Section 3.1. The
MD simulation of a single cRGD bound to the integrin αVβ3
binding pocket (Section 3.2) is taken herein as the reference to
unveil how the ligand conjugation to a PEGylated TiO2 NP
affects the stability of ligand/integrin interactions (Section
3.3). The interaction of the complete nanodevice with the
integrin αVβ3 extracellular segment and its influence on the
conformation and behavior of each of them is analyzed in
Section 3.4. Finally, the impact of different cRGD densities is
evaluated in Section 3.5.

One important and general result we wish to stress here is
that during all our simulations the cRGD ligand remains
bound to the integrin binding site.

3.1. cRGD backbone conformational analysis

Since integrin/ligand selectivity is not only based on the reco-
gnition sequence composition but also on its conformation,18

we performed a preliminary conformational analysis of cRGD
backbone to identify a reliable starting-point for cRGD and NP-
cRGD MD simulations. Since the rigid-receptor docking did not
reproduce the experimentally observed interaction pattern of
the carboxylate group of aspartate with the MIDAS ion and
protein residues (see Section S1.2 in the ESI†), we decided to
proceed through an enhanced sampling technique.

3.1.1. Replica exchange MD simulations of cRGD and
PEG150-cRGD. In order to extensively sample the cRGD back-
bone conformation in solution, we used REMD simulations,
which are commonly applied to address this issue,121–123

because the transition between the different solution confor-
mations of cyclic peptides is sometimes too slow to be cap-
tured by standard molecular simulations. We performed
REMD simulations for cRGD and for PEG150-cRGD, which is a
cRGD molecule conjugated to a three-monomeric-unit long
PEG chain. The purpose of this second simulation was to
establish whether the conjugation to the PEGylated NP
impacts on the peptide backbone conformation. We explored
the temperature range 300–440 K for a total simulation time of
100 ns for each replica (3.2 µs for cRGD, 4.8 µs for PEG150-
cRGD). After verifying the simulation convergence and observ-
ing good exchange between replicas (see Section S1.3 in the
ESI†), we used the replica at the lowest T for the analysis. We
report in Fig. 3 the density plots of the Ramachandran di-
hedral angles for the lowest T replica, where the red stars
correspond to the dihedral values of the co-crystallized cilengi-
tide structure (the only available crystal structure for a RGD
pentapeptide in complex with integrin αVβ3). It is evident that
the red star always lies close to or within a region sampled by
cRGD conformation in solution, independently of the conju-
gation of cRGD with the short PEG chain (Fig. 3A vs. Fig. 3B).

To evaluate the population of the different conformational
basins, we performed a cluster analysis based on the coordi-
nates of backbone heavy atoms with the GROMOS algorithm,
as detailed in Section S1.3 in the ESI.† We found 27 clusters
for cRGD and 26 for PEG150-cRGD. In both cases, the first
three clusters, which collect the majority of the conformations,
account for approximately 87%, 10% and 1% of the popu-

Fig. 3 Density plots of Ramachandran dihedral angles for cRGD (A) and PEG150-cRGD (B) for the lowest T replica simulation. Red stars indicate the
co-crystallized cilengitide dihedral values (PDB ID: 1L5G). The color scale represents the occurrence of values, ranging from purple (low occurrence)
to yellow (high occurrence). The color code for clusters, based on population percentage, is as follows: yellow (87% populated), green (10% popu-
lated), blue (1% populated).
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lation, respectively. From Fig. 3, we can see that the dihedral
values of the centroid of the most populated cluster (yellow) lie
in the basins of the most recurrent conformation and that the
dihedral values in the second most populated cluster (green)
are similar to those of the co-crystallized cilengitide structure.

Therefore, we assume that the crystal structure of integrin
αVβ3/cilengitide complex, in which the cilengitide structure is
mutated into cRGD, is a reliable starting point for MD simu-
lations. Indeed, both cilengitide and cRGD have a strong
affinity for integrin αVβ3 14 and, thus, they likely share a similar
conformation when bound to integrin αVβ3. On top of this, the
REMD analysis proves that the co-crystallized cilengitide con-
formation is not only accessible to cRGD in solution, but it
corresponds to the second most populated cluster.

3.1.2. cRGD backbone conformation in cRGD MD simu-
lation and NP-cRGD MD simulations. Since in the previous
section we found that cRGD adopts different conformations in
solution, it is interesting to study the cRGD backbone confor-
mation during cRGD MD simulation and NP-cRGD MD
simulations.

First, we observe that cRGD is able to interconvert between
the two most populated conformations in solution not only
when bound to the integrin pocket in cRGD MD simulation, but
also when bound to the integrin pocket and simultaneously
conjugated to a PEGylated NP, in NP-cRGD MD simulations
(Fig. S9 in the ESI†). This switching behavior is particularly fre-
quent in the case of the longer cRGD MD simulation (Fig. S10
in the ESI†). Moreover, on the basis of structural and confor-
mational analyses that will be presented in Sections 3.2.1,
3.3.1 and 3.3.3, we do not observe any correlation between
changes in the interaction features and shifts in the cRGD
backbone conformation.

Secondly, we evaluated the backbone dihedrals for the
other cRGDs attached to the NPs (Fig. S11 in the ESI†). We
observe that the same regions of the conformational space as
those for cRGD and PEG150-cRGD in REMD simulations are
sampled here, too.

3.2. The binding of cRGD to integrin αVβ3
In this section, we identify the features of cRGD binding to the
integrin αVβ3 and calculate its binding free energy through the
US method. As discussed in the previous section, in all our simu-
lations we used the geometry found for CGT in complex with
integrin αVβ3 in the crystal structure PBD ID: 1L5G 23 as the start-
ing-point geometry for the RGD portion of cRGD ligand.

3.2.1. Structural and conformational analysis. Here, we
analyze the interactions of Arg, Gly and Asp amino acids of
cRGD and their stability along our MD simulation, through
comparison with the crystal structure of CGT/integrin αVβ3
complex23 and with the results of previous MD
simulations.13,25,29 From now on, the protein residues are pre-
ceded by the letter A and B if belonging to α and β subunits,
respectively.

The cRGD Arg side chain is found to form one side-on
double H-bond with A:Asp218, in fair agreement with previous
experimental findings,23 and one single H-bond with A:

Gln180, in place of the one with A:Asp150 found in the crystal
for CGT,23 and to interact with the phenyl ring of A:Tyr178
through an ion–π interaction (Fig. 4A and C). These inter-
actions are stable all over the 500 ns-long MD run.

The contact between Cα(CA) in cRGD glycine and the O
atom of B:Arg216 (Fig. 4A), found to contribute to the speci-
ficity of the CGT/integrin αVβ3 interaction by Bella et al.,29 is
quite stable in our simulation apart from the last few nano-
seconds when the binding mode of aspartate changes.

For what concerns the cRGD aspartate (Fig. 4B), one of the
two O atoms (OD1) of its carboxylate group is stably coordinat-
ing Ca2+MIDAS, while the second O atom (OD2) is making two
H-bonds with backbone N atoms of B:Tyr122 and B:Asn215,
up to 400 ns and coordinates the Ca2+MIDAS ion for the rest of
the MD simulation. The first binding mode of cRGD aspartate
(Fig. 4D) matches exactly the one found in the CGT crystal
reference structure and we will refer to it as “bridging” binding
mode, since the carboxylate is bridging the integrin backbone
with the Ca2+MIDAS ion. The second binding mode (after 400
ns), where the carboxylate is chelating the Ca2+MIDAS ion, is
defined “chelating” binding mode (Fig. 4E). From a chemical
point of view, the chelating binding mode, which was not
observed neither experimentally23 nor in previous MD simu-
lations of similar systems,13,25 is chemically sound for an Asp
group in the proximity of a divalent cation. However, this may
be an artifact of the simulation due to inaccuracies in the FF
and/or ion parameters in describing the situation involving a
carboxylate group coordinating a divalent ion and establishing
H-bonds at the same time. From now on, the average values of
the bridging and the chelating binding modes refer to the
ranges of 50–350 ns and 450–500 ns, respectively.

To corroborate our finding of two principal binding modes,
selected cRGD–integrin αVβ3 intermolecular distances (Fig. S12
in the ESI†) were used to train a SOM composed of 100
neurons (Fig. S13 in the ESI†), each of them representing a
microstate of the system, namely an ensemble of configur-
ations for cRGD binding to integrin αVβ3 (see Section S3 in the
ESI†). Similar neurons were collected in clusters, each repre-
senting a different ligand binding mode. According to the
average distance between neurons in Fig. S13,† all clusters are
quite similar apart from Cluster C, which is the only one where
the aspartate is in the chelating binding mode (see structures
in Fig. S13D in the ESI†). Then, we can infer that the change
in the binding mode of the Asp side chain is the one that
causes the major conformational rearrangement of cRGD.

3.2.2. Binding free energy of cRGD/integrin αVβ3 complex.
Since the binding site is relatively shallow and exposed to the
solvent, we used the umbrella sampling technique, as detailed
in Section 2.3, to estimate the binding free energy and assess
the relative stability of the bridging and the chelating binding
modes.

To collect the different configurations necessary to start US
simulations, we first ran one steered MD unbinding simu-
lation for each binding mode, in which the ligand was pulled
away from the binding site along the collective variable rep-
resented in Fig. 5A.
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For the bridging mode, the rupture of cRGD-protein binding
(Fig. S14A and B in the ESI†) in SMD simulation happens
between 200 and 300 ps and requires a force of ∼800 kJ mol−1

nm−1, which corresponds to ∼500 pN, much higher than the
one used in experiments (100–200 pN).19 First, the Arg inter-
actions break (Fig. S14C†), while the Asp interactions shift to
the chelating binding mode for few picoseconds and, then, Asp
interactions definitely break (Fig. S14D†).

When starting the SMD from the chelating binding mode,
the rupture happens slightly later in the SMD simulation
(300–350 ps) and requires a higher force (1100 kJ mol−1 nm−1)
with respect to the bridging binding mode (Fig. S15A and B†).
The interactions are lost in the same order as above (Fig. S15C
and D†): the first ones to break are those involving the Arg
side chain, proving them to be the weakest interactions, in
agreement with previous SMD simulations.27 For a more
detailed analysis of SMD simulations we refer to Section S4.1
in the ESI.†

The PMF profiles for the bridging and chelating binding
modes are overlaid in Fig. 5B. The bridging binding mode,
which is the one found for cilengitide co-crystallized in
complex with integrin αVβ3,23 appears to be the most stable.
However, if we consider the intrinsic error bar associated with
the ΔG estimation, the difference between the values of ΔG of
binding for the bridging (−17 ± 1 kcal mol−1) and chelating

Fig. 4 Distances values and histograms between CZ of arginine, CA of
glycine (A) and OD1 and OD2 of aspartate (B) and the protein atoms they
are interacting with along the cRGD MD simulation. Arg (C) and Asp (D
and E) atoms definition and interactions. Bridging and chelating binding
modes for the Asp carboxylate group are represented in (D) and (E),
respectively. Ligand protein residues are identified with the residue 3
letter code, which is preceded by A or B if belonging to α and β subunits,
respectively, and followed by the residue number. C atoms are in cyan,
N atoms in blue, O atoms in red, and H atoms and water molecules are
not shown for the sake of clarity.

Fig. 5 (A) Depiction of the collective variable ξ, i.e. the distance
between the COM of cRGD, in green, and the COM of the heavy atoms
of the residues within 10 Å from the ligand, highlighted by the licorice
representation. (B) Overlay of bridging (yellow) and chelating (green)
binding modes free energy profiles with their relative error and ΔG of
binding.
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(−15 ± 1 kcal mol−1) binding modes is tiny. In the literature,
affinity constants of the order of 105–107 M−1 have been
reported for a generic integrin-ligand binding,16 corres-
ponding to values of ΔG of binding in the range from −7 to
−10 kcal mol−1. Also, Silva et al. used US method to predict a
ΔG value for the binding of the antiviral pentapeptide ATN-161
with α5β1 integrin which is of the same order of magnitude as
the one calculated by us.124

To the best of our knowledge no estimation of the binding
free energy to integrin αVβ3 has been reported in the literature
neither for the specific targeting ligand used in this work,
cRGD, nor for cilengitide. In this case, we can only refer to the
experimentally measured IC50 value of 3.8 ± 0.42 nM for the
cRGD–integrin αVβ3 specific interaction.14 Being IC50 the
ligand concentration value at which half of the receptors are
bound, the comparison with the calculated ΔG value is not
straightforward because the latter one is, instead, related to
the dissociation constant, Kd. According to recent literature,125

IC50 can only be considered as the upper limit for the Kd of a
ligand. Therefore, if we take the IC50 = 3.8 nM = Kd-MAX and cal-
culate the corresponding minimum ΔG absolute value, we
obtain ΔG ≤ –11.5 kcal mol−1. In fact, the one calculated by us
ranging from −15 to −17 kcal mol−1 is less than −11.5 kcal
mol−1.

Overall, based on the analysis in Section 3.2, we conclude
that the cRGD/integrin αVβ3 complex is stable along all the 500
ns-long MD simulation. For the RGD portion of the molecule,

which is undoubtedly the most relevant for the binding
process, we observe almost all the interactions found in the
crystal reference structure, whereas neither D-Tyr nor Lys make
significant interactions with the protein. This observation sup-
ports the possibility to use Lys sidechain as the anchoring
point for cRGD targeting ligand, which is a crucial aspect for
the next step when we attach the ligand to the NP through a
PEG chain. We wish to conclude this section saying that we
validated the bridging binding mode found in the crystal struc-
ture, by means of free energy calculations, and found another
stable binding mode where the Ca2+MIDAS ion is chelated by
the ligand carboxylate group, which however may be an artifact
of the MD simulation.

3.3. The effect of conjugation to PEGylated TiO2 NPs on the
ligand binding to integrin αVβ3
Taking as a reference the cRGD MD simulation discussed in the
previous section (Section 3.2), here we investigate the effect
that the conjugation of the cRGD ligand to a PEGylated TiO2

NP has on the binding into the integrin αVβ3 pocket on a struc-
tural, conformational, and energetic basis. Increasing cRGD
density on the NP will be taken into account, but we refer to
Section 3.5 to discuss its effect on the cRGD binding.

3.3.1. Structural analysis. According to distances analysis
in Fig. 6, when the cRGD is conjugated to the PEGylated TiO2

NP in the NP-cRGD MD simulations, independently of the cRGD
density, the cRGD Arg-charged guanidinium group is con-

Fig. 6 Distances values and histograms between CZ of arginine, CA of glycine and OD1 and OD2 of aspartate and the protein atoms they are inter-
acting with along the NP-cRGD MD simulations at the lowest (A and B), intermediate (C and D) and highest (E and F) cRGD density. Only relevant
interactions are reported for each simulation.
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stantly interacting with at least one aspartate of the protein
and sometimes it is involved in an ion–π interaction with the
phenyl ring of A:Tyr178 (Fig. 6A, C and E). The glycine of
cRGD is always in contact with B:Arg216, apart from the case
of the NP-PEG-cRGD50 system (Fig. 6A, C and E). The Asp car-
boxylate group is stably found in the bridging binding mode at
all the three cRGD densities (Fig. 6B, D and F). The Asp O
atom, which is not coordinating Ca2+MIDAS ion, makes two
stable interactions (of typical length of a H-bond) with the
protein residues at the lowest cRGD density, only one at the
intermediate cRGD density and no stable ones at the highest
density. The missing Asp–integrin interactions are replaced
with one or two Asp–water H-bonds. Based on these results, we
can infer that, when cRGD is conjugated to PEGylated NPs, its
binding to integrins αVβ3 is not compromised, although it is
slightly perturbed. We clearly observe that Arg–integrin inter-
actions, which are weaker with respect to the Asp–integrin
ones, as determined by the results in SMD simulations above,
are the most dynamic and influenced by the different degrees
of cRGD conjugation (Fig. 6A, C and E vs. Fig. 6B, D and F).

To evaluate how close to the CGT crystal structure the mole-
cular conformation of the RGD portion of the ligand is, we
measured three geometrical criteria (Table 1), which were
defined by Kostidis et al.126 and by Othman et al.127 to predict
the biological activity of RGD containing peptides and which
we recently evaluated for a free cRGD and for free cRGD-conju-
gated PEGylated TiO2 NPs in water.64 The three criteria are (i)
d1, the distance between Arg CZ and Asp CG, i.e. between the
two charged groups; (ii) d2, the distance between Arg CB and
Asp CB; (iii) θ, the angle formed by Arg CB, Gly CA and Asp CB
(Fig. 8D). Indeed, the optimal values of these criteria are not
universal, but depend on the integrin subtype. For example,
integrin αVβ3 specific ligands share a lower value for d1 than
the RGD hexapeptide ligands with higher affinity for αIIbβ3
integrins (∼16 Å).18 In the cRGD MD simulation, the CGT

crystal structure is better reproduced by the ligand in its brid-
ging binding mode. In contrast, upon shifting to the chelating
binding mode, which, however, might be an artifact of the
simulation as pointed out in Section 3.2.1, the RGD portion
assumes a more bent conformation, characterized by lower
values for all the three criteria (Table 1). For the simulations
including the NP, the averaged values slightly differ from the
CGT values. The largest deviation is registered for the angle θ,
suggesting a more bent conformation for the ligand in the
integrin pocket in all three cases. It has to be noted that the
values measured for the ligand in NP-cRGD MD simulations are
closer to the CGT crystal structure with respect to the lower
ones that we found for cRGD ligands of free cRGD-conjugated
PEGylated TiO2 NPs in water in our previous MD simulations
study.64 Noteworthy, in all our simulations d1 is close to or
lower than the CGT one, which is in line with the “kinked”
RGD conformation that has been observed to be crucial for
integrin αVβ3 selective ligands.18

We also computed the H-bonds established by the ligand
with the integrin or with water (Table S3 and Fig. S16 in the
ESI†). We observe that in general the average number of
H-bonds between the ligand and the protein and between the
ligand and water in NP-cRGD MD simulations is similar to the
one found in cRGD MD simulation.

3.3.2. Energetic analysis. Being the binding of cRGD to the
integrin pocket based on non-covalent interactions,23 we calcu-
lated the non-bonded interaction energy of cRGD with integrin
and with the solution to compare the binding efficiency in the
four systems quantitatively (Table 2 and Fig. S17 in the ESI†).
The main contribution to the ligand binding to integrin
comes from the electrostatic term in all cases (Table 2, electro-
static to van der Waals ratio is 5 : 1 or higher), which is ration-
alized by the cRGD ligand bearing two oppositely charged
groups, i.e., Arg and Asp side chains. The ratio between
ligand–integrin and ligand–solution non-bonded energies

Table 1 Values of the three geometrical criteria proposed by Kostidis et al.126 and by Othman et al.127 to assess the biological activity of RGD-based
ligands in the CGT crystal structure and applied to the cRGD MD simulation (averaged for the bridging binding mode (50–350 ns) and for chelating
binding mode (450–500 ns)) and in NP-cRGD MD simulations (averaged over all the MD simulation).

Criterium CGT cRGD: bridging cRGD: chelating NP-PEG-cRGD10 NP-PEG-cRGD20 NP-PEG-cRGD50

d1 (Å) 13.7 14.3 (±0.4) 13.2 (±0.4) 12.4 (±0.5) 11.4 (±0.5) 12.5 (±1.1)
d2 (Å) 8.9 8.8 (±0.3) 8.2 (±0.5) 8.3 (±0.3) 7.4 (±0.4) 7.7 (±0.6)
θ (°) 136 136 (±24) 111 (±31) 117 (±7) 107 (±8) 115 (±13)

Table 2 Non-bonded interaction energy between the ligand and the protein or the solution (water and ions): the total non-bonded energy is
broken down into its electrostatic and van der Waals (vdW) energy contributions. The values and their standard deviations are averaged over the
entire production phase for NP-PEG-cRGD systems

Energy (kcal mol−1)

Ligand–integrin Ligand–solution

TotalElectrostatic vdW Total Electrostatic vdW Total

cRGD −160 (±14) −18 (±5) −178 (±13) −153 (±18) −18 (±5) −170 (±16) −348 (±21)
NP-PEG-cRGD10 −152 (±13) −27 (±4) −178 (±14) −119 (±15) −18 (±5) −138 (±16) −316 (±24)
NP-PEG-cRGD20 −101 (±14) −22 (±4) −123 (±14) −172 (±18) −17 (±6) −190 (±19) −313 (±24)
NP-PEG-cRGD50 −194 (±21) −5 (±5) −199 (±22) −87 (±23) −20 (±6) −107 (±24) −306 (±33)
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varies in the range of 1.0, 1.3, 0.6 and 1.8 for cRGD, NP-PEG-
cRDG10, NP-PEG-cRDG20 and NP-PEG-cRDG50, respectively.
This variability can be attributed to the small differences in
the binding environment of the ligand, which are highlighted
in more detail in the structural (Section 3.3.1) and in the con-
formational analysis (Section 3.3.3). However, overall, the sum
of ligand–integrin and ligand–solution non-bonded energies
in the NP-cRGD MD simulations is comparable to that in the
cRGD MD simulation for the same simulation length (Fig. S17A
up to 150 ns vs. Fig. S17B in the ESI†), but slightly lower, as
expected, because the cRGD Lys side chain, when conjugated
to PEG and, thus, indirectly to the NP, is not available for
these interactions anymore.

3.3.3. Conformational analysis: self-organizing maps. To
put together all our results and further analyze the structural
features and binding modes of cRGD in the integrin pocket,
we trained a SOM with a set of intermolecular distances
between selected ligand and protein heavy atoms as evaluated
along the four trajectories (the cRGD MD simulation, and the
three NP-cRGD MD simulations) and described in Section 2.2.2.
In Fig. 7A we show the 22 atoms selected to compute the set of
distance matrices used for SOM training. The selection cri-
terion is related to their importance in the previous analysis of

distances in Sections 3.2.1 and 3.3.1: 9 atoms for the ligand
and 13 atoms for the protein, including Ca2+MIDAS ion.

The trained SOM is represented in Fig. 7B, where each
neuron (hexagon) corresponds to a ligand/protein configura-
tional microstate, i.e. a ligand binding mode defined by
specific values of the ligand–protein intermolecular distances
used as input features, and neurons close to each other rep-
resent similar configurations, forming 9 different clusters. The
number of clusters was chosen to be the one corresponding to
the second maximum in the Silhouette profile (Fig. S18B in
the ESI†). We refer the reader to Section 2.2.2 for the methodo-
logical details of SOM training and clustering, which may help
in the results interpretation. From the population maps in
Fig. 7C, we note that configurations belonging to different
simulations are populating quite different areas on the map
(Fig. 8E). In particular, the cRGD MD simulation populates only
cluster A, NP-PEG-cRGD10 is in clusters B, D, and F, NP-PEG-
cRGD20 is populating mainly clusters C and E, and NP-PEG-
cRGD50 is spread among clusters G, H, and I. The binding
mode of the crystal PDBID: 1L5G 23 for the RGD portion of
CGT belongs to the neuron contoured in magenta, which is
sampled only during the cRGD MD simulation (Fig. 7C and
S18C†).

Fig. 7 (A) The integrin αVβ3 binding site where the atoms selected for intermolecular distances calculation for SOM training are represented with
spheres and labeled with the residue they belong to. cRGD ligand is shown in green, while C atoms are in cyan, N atoms in blue, O atoms in red, and
H atoms and water molecules are not shown for the sake of clarity. (B) The SOM trained with the selected intermolecular distances evaluated all
along the four MD simulations. Each hexagon represents a neuron, namely a set of trajectory frames, and each color represents a cluster of neurons,
that is the set of binding modes with similar features. The binding mode found in the crystal PDBID: 1L5G for the RGD portion of CGT belongs to the
neuron contoured in magenta. (C) Population maps for the four different MD simulations. The size of each circle is directly proportional to the popu-
lation of the neuron.
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We mapped the geometrical parameters discussed in
Section 3.3.1 on the SOM (Fig. 8A) and we found that, when
the cRGD is conjugated to the PEG chains on the NP, the con-
formation of the RGD portion is more bent (θ angle).
Moreover, by mapping some selected intermolecular distances
(Fig. 8B and C), we spotted some differences in the inter-
actions of cRGD Arg and Asp groups when the ligand is conju-
gated to the NP. However, these differences appear to be only
marginal to the stability of the ligand/integrin binding,
because even if the protein interacting residue changes, the
nature of the interaction is preserved (for example, cRGD argi-
nine is always interacting with at least one aspartate and the
carboxylate group is found bridging the Ca2+MIDAS in the
majority of the neurons). For a more detailed analysis of Fig. 8
we refer to Section S4.2 in the ESI.†

To conclude this Section 3.3, one can state that the conju-
gation to PEGylated TiO2 NPs does not hamper the ligand
binding to integrin αVβ3 at any of the cRGD densities tested in
this work but causes the cRGD into the pocket to assume a
bent conformation. Moreover, the Asp bridging binding mode,

which was found to be slightly more stable than the chelating
one in the previous section, is the most populated in all the
NP-cRGD MD simulations.

3.4. Besides the ligand binding to the pocket: all the other
nanodevice/integrin interactions

Simultaneously to the ligand binding to the protein pocket, we
assist to the interaction of other elements of the nanodevices
with the integrin αVβ3 surface. Therefore, in this section, we
discuss and detail the structural, conformational and energetic
aspects of the interaction between the whole cRGD-conjugated
PEGylated TiO2 NP and the extracellular segment of integrin
αVβ3. As in Section 3.3, increasing cRGD density on the NP will
be taken into account, but we refer to Section 3.5 for the dis-
cussion of its effect on the cRGD binding.

The descriptors that we consider to assess the extent of the
nanodevice/integrin interaction are (i) the distance between
the center of the NP and the Ca2+MIDAS (Fig. S19 in the ESI†),
which is a measure of the distance between the nanodevice
and the integrin binding site, (ii) the number of H-bonds

Fig. 8 Values of selected distances and descriptors for each neuron of the map: (A) the values of the three criteria discussed in Section 3.3.1, (B) the
Arg–integrin interaction distance values, (C) the Asp–integrin interaction distance values. (D) Definition of three geometrical criteria proposed by
Kostidis et al.126 and by Othman et al.127 to assess the biological activity of RGD-containing ligands. (E) The SOM with the indication of the area with
the higher population from each MD simulation. Blue and red neurons are the ones in which the descriptor has a low or a high value, respectively.
Gray neurons are empty ones.
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(Fig. S20 in the ESI†), which can be established between the
nanodevice and the protein surface that is typically polar, and
(iii) the surface contact area (Fig. S21 in the ESI†), which takes
into account all the possible types of interactions. From the
descriptors’ average over the production phase in Table 3, we
can state that, even at the lowest ligand density tested in this
work, a non-negligible number of H-bonds and other types of
intermolecular interactions form between cRGD-conjugated
PEGylated TiO2 NPs and integrin αVβ3. Moreover, the decreas-
ing trend of NPcenter–Ca

2+
MIDAS distance, as opposed to the

other two descriptors, reveals that the formation of additional
nanodevice/integrin interactions, besides the ones in the
binding site discussed in Section 3.3, is directly proportional
to the closeness of the NP to the binding site.

Noteworthy, in the case of the highest ligand density, while
the NPcenter–Ca

2+
MIDAS distance reaches a constant value after

only 20 ns (Fig. S19 in the ESI†), requiring a shorter equili-
bration time compared to the other systems, both the H-bonds
number and the surface contact area constantly increase up to
120 ns (Fig. S20 and S21 in the ESI†). This is probably because
the additional interactions do not form immediately after NP
approaching but take time to be established.

In principle, both the PEG chains and the other cRGDs,
besides the ligand, are available to interact with the protein
surface. To understand the degree of the interaction of each of
the two portions of the nanodevice, we report in Table 4 an
additional energetic analysis that is complementary to the one
in Section 3.3.2, because here we consider the total non-
bonded interactions between the nanosystem (excluding the
ligand) and the protein, whereas before we limited the analysis
to the ligand/protein interactions. If we split the total nano-
device–integrin interaction energy (Fig. S22 in the ESI†) into

its energetic contributions, we note that, in general, the
cRGD–integrin interaction is greater than the one of the PEG
chains. Based on data in Table 4, we can also observe that the
nanodevice–integrin electrostatic contribution, mostly related
to the cRGDs, is twice the van der Waals one, related to the
PEG chains, at any cRGD density. Clearly, a further trend
emerges from the energy values in Table 4: the nanodevice–integ-
rin interaction becomes stronger as the cRGD density increases,
but the two quantities are not linearly proportional. Indeed, as
the cRGD density doubles from NP-PEG-cRGD10 to NP-PEG-
cRGD20, the interaction energy quadruples, whereas when the
ligand density increases fivefold (from NP-PEG-cRGD10 to
NP-PEG-cRGD50), the interaction energy grows only six times.
This observation can be rationalized as due to a sort of saturation
effect caused by the spatial disposition of the cRGDs and PEG
chains around the NP and by their steric hindrance, preventing
further interactions with the protein surface.

Moreover, we report on the location and the orientation of
the different cRGD molecules around the NP. Based on the
number density profiles of PEG chains and cRGD molecules
with respect to the center of the NP, we can infer that the PEG
chains distribution around the TiO2 NP is not affected by their
interaction with the integrin surface (Fig. S23 in the ESI†),
whereas the distribution of other cRGDs shifts towards higher
distances when they interact more with the protein surface
(Fig. 9). Reasonably, the region explored by the bound ligand,
which is constrained in the pocket, is much narrower than
those explored by the other cRGDs (Fig. S24 in the ESI†),
which behave similarly to what previously reported for free
cRGD-conjugated PEGylated TiO2 NPs in water.64

To gain atomic-level insights into the additional inter-
actions, we performed a contact analysis between the nano-

Table 3 Averaged distance between NP center and Ca2+MIDAS and H-bonds number over the production phase, for the three cRGD-conjugated
PEGylated TiO2 nanoparticle models, with their respective standard deviation

Descriptor NP-PEG-cRGD10 NP-PEG-cRGD20 NP-PEG-cRGD50

Distance: NPcenter–Ca
2+

MIDAS 51 (±2) 44 (±1) 36 (±1)
H-bonds number: nanodevicea–integrin 1.5 (±1.1) 6.5 (±2.0) 11.7 (±3.0)
Surface contact area: nanodevicea–integrin 322 (±90) 1493 (±150) 1912 (±166)

a In this case, the nanodevice corresponds to NP-PEG-cRGD systems excluding the ligand in the pocket.

Table 4 Non-bonded interaction energies between the entire nanodevice (excluding the ligand) and the integrin: the contributions of PEG and
other cRGDs and the total non-bonded energy value. For each pair of interaction, the total non-bonded energy is broken down into its electrostatic
and van der Waals (vdW) contributions. The values and their standard deviation are averaged over the production phase

Energy (kcal mol−1) Electrostatic vdW Total

NP-PEG-cRGD10 PEG–integrin −13 (±16) −24 (±8) −37 (±19)
Other cRGDs–integrin −47 (±19) −15 (±7) −62 (±22)
Nanodevice–integrin −60 (±23) −39 (±12) −99 (±26)

NP-PEG-cRGD20 PEG–integrin −92 (±26) −109 (±16) −201 (±37)
Other cRGDs–integrin −195 (±21) −59 (±7) −254 (±22)
Nanodevice–integrin −287 (±26) −169 (±19) −456 (±33)

NP-PEG-cRGD50 PEG–integrin −24 (±12) −86 (±15) −112 (±21)
Other cRGDs–integrin −404 (±37) −139 (±13) −543 (±39)
Nanodevice–integrin −428 (±37) −228 (±20) −657 (±42)
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device (excluding the ligand) and the protein. As shown in
Fig. 10B, the trends of the number of contacts profiles over
time at the different ligand densities resemble the ones of the
surface contact area (Fig. 10). Moreover, the representations in
Fig. 10A provide further details on the nanodevice/integrin
interaction. In these representations, we color the protein
surface in correspondence to the atoms that establish contacts
with the nanodevice: the color transitions from red to blue as

the frequency of contacts established by the atom increases.
Because of the multivalent nature of the nanodevice, being
multiple copies of the same cRGD exposed on its surface, the
contact analysis might also be useful in identifying recurrent
binding regions, which may serve as secondary binding sites
that can contribute to increase the binding affinity of multi-
valent entities.18 However, within the simulation time scale,
we do not identify any additional binding site. Nevertheless,
we notice that a wide region of the protein surface interacts
with the nanodevice without a proper specificity.

Given that several other residues of the integrin are involved
in the interaction with cRGD-conjugated PEGylated TiO2 NPs,
we investigated the presence/absence of any immediate effect
of these contacts on the integrin structure, conformation and
dynamics, by evaluating the RMSF and the secondary structure
of the integrin domains forming the binding pocket, i.e.
β-propeller and β-A domains in αV and β3 subunits, respectively
(Fig. 1). From the secondary structure analysis in Fig. S25 in
the ESI,† we observe that the overall integrin structure is not
deeply perturbed within the simulation time scale, even
though it is affected by the interaction with the nanodevices.
The most relevant change in the secondary structure is that
some α-helixes are lost or turned into 3–10 and π-helixes and
3–10 helixes have a higher degree of instability.

In Fig. S26 in the ESI,† we report the RMSF for two selected
domains. In particular, the residues directly involved in the
binding of the cRGD ligand are residue 150 and the ones

Fig. 9 Normalized number density profiles of the ligand (green lines),
and the other cRGD molecules (blue lines) from the geometric center of
the NP. The color intensity increases according to the cRGD density.
The PEG profiles for different cRGD densities are shown in Fig. S23 in
the ESI.†

Fig. 10 Contact analysis between the nanodevice (excluding the ligand, i.e. considering only the NP, all the PEG chains and all other cRGDs but the
ligand) and the protein. (A) Representation of the protein structure and surface (gray), where the areas contacted by the nanodevice are colored
from red to blue based on the increasing frequency of the contact. (B) Number of contacts (within 3.5 Å) between the nanodevice (excluding ligand)
and the entire protein structure.
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around residue 215 in the β-propeller domain and residues
between 120 and 125 and around residue 216 in β-A domain.
In the cRGD MD simulation, the RMSF of the residues involved
in the ligand binding is always low, while the more flexible seg-
ments are around residue 80 in β-propeller domain and
residue 200 in β-A domain (Fig. S26A†). In NP-cRGD MD simu-
lations, the shape of the RMSF partially resembles the one in
the case of the cRGD MD simulation, but the intensity is
different, especially for the β-A domain. The different degree of
protein residues’ fluctuation with respect to the cRGD MD
simulation may also induce the ligand to assume the bent con-
formation that was found in Section 3.3, especially at the
highest cRGD density.

To conclude this Section 3.4, we can state that the presence
of the PEGylated NP in conjunction with all the unbound
cRGDs causes the establishment of several new interactions
with the protein surface. However, these intermolecular inter-
actions have only minor impact on the protein’s secondary
structure and internal dynamical fluctuations at the limited
simulation time scale considered.

3.5. The effect of cRGD density

Since three models of the nanodevice at increasing cRGD
density have been considered in this study, here we aim at
highlighting the impact of the conjugation density on the
ligand/pocket binding and on the other nanodevice/integrin
interactions.

From the analyses presented in Section 3.3, we can say that
the density of cRGDs exposed on the NP plays a marginal role
in the ligand binding as compared to the cRGDs conjugation
itself that causes the ligand to assume a more bent confor-
mation in all the cases (three criteria in Table 1). In fact, the
overall non-bonded interaction energy of the ligand has com-
parable values in all our simulations (energetic analysis in
Table 2), the nature of ligand/integrin interactions is preserved
at all the cRGD densities (SOM analysis in Fig. 7 and 8) and
only their stability in time is slightly influenced by the cRGD
density increase since we observe that the oscillation of Arg–
integrin distances and the water accessibility to the binding
site are enhanced in the case of NP-PEG-cRGD50 (distance
analysis in Fig. 6).

The most evident effect of the cRGD density emerges from
the results discussed in Section 3.4. The higher the number of
cRGDs, the greater the extent of interaction between the nano-
device and the protein and the closer the NP gets to the integ-
rin binding site, as proven by trends found in the structural
and energetic analyses in Tables 3 and 4. Interestingly, from
the number density profiles in Fig. 9 we note that going from
low to high cRGD densities the nanodevice gradually shifts
from a conformation in which the ligand is the farthest cRGD
from the surface, i.e. the most exposed one, to the situation in
which the ligand is as exposed as the other cRGDs. Also, the
closeness of the whole nanodevice to the protein at high cRGD
densities not only favors the interaction of other cRGDs but
also of a higher number of PEG chains to the protein surface
(energetic analysis in Table 4 and Fig. S22†). As a consequence

of these additional interactions, such as H-bonds or hydro-
phobic contacts, the protein structure and dynamics of
β-propeller and β-A domains are affected by the increased
adsorption of PEG and cRGD at high cRGD densities (RMSF
and secondary structure analysis in Fig. S25 and S26†).

In conclusion, the increasing degree of interaction regis-
tered at all the cRGD coverages here considered (note that for
NP-PEG-cRGD50 half of the PEG chains are conjugated with
cRGDs) means that not all available binding spots on the
protein surface are saturated but there is still opportunity to
establish additional nanodevice/integrin interactions.
Moreover, considering that when the cRGD density increases
the ligand binding is not substantially perturbed and a
growing number of PEG and cRGD interactions with the
protein surface is established, the overall nanodevice/integrin
interaction is getting stronger and can favor the nanodevice
selectivity and, eventually, its cell uptake. Finally, it should
also be said that, being integrins transmembrane proteins, the
membrane may be able to slightly modulate the nanodevice
interaction with the target protein, which may be investigated
in future studies.

4. Conclusions

In this study, we performed atomistic MD simulations of four
complex systems composed by the extracellular segment of
integrin αVβ3 and a single isolated cRGD molecule or cRGD-
conjugated PEGylated TiO2 NPs at three cRGD densities: 0.2
cRGDs per nm2, 0.5 cRGDs per nm2 and 1.1 cRGDs per nm2.

With REMD simulations, we proved that the co-crystallized
cilengitide backbone conformation lies within a region of the
cRGD conformational space that is accessible to the molecule in
solution, independently of it being free or conjugated to a short
PEG chain. We used this structure as the starting point of the
reference cRGD MD simulation (with a single isolated cRGD in
complex with integrin αVβ3). Based on these results, we validated
the stability of the cRGD ligand interactions with the protein
and, through US, we calculated the free energy of binding for
cRGD to the integrin αVβ3, which is on average −16 kcal mol−1.

From the analysis of distances, H-bonds, and non-bonded
interaction energy, we found that the binding of a cRGD conju-
gated to PEGylated TiO2 NPs in the NP-cRGD MD simulations is
stable and shares similar features with the one of a single free
cRGD in the reference cRGD MD simulation, especially at low
cRGD densities on the NP. From the SOM training, we found
that the higher the cRGD density is, the more the RGD portion
of the molecule is bent, and the binding is disturbed,
especially for the weaker Arg non-covalent bonds to the integ-
rin binding pocket.

Moreover, apart from the ligand, the other cRGDs and PEG
chains attached to the NP can also interact with the superficial
residues of the protein. At increasing cRGD density, the extent
and, therefore, the effect of the interaction on the protein
structure and dynamics enhances, as discussed from the struc-
tural/conformational and energetic points of view.
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To conclude, this study has proved that the fundamental
interaction for the active targeting of integrin αVβ3, i.e., the
binding between the cRGD ligand and the integrin pocket, is
effective and stable also when cRGD is covalently conjugated
to a fully PEGylated TiO2 NP of realistic size. The presence of a
high density of cRGDs on the NP is found to strengthen the
nanodevice/integrin interplay, perhaps favoring the selectivity
and the cellular uptake. These outcomes strongly support the
use of cRGD-conjugated nanosystems for an efficacious target-
ing of cancer cells11,30,31,33–38 in view of their clinical appli-
cation. In a more general sense, here we have also developed
and presented a rigorous computational protocol to determine
the nature and extent of interaction between NPs covalently
linked to targeting molecules and their target proteins.
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