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We investigate the emergence of Turing patterns in a system growing as a rotating spiral in two dimensions,
utilizing the photosensitivity of the chlorine dioxide—iodine—malonic acid (CDIMA) reaction to control the
growth process. We observe the formation of single and multiple (double and triple) stationary spiral patterns
as well as transitional patterns. From numerical simulations of the Lengyel-Epstein model with an additional
term to account for the effects of illumination on the reaction, we analyze the relationship between the final
morphologies and the radial and angular growth velocities, identify conditions conducive to the formation of
transitional structures, examine the importance of the size of the initial nucleation site in determining the
spiral's multiplicity, and evaluate the stability and robustness of these Turing patterns. Our results indicate how
inclusion of rotational degrees of freedom in the growth process may lead to the formation of a diverse new
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1 Introduction

Since the publication of Alan Turing’s article, “The Chemical Basis
of Morphogenesis”, in 1952, reaction-diffusion (RD) systems have
been extensively used to study the generation of self-organized
patterns.™? In that paper, Turing showed that RD systems could
reach a spatially uniform steady state that is simultaneously stable
and unstable to homogeneous and nonhomogeneous perturba-
tions, respectively. Such a state may be accessible when (1) the
reaction is composed of an activator and an inhibitor, and (2) the
inhibitor diffuses significantly faster than the activator, satisfying
the so-called short-range activation, long-range inhibition (SRALRI)
condition.>” Under these conditions, the system may support the
spontaneous formation of temporally stationary, spatially periodic
patterns, known as Turing patterns.* There are a number of
examples in nature in which patterning is thought to arise from
a Turing-type mechanism;>” however, it is often difficult to apply
Turing’s model directly for making predictions in such systems due
to the complexity of biological processes.*® To overcome this issue,
chemical systems with well-known mechanisms are commonly
utilized as models for understanding pattern formation processes
that occur in nature.?

The chlorine dioxide-iodine-malonic acid (CDIMA) reac-
tion is widely employed to construct RD systems for studying
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class of patterns in chemical and biological systems.

Turing-related phenomena.’® The kernel of this reaction is the
autocatalytic production/self-inhibitory behavior of iodide ions,
which act as the activator, and the removal of these ions by chlorite
ions, which act as the inhibitor.'* In aqueous solution, the activator
and inhibitor species have similar diffusion coefficients; however,
the presence of polyvinyl alcohol (PVA) induces the formation of a
triiodide complex, significantly reducing the diffusion of iodide
ions.*™'? In this experimental setting, the CDIMA reaction fulfills
the SRALRI requirement for the emergence of Turing patterns.
A useful property of this reaction is its photosensitivity, which can
be used to control and modulate the behavior of Turing patterns
under external perturbation.®"* '

Recently, the photosensitivity of the CDIMA reaction has been
utilized to study Turing pattern formation on growing domains.****
Growth is inherent to almost every living organism, and it can
directly affect pattern formation. Both experimental and theore-
tical studies establish that growth plays a central role in the final
morphology of the patterns formed via the Turing mecha-
nism.®?* >’ Moreover, it may also alter the stability conditions
required for the formation of Turing patterns.”®* ' From an experi-
mental point of view, growth effects can be studied using visible
illumination of the CDIMA reaction-diffusion system to define the
area where patterns may form. In this setting, the size and shape of
the growing pattern-forming domain can be controlled by light.***
Studies in a one-dimensional axial growing system showed a strong
dependence between the growth rate and the resulting pattern. More
specifically, faster speeds generate parallel (striped) patterns, and
slower speeds produce perpendicular patterns.”! This technique was
extended to radially expanding two-dimensional (2D) disks, and
three different Turing pattern growth modes were identified: outer
ring addition, perpendicular pattern growth, and inner ring growth.®
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Fig. 1 (A) Schematic representation of the experimental setup. (B) Lateral
view of the CSTR/CFUR reactor.

Noting the significant impact of growth on pattern for-
mation reported in other works, our main goal here is to extend
previous studies and introduce an additional degree of free-
dom, i.e., angular velocity, to experimentally and theoretically
investigate the effects of rotating spiral growth on the emer-
gence of Turing patterns in the CDIMA reaction. To accomplish
this task, we present details about the material, experimental
procedures, and numerical simulations in Section 2. In Sec-
tion 3, we demonstrate a broad class of stationary spiral
patterns formed as a result of growth modes and provide
explanations for the final morphologies based on the choice of
angular and radial growth velocities. Using numerical simulations,
we also present parametric diagrams to analyze the stability and
robustness of these patterns across different pattern regions. We
identify unstable regions and discuss the effects of the initial size of
the nucleation site on the resulting morphologies. Finally, in
Section 4, we conclude and suggest that examining the physical-
chemical mechanisms for the formation of these spirals may
provide new insights into how patterns form in natural systems,
such as patterns found on snail shells.

2 Methods

2.1 Experimental procedure

A schematic representation of the experimental setup and the
reactor is presented in Fig. 1A and B. The experiments were
performed using the CDIMA reaction in a thermostatted, con-
tinuously fed unstirred reactor (CFUR) at 4.0 £ 0.5 °C. The
CFUR was composed of a 2% agarose gel (Sigma-Aldrich) with a
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thickness of 0.45 mm and a diameter of 25 mm. The top side of
the CFUR was placed against an impermeable optical glass
window, where the illumination was applied, and the bottom
was in contact with a continuously stirred tank reactor (CSTR),
which fed the CFUR gel with well-mixed reagents. The CSTR
had a volume of 2.0 mL, was stirred by three small round
magnetic stir bars at 600 rpm, and was continuously fed with
three solutions using peristaltic pumps (Gilson). It was sepa-
rated from the CFUR by a cellulose membrane (Whatman) of
pore size 0.45 pm and an Anopore membrane (Whatman) of
pore size 0.2 pm, both impregnated with 2% agarose gel.

The experiments were initiated by allowing Turing patterns to
grow over the entire domain under ambient light (0.4 mW ecm™?),
which took approximately three hours. Then a mask, with a
growing dark area (0.4 mW cm ™ ?) on a bright light background
(10.1 mW cm™ ), was projected from a DLP projector (Dell 1510X)
onto the CFUR, see Fig. 1A. Under such conditions, the patterns
were suppressed in the illuminated area of the CFUR but allowed
to form in the dark area. Images of the patterns were collected
every minute throughout the experiment by a Monochrome
Imaging Camera (PixeLINK, PL-B953U). The collected images
were processed with Corel Photo-Paint 5 to enhance and improve
contrast.

2.2 Materials

Solutions of (i) iodine, I,, (Aldrich) and acetic acid (Fisher) 10%
by volume, (ii) ClO,, prepared as described in ref. 32 and (iii)
malonic acid (Aldrich) and poly-(vinyl alcohol) (PVA, Aldrich)
with average molecular weight 9000-10000 and 80% hydro-
lyzed were fed into the CSTR. Each of the input solutions
contained 10 mM H,SO,. The initial concentrations of the
reagents after well-mixing in the feeding chamber were the
same in all experiments: [I,] = 0.4 mM, [MA] = 1.5 mM, [ClO,] =
0.084 mM, and [PVA] =10 gL "

2.3 Numerical simulations

The spatiotemporal dynamics of the CDIMA reaction can be
described by the Lengyel-Epstein model, which is given by the
following set of partial differential equations:*?

Ou 4uy 5
E—Q—M—W_V‘i‘vu (1)

ov uy 2
Eftf{b(u—r—i—vv)—o—dv v:|. (2)

u?

In eqn (1) and (2), « and v are the dimensionless concentra-
tions of the activator, I, and the inhibitor, ClO, ™, respectively;
a, b, and ¢ are dimensionless parameters related to the initial
concentrations (chlorine dioxide, iodine, and malonic acid) and
rate constants, w describes the effect of illumination, and
d = D,/D, is the ratio between the diffusion coefficients of the
key species.*®

As mentioned earlier, the illumination controls the growth
mode. Therefore, for the rotating spiral growing domain, the

Phys. Chem. Chem. Phys., 2024, 26, 26258-26265 | 26259


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp01777c

Open Access Article. Published on 25 1403. Downloaded on 07/08/1404 10:52:32 ..

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

PCCP

term w is designed as a stepwise, time-dependent function of
the x and y coordinates:

if [|R[[<[lx(z) || and 0() > ¢ > 0o
otherwise,

w(x,y;1) = { v,

Wmax

where 1(t) and 0(¢) are time dependent polar coordinates that
define the non-illuminated growing domain:

r(t) =r, + it (3)
0(t) = 0, + 6t (4)

. I, R To
with, 1,0eR*, R = (x, ), ¢:C°S’l(—'—)’
& ) TR Tro

1o = (o, 0) with 0 € R*, and 6, = 0. For non-illuminated areas
w, = 0, and for illuminated areas wy,,x = 1.5.

The Lengyel-Epstein model was numerically solved using
explicit finite differences for the spatial terms, the fourth-order
Runge-Kutta method for the kinetic terms, and zero-flux
boundary conditions for the static boundaries of the system.
The time step employed in the simulations was At =1.0 x 10,
and the spatial steps were Ax = Ay = 0.5. The parameters used
were a = 12, b = 0.3, 0 = 50, and d = 1.0. In all cases, the

simulations were performed until the final radius (rg), rp =

L
3~ 5 space units (su), where L is the length of the system in the

x(y)-direction.

t(min) = 513 599 685 771
B @
t(min) = 306 338 370 402

C
tmin) = 316 371 394 417
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2.4 Rotating spiral growth rate and pattern wavelength

The experiments and numerical simulations were performed
with several selected pairs (i, ), resulting in a variety of
different patterns. To analyze these patterns we introduce a
new parameter “n” that represents the number of natural
Turing pattern wavelengths the system radius grows after one
360° rotation:

n=-—-, (5)

where, Ar = |rg| — |Ko|, 1r = (6, 0) is the radius vector after a 360°
rotation, € R", and /1 is the natural Turing pattern wave-
length. We further assume r, = (0,0). The time taken to
complete a 360° rotation is from eqn (4) ¢ = 360°/6. Using this
time in eqn (3), we can verify that f = 360°|i|/f. From this last
expression, we may explicitly write eqn (5) as:

360°|k|
n=-— . 6
04 (©)

The parameter n includes information about both radial and
angular velocities, and we utilize it in the analysis of our results.

To obtain n in the experiments, we use the natural experi-
mental Turing pattern wavelength, 1z = 0.45 mm. In simula-
tions, we use the natural theoretical Turing pattern wavelength
Ap=7.25 su.

857 943

4.5 mm
434 464
440 465

Fig. 2 Time evolution of Turing patterns on a rotating spiral growing domain for different n values of growth velocities obtained in experiments with the
CDIMA reaction. (A) Single spiral obtained for n = 0.88 (fz = 0.2 mm h™%, 0 = 3.0° min™Y), (B) double spiral obtained for n = 2.22 (fr = 0.5 mm h™?, 0¢ =
3.0° min~Y), and (C) triple spiral obtained for n = 3.55 (i = 0.4 mm h™L, 0z = 1.5° min~Y). In the right column, the green, red, and blue lines indicate the

orientation of each spiral's arm.
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Fig. 3 Time evolution of Turing patterns on a rotating spiral growing domain for different (i, 6+, ny) growth velocities obtained through numerical
simulation of the Lengyel—Epstein model on a 80 su x 80 su domain. (A) Single spiral obtained for n = 0.88 (i = 5.37 x 1072 su/tu, 67 = 3.0°/tu), (B)
double spiral obtained for n = 2.22 (ir = 0.134 su/tu, 07 = 3.0°/tu), and (C) triple spiral obtained for n = 3.55 (i = 0.107 su/tu, O = 1.5°/tu). Equivalent

conditions to the results shown in Fig. 2.

3 Results and discussion

From the experiments with two-dimensional rotating spiral
growing domains, we have obtained a set of Turing patterns
in the shape of single, double, and triple spirals. The classifica-
tion of these structures is based on the number of central tips
they have. For example, for n = 0.88 (i = 0.2 mm h™, OE =3.0°
min ") we observe a single spiral shown in Fig. 2A, for n = 2.22
(iz=0.5mmh ™", 0z =3.0° min ') we find a double spiral shown
in Fig. 2B, and for n = 3.55 (i; = 0.4 mm h™, 0, = 1.5° min"Y) a
triple spiral, Fig. 2C. The time evolution plot in Fig. 2 enables
us to identify the number of tips that emerge in the initial
patterning process, facilitating the classification of the final
morphologies. The spots present in Fig. 2B and C are formed as
a consequence of experimental irregularities such as small
shifts of the concentrations inside the reactor and possible
inhomogeneities in the CFUR gel. Despite the appearance of
spots, the spiral pattern orientation can be clearly seen as the
system grows.

The numerical simulations support the results presented in
Fig. 2. As we show in Fig. 3, the patterns obtained in the
simulations are in good qualitative agreement with those
observed experimentally. We note that the physical quantities,
i.e., the radial and angular velocities, are theoretically defined
in terms of space units (su) and time units (tu), and because of
that, their magnitudes are different from those in the experi-
ments. We compare the theoretical results with the experi-
mental ones for conditions when the system grows by the
same number of natural Turing pattern wavelengths in the

This journal is © the Owner Societies 2024

radial direction after a complete 360° rotation, i.e. when 7 is
equal in both approaches. Bearing that condition in mind, we
observe the formation of a single spiral in Fig. 3A for n = 0.88
(i7 = 5.37 x 1072 su/tu, 07 = 3.0°/tu), a double spiral in Fig. 3B
for n = 2.22 (7= 0.134 su/tu, Op= 3.0°/tu), and a triple spiral in
Fig. 3C for n = 3.55 (i; = 0.107 su/tu, O = 1.5%/tu).

The trend of shapes obtained theoretically and experimen-
tally suggests that the final pattern morphologies are directly
related to the choice of the angular and radial velocities, in
other words, to the parameter n. As we presented previously, for
the single spiral, n = 0.88. In this case, the growth allows a
pattern with almost one additional wavelength to form after a
full 360° rotation, and the development of a single spiral is
favored (Fig. 2A and 3A). The same explanation can be extended
to the two other cases. When n = 2.22 a double spiral is favored
(Fig. 2B and 3B), and for n = 3.55 we typically find a triple spiral
(Fig. 2C and 3C). In fact, we can see the addition of one, two,
and three wavelengths at ¢ = 685 min in Fig. 2A and at ¢ = 265 tu
in Fig. 3A, t = 370 min in Fig. 2B and at ¢ = 245 tu in Fig. 3B, and
¢t =417 min in Fig. 2C and at ¢ = 390 tu in Fig. 3C, respectively.
Therefore, the number of Turing pattern wavelengths the
system grows after a 360° rotation, n, specifies the most probable
multiplicity of the final spiral. It is reasonable to expect that a spiral
with multiplicity equal to m, where m = nint(n), the nearest integer
number of n, is strongly favored when 7 is close to an integer. We
can extend this reasoning to situations in which 7 is a half-integer
and expect to observe irregular patterns, i.e., with a multiplicity that
is not well-defined. Note that even though the results shown in

Phys. Chem. Chem. Phys., 2024, 26, 26258-26265 | 26261
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Fig. 4 Parametric diagrams (A) i+ x Orand (B) i+ x n, representing regions of concentric rings, single spirals, double spirals, triple spirals, multiple spirals,
and transitional structures (black dots) observed in numerical simulations with the Lengyel-Epstein model. All the simulations were performed using an
initial nucleation site with a radius equal to 1 su. Each dot in the diagrams represents the result of a single simulation.

Fig. 3C for n = 3.55 seem to contradict our hypothesis, they do
not invalidate it. We will show that the final morphologies
depicted in Fig. 2 and 3 are intimately linked to the choice of
other control parameters such as the initial size of the nuclea-
tion site and the final size of the spiral domain. We may test
these hypotheses with the aid of numerical simulations.

To have a better understanding of the effects of growth on
the pattern morphology and to test the above hypotheses, we
carried out simulations to construct parametric diagrams of i 1
vs. 0 and i7 vs. n, which are presented in Fig. 4A and B. These
plots show regions of concentric rings, and single, double,
triple, and multiple, i.e., quadruple and greater, spirals, as well
as transition zones between regions with patterns of undefined
structure, ie., structures that can be understood as combina-
tions of spirals with different multiplicities.

We may notice in Fig. 4A that, at very high angular velocities,
the formation of concentric rings is favored. The appearance of
these patterns for such growth conditions is in accordance with
the findings of Konow et al., who reported the emergence of
concentric rings for fast growth rates, more specifically iz >
0.4 mm h™' and b = 0.3, in radially growing domains.® This is
expected because the rotating spiral growth process reduces to
a two-dimensional radial growth process for large angular
velocities, and it must therefore generate the same patterns
obtained by Konow et al.

Fig. 4B displays a single spiral region centered around ny= 1,
in agreement with our previous assumption, whereas, the
regions of double and triple spirals are shifted to the right
and not centered around n = 2 and 3, respectively. This
unexpected shift in the location of these regions is due to the
initial nucleation site used in the simulations and experiments.
The construction of the parametric diagrams employed an
initial nucleation site with a radius equal to 1 su, which
represents the same initial conditions as in the experiments.
This condition forces the patterns to form from a single tip, and
as the system grows, it reorganizes in the available area,

26262 | Phys. Chem. Chem. Phys., 2024, 26, 26258-26265

favoring the emergence of spirals with smaller multiplicities,
even when 7 is higher. Fig. 2C and 3C are examples of this
behavior. In the ESI we show simulations with the radius of
the nucleation site equal to A, where the regions of double and
triple spirals are now centered around ny = 2 and 3.

Fig. 4A and B demonstrate that the regions in the parametric
diagrams for spiral formation are relatively large. This implies
that patterns formed in experiments with conditions selected in
the middle of single, double, or triple spiral regions should be
robust to minor fluctuations in the experimental conditions as
the reaction evolves in time.

Fig. 4A and B also display transition pattern zones. These are
narrow areas located at the boundaries between two spiral
regions. The patterns formed in these locations are distorted
spiral structures, as shown in Fig. 5. The transitional morphol-
ogies are the result of the interaction of two modes, e.g., Fig. 5A
is a combination of concentric rings with single spirals, Fig. 5B
mixes single and double spirals, Fig. 5C is an interaction
between double and triple spirals, and Fig. 5D combines triple
and multiple spirals. This outcome supports our initial sugges-
tion that patterns with undefined multiplicity may form when
n is close to a half-integer.

To check the stability and robustness of transitional struc-
tures, we performed simulations with parameters selected in
the transition zones, varying the size of the nucleation site.
Fig. 6A and B show the time evolution of spirals for the same
parameters but with different initial conditions. The final
patterns have the same spiral multiplicity, i.e., a triple spiral;
however, their spatiotemporal dynamics are different. In Fig. 6A
the initial system has a small nucleation site, and this induces
the formation of a double spiral in the early stages of the
pattern formation process. As the system grows, the pattern
rearranges itself, changing its spiral multiplicity from two to
three. Fig. 6B shows, for a larger nucleation site, the direct
formation of a triple spiral in the early stages of the pattern
growth. If the growth is terminated at time ¢, in Fig. 6A, and the
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Fig. 5 Time evolution of transitional structures obtained in numerical simulations for (A) n = 0.5 (r+ = 0.242 su/tu, éT =24.0°/tu), B)n = 1.55 (i = 8.05 x 1072 su/tu,
01 = 2.58°/tu), (C) n = 2.6 (rr = 0.107 su/tu, 01 = 2.05°/tu), and (D) n = 3.6 (k= 0.161 su/tu, O = 2.22°/tu) in a 200 su x 200 su domain.

pattern continues to evolve in time in the fixed size system, the
double spiral remains stable, maintaining its spiral multipli-
city. Thus the initial size of the nucleation site and the size of
the domain available to the pattern formation play key roles in
determining the final pattern morphology under transitional
conditions. These numerical results suggest that it may be
challenging to observe specific transitional structures experi-
mentally. In fact, the presence of noise and small irregularities
in the experimental conditions may lead the pattern formation
process in different directions.

4 Conclusions

In this work, we have experimentally and theoretically investi-
gated the effects of a continuously rotating spiral growing
domain on the formation of Turing patterns from the CDIMA
reaction. We have demonstrated that introducing an additional

This journal is © the Owner Societies 2024

degree of freedom, ie., the angular velocity, in the growth
mode enables morphological variability. Specifically, we have
obtained a novel class of stationary spiral patterns with differ-
ent multiplicities depending on the choices of radial and
angular velocities. In essence, the formation of single, double,
and triple spirals is favored when the pair of radial and angular
velocities allows the system to fit well one, two, and three
natural wavelengths of Turing patterns, respectively, after a
complete rotation, with the radius of the initial nucleation site
close to the Turing pattern wavelength. Interestingly, this
propensity strongly hinges on the initial size of the nucleation
site. When the radius of the initial nucleation sites is smaller
than the Turing pattern wavelength, the formation of spirals
with lower multiplicities than expected is favored. Futhermore,
we have reported parametric space diagrams obtained from
numerical simulations of the Lengyel-Epstein model. These
diagrams map regions of different multiplicities as a function
of the growth parameters. From them, we have identified
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Fig. 6 Time evolution of Turing patterns on a rotating spiral growing domain obtained through numerical simulations of a 200 su x 200 su domain, for
n = 2.66 (7 = 0.107 su/tu, 67 = 1.99°/tu), and initial radius of the nucleation site equal to (A) 2.0 su and (B) 10.0 su. In both cases t; = 0.0, t, = 90, t; = 180,

ty = 370, ts = 460, ts = 550, t; = 640, tg = 730, ty = 820, t;o = 1000 tu.

narrow regions of transitional structures, i.e., patterns that
result from the combination of two different multiplicities,
and verified that the nucleation site and the domain available
for pattern formation significantly influence the final pattern
morphology.

The spiral growth mode examined in this study occurs in a
number of plants and animals as well as in DNA toroidal
condensates.**” Analyzing the patterning process in biologi-
cally relevant scenarios using inorganic chemical reactions may
reveal crucial parameters and physical-chemical conditions
involved in patterning in living systems, such as snail shells.
It is noteworthy that the boundaries created by illumination are
unique because (1) illuminated areas act as local sources and
sinks of the activator and inhibitor; (2) these boundaries are
not physical barriers, allowing chemicals to diffuse between
dark and light areas. To increase biological relevance, we can
theoretically evaluate the development of Turing patterns in the
CDIMA reaction under different boundary conditions, e.g., zero
flux boundary conditions, with the presence of internal bound-
aries, and on 3D spiral growing surfaces. Such studies would
offer deeper insights into how patterns emerge under the
chosen conditions. We intend to explore these issues in future
research.
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