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Nanocomposite materials consist of nanometer-sized quantum objects such as atoms, molecules, voids
or nanoparticles embedded in a host material. These quantum objects can be exploited as a super-
structure, which can be designed to create material properties targeted for specific applications. For
electromagnetism, such targeted properties include field enhancements around the bandgap of a
semiconductor used for solar cells, directional decay in topological insulators, high kinetic inductance in
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superconducting circuits, and many more. Despite very different application areas, all of these properties
are united by the common aim of exploiting collective interaction effects between quantum objects.
The literature on the topic spreads over very many different disciplines and scientific communities.
In this review, we present a cross-disciplinary overview of different approaches for the creation, analysis
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and theoretical description of nanocomposites with applications related to electromagnetic properties.

1 Introduction

Recent investigations on novel materials such as solar cells,
especially on the photoexcitation-driven processes in such
systems,” aim to increase the efficiency of organic solar
cells,™® for instance, by exploiting concepts such as singlet
fission, the decay from a singlet excitation into two triplet
excitations of lower energy. Further applications in organic
photovoltaics,® optoelectronic devices,”® quantum circuits,>'°
and quantum computers'" are related to the study of inter-
actions that are weaker than covalent bonding, ranging from
non-covalent bonding in supermolecular complexes>™* to
long-range electrostatic and Casimir forces governing the for-
mation of colloids.” While such “weak’” interactions (not to be
confused with the weak fundamental force governing lepton
decay) are often studied in separate fields of science. These
investigations often demand an interdisciplinary approach
where methods and approaches of different fields must be
combined. However, in using a method beyond the domain it
was developed for, one needs to be acutely aware of the various
often implicit approximations involved. Moreover, bridging
methods developed for different length scales without double
counting require an understanding of which physical mechan-
isms are captured at different length scales. Thus to make
progress, a birds-eye view of the different methods employed to
describe long-range interactions in a complex matter is acutely
needed. The task of these investigations can be summarised by
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Fig. 1 Length scale overview due to the different theoretical methods
(top) (fading out to white indicates the border of the method): classical
force field molecular dynamics (MD), quantum chemistry (QC) and density
functional theory (DFT), and macroscopic quantum electrodynamics
(MQED); and experimental methods (bottom) (bounds are not fixed and
overlap): electromagnetic (em) spectroscopy with y-ray, X-ray, ultraviolet-
visible, infrared, and Terahertz (THz) spectroscopy, microscopy methods:
optical and X-ray microscopy, transmission electron microscopy (TEM),
and scanning probe microscopy (SPM); matter-wave (mw) spectroscopy
beyond electrons: with the helium and helium ion microscopes (the solid
line denotes the current resolution limit and the dashed line denotes the
theoretical limit).

finding the relationship between the microscopic properties of
systems and the resulting macroscopic effect. In other words,
the microscopic properties are propagated to larger macro-
scopic scales. Different theoretical techniques, given in Fig. 1,
have been developed to address this issue. While methods that
are fully quantum (such as quantum chemistry or density
functional theory) are restricted to small systems with a limited
number of electrons, classical force field-based molecular
dynamics (MD) simulations can treat systems consisting of a
large number of molecules. An alternative to MD simulations
is the quantum optical methods, in particular macroscopic
quantum electrodynamics (mQED). This method considers
the coupling of quantised objects via quantised fields. For this
reason, it provides a higher accuracy but it does not predict
single-particle responses. These properties are input para-
meters of this theory which provides their propagation to larger
systems. Described as propagating electromagnetic waves, the
relevant length scales provide different regimes: the non-
retarded regime at small separations, where the finite speed
of light does not matter; the retarded regime at larger lengths
scales, where retardation effects of the propagating electro-
magnetic waves play the major role, and the thermal limit,
where the interaction is driven by the thermal radiation at the
specific system’s temperature.

The wide range of applications also reflects the broad range
of researchers investigating these systems, from physicists to
physicians and chemists to biochemists. This variety causes
several issues in the communication between the different
researchers due to the differently used nomenclatures and
notations. One problematic phrase is “weak interactions”,
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Fig. 2 Systematic overview of weak interactions (restricted to electric
interactions) according to the type of interacting objects due to perma-
nent (static) charges g, dipole moments d, and higher-order of static
multipoles, and due to induced (dynamical) dipole-polarisabilties o,
quadrupole-polarisabilties and higher-orders. By combining two single-
particle properties and analysing the resulting interaction, one can find
different forces depending on the combination of permanent—permanent,
permanent-induced and induced—-induced.

which cannot be defined by giving a particular energy threshold
under which the interactions are weak and above which they
are strong. In Fig. 2, a systematic scheme is presented covering
the range of weak interactions based on the type of the
interacting constituents in line with the traditional chemical
view'® apart from the further distinction of induced forces
concerning macroscopic (bulk) responses, such as the dielectric
function ¢. Traditionally, one restricts the dispersion forces to
be induced by microscopic polarisable objects leading to the
van der Waals (vdW) force. For this reason, one often denomi-
nates this class by vdW forces and includes the interactions
with dielectric bodies. Nowadays, several researchers denote
the entire field of weak interactions by vdW interaction,
especially in chemistry and colloidal science. From the quantum-
optical point of view, this makes sense by applying the electrostatic
limit to the dispersive interactions."” In contrast, in soft-matter
physics, the traditional distinction is strictly considered, and the
asymptotic transitions from induced to static interactions are
neglected. An overview of the denominations within the different
communities is presented in Table 2. In quantum chemistry, the
binding between two particles is typically considered, which leads
to the phrase “non-covalent” for weak interactions. Concerning
non-covalent bonding, ionic and hydrogen bonds belong to the
weak interactions, see Fig. 2, as well, but will not be considered
explicitly within this review.

The phrase “dispersion forces” traces back to the applica-
tion of the dispersion relation k(w) = \/e(w)w/c to take into
account the finite speed of light ¢ within a macroscopic
medium. In contrast to the traditionally applied chemical
distinction with the restriction to polarisable objects, the con-
sideration of dispersion forces in the quantum-optical frame-
work yields the distinction between the size of the considered
objects which can be microscopic polarisable objects or macro-
scopic dielectric bodies. The resulting distinction between the
different interactions is summarised in Table 1, which denotes
the Casimir force interacting between two dielectric objects; the
Casimir-Polder force between a dielectric body and a polarisable
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Table 1 Summary of the dispersion interactions applied in the quantum-
optics community: the Casimir force as the ground-state expectation
value of the quantum Lorentz force with the quantised electric and
magnetic fields E and B, respectively, and the quantised charge density p
and current]’; the Casimir—Polder interaction as second-order perturba-
tion (index 2 on the expectation value: {...),) of the dipole interaction with
the particle’s dipole operator d and the dressed electromagnetic field E at
the position of the particle; and the van der Waals interaction as fourth-
order perturbation (index 4 on the expectation value: {...)4) of the dipole
interaction. Details are described in Section 4.4.1

Dispersion interaction

Casimir force (PE.
Casimir-Polder force (d-E),
van der Waals force (dy-

object; and the vdW force between two polarisable objects. These
three forces built a hierarchical system: by considering two solid
objects the Casimir force between both can be obtained; by
applying the dilute limit to one of them, one reaches the
Casimir-Polder force; by applying the dilute limit to both objects,
the vdW force will remain. This transition is not reversible, in
general. By increasing the density of particles, further interactions
will play a role which can not be mapped by a simple up-scaling.
For weak responding materials, the Clausius-Mossotti relation
g(w) — 1

OC((D) =3 V80m7 (1)

with the molecular volume V and the vacuum permittivity &g,
provides an approximation. However, this relation fails even for
water in the low energy spectrum due to the missing many-
particle effects caused by the hydrogen bond network.® A further
distinction of the induced interactions is rooted in statistical
physics and is restricted to the interactions between two dielectric
objects and is in line with the historical development of the
description of the Casimir effect. Here, one restricts the Casimir
force, according to the original publication,' to the force between
two perfect conducting plates, the Casimir-Polder force to retar-
dation effects,”® and the general case for dielectric bodies to the
Lifshitz force.”" Further details on the history of the Casimir
theory can be found in ref. 22. Another consequence of the dipole
approximation is that vdW forces are restricted to point-like
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particles, which means either atoms or molecules and clusters
in the long-range limit such that their separation is much larger
than their molecular size. Finite-sized objects experience forces
scaling differently than with the inverse sixth power law, see
Sections 3.1, 4.2.2, and 4.4.1.

As discussed in the beginning, weak interactions are covered
by a wide range of research and give rise to several devices and
functional materials. In the following, we want to introduce
recent investigations related to weak interaction studies, cover-
ing the application side with the topics of materials and
devices; an introduction to relevant characterisation techni-
ques; and an introduction to the most-important theoretical
methods describing these materials and effects. We concen-
trate on ground-state interactions and illustrate partly the
treatment of excitations. This review does not provide a com-
prehensive overview which would quickly fill several books.
Instead, we concentrate on the most-relevant effects, experi-
ments and current theoretical methods.

2 Devices and materials

As introduced above, materials and devices in the context of
weak interactions can generally be described as a many-particle
effect due to weak interactions, such as atomic clouds, an
ensemble of molecules or small clusters, either in a vacuum
or in the presence of dielectric solid or liquid surfaces, or the
presence of external electromagnetic fields. The most-relevant
effects in such systems are the self-organisation near surfaces,
leading to vdW heterostructures (Section 2.2), the excitation
dynamics, such as superradiance and singlet fission (Section 2.1)
and the Rabi oscillations in the strong coupling regime (Section
2.6). The latter occurs by confining the optical mode density for
the weak interactions leading to substantial field enhancements.
Furthermore, several practical devices result from these inter-
actions, namely solar cells (Section 2.4), especially organic photo-
voltaics and top and bottom layers, enhancing the efficiency,
electrochemical transistors (Section 2.3), nano- and micro-
electro-mechanical systems (Section 2.5). Further related topics
are due to quantum dots, especially in the context of quantum
sensing” and quantum computing.”*

Table 2 Overview of weak (ground state) interactions used in different communities

Particle 1 Particle 2 Quantum optics Traditional chemistry Soft-matter Statistics Modern chemistry
Charge g, Charge g, Coulomb interaction

Dipole d; Dipole d, Keesom interaction

Dipole d Polarisability « Debye interaction van der Waals interaction
Neutral Neutral Dispersion interaction van der Waals interaction

Polarisability o; Polarisability «,
Non-retarded
Retarded
Polarisability «  Permittivity ¢
Non-retarded
Retarded
Permittivity &;  Permittivity ¢,
Non-retarded
Retarded
Perfect conductors

van der Waals interaction

Casimir-Polder

Casimir

This journal is © the Owner Societies 2023

van der Waals interaction
Casimir-Polder-van-der-Waals

Molecular Lifshitz
Casimir-Polder-Lifshitz

Casimir-Lifshitz
Casimir-Polder-Lifshitz
Casimir
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2.1 Interactions and organisation on surfaces

In order to isolate weak interactions, ideally one would like to
establish experimental conditions without perturbations from
a strongly-interacting environment. Furthermore, having weak
interactions and corresponding shallow binding potentials,
the competition with thermal energies often requires low-
temperature conditions in order to reach state specificity and
selective probing. Rare-gas clusters, travelling as isolated clus-
ter beams in a vacuum, have been demonstrated to serve
as versatile laboratories for the study of weakly-interacting
molecular systems.>>>?¢ Technically such clusters having
nanometre-sized dimension are condensed in a supersonic
expansion from high pressure and mostly cold (down to 3 K)
reservoirs. Evaporative cooling of the weakly bound rare gases
leads to cluster temperatures ranging from several tens of
Kelvin for e.g. argon or neon,”” down to 400 mK/150 mK in
the case of helium-4/helium-3 isotopes.**>°

The clusters can be doped with atoms or molecules of
interest by the so-called pickup technique, whereupon sticky
collision dopants are attached to the clusters. The number of
dopants can be controlled by the pressure in designated vapour
cells. Putting such doping units in series along the cluster
beam path allows in a well-controlled order an assembly of
dopants on the clusters. Whereas helium clusters are liquid,
allowing an agglomeration of dopants inside the clusters, all
other larger rare-gas clusters are in a solid state. Aromatic
molecules, as discussed in the following, are pinned to the
surface of these clusters and do even on electronic excitation
not migrate to interact with other dopants.>® By varying the
dopant density at statistical low coverage, one can probe weak
interactions as a function of the mean intermolecular distance.
Here, we want to discuss a prime example of interacting acene
molecules. Acenes are of applied interest as absorbers in
organic photovoltaics and, in particular, exploiting collective
effects by means of singlet fission (SF) has been identified as an
alternative route for an increased efficiency converting
absorbed photons into separated charges,*>*! applied in solar
cells, see Section 2.4.

The process of SF is illustrated in Fig. 3: an absorbed photon
leading to an electronically-excited singlet state, which would
undergo fluorescence emission in an isolated molecule, can,
communicated by the interaction with a neighbouring mole-
cule, transfer the excitation energy into two triplet states,
localised on two molecules. Having now two excited molecules
can in turn with an appropriate charge separation mechanism
lead to the generation of two charges, having only one photon
absorbed in the first place. In this way, one is in principle even
able to overcome the Shockley-Queisser efficiency limit,** act-
ing as the ultimate upper bound for efficient energy conversion.

Tetracene and pentacene molecules are typical examples of
having a suitable energy structure of singlet and triplet states
enabling SF. By attaching these molecules to the surface of rare-
gas clusters, it was demonstrated that SF is even active at dilute
conditions with very weak intermolecular interaction.>??

In Fig. 4(a), the measured lifetime of tetracene molecules
attached to neon clusters is plotted as a function of the mean
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Fig. 3 (a) lllustration of singlet fission at an example of two pentacene
molecules: one molecule is photo-excited into the first electronically excited
singlet state. The weak interaction with a second ground-state molecule
leads to the population of triplet states on both molecules, which can in a
photovoltaic application lead to two separate charge carriers. (b) Corres-
ponding level diagram including only the main contributing states.
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Fig. 4 (a) Lifetime of excited tetracene molecules attached to the
surface of neon clusters as a function of the mean internuclear distance
given by the surface coverage. At low coverage, only superradiance leads
to a reduction of a lifetime; the prominent reduction at increased coverage
is due to singlet fission. (b) Laser-induced fluorescence excitation spectra
of the 08 excitation, and the first prominent vibrational mode at low and
high coverage, respectively. nt. denotes the mean number of tetracene
molecules attached to the cluster. Within the cluster-induced broadening,
no perturbation from the interaction of the molecules can be identified,
based on data from ref. 33.

intermolecular distance. Whereas at larger distances there
is only a slight reduction due to Dicke superradiance, below

This journal is © the Owner Societies 2023
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approximately 30 A one observes a steep decrease due to SF,
reducing the lifetime down to only a few nanoseconds. The
assignment to SF and superradiance, respectively, as evidenced
by pump-probe schemes and power dependencies and accom-
panying theoretical simulations.” Intriguingly the interaction is
so weak that it can not be identified in the spectroscopy of the
excited system [perturbation of the spectra, ¢f. Fig. 4(b)].

Furthermore, the interaction with the surface can be studied
in these experiments. In comparison with DFT, described in
Section 4.3, calculations for pentacene molecules attached to
neon clusters, vibrationally resolved spectra clearly identify
active low-frequency butterfly vibrations from the interactions
with the rare-gas surface.** Moreover, the weak interaction can
even induce perturbations in the organic structure of the
molecules leading to suppressed or completely altered decay
mechanisms. Such effects are, for instances, capable via mQED
(Section 4.4) or modelling aggregate structures (Section 4.6).
As an example in Fig. 5 anthracene molecules are probed as a
function of the mean inter-molecular distance on neon and
argon clusters, respectively. Since in the case of neon a signifi-
cantly decreased lifetime at smaller inter-molecular distances
has been observed, for argon, the lifetime of the excited state is
increasing.*”

Besides rare gas clusters also other dielectric surfaces only
weakly perturb the optical properties of molecules deposited
on the surface,**?” see Section 4.4.1. Such molecule surface
structures can for example be produced by epitaxial growth in
an ultra-high vacuum. Typically one can vary the surface
density of the molecules over orders of magnitude from very
low coverage to full monolayers. It is often possible to use the
surface as a template to induce a specific regular arrangement
of the molecules,***%3° which can be probed by atomic force

Inter-dopant distance [A]

113 80 51 36 25 16 12 8
T T
351 Ne surface 7
‘O.o' %‘
.
0 . &% e Ar surface
Zas "\
[0} l.
£ %
© 20 [ » 4
% ‘. .ll.
=15 ul n
o LY
10 % .
INOOON -
fetissead
0 .

10"
Vapor cell dopant density [1/m?]
Fig. 5 Comparison of the coverage-dependent lifetime reduction of the
first excited singlet state of anthracene molecules attached to Ne and Ar
clusters, respectively. The weak perturbation from the interaction with the
rare gas leads for Ne to a reduction at high coverage, whereas for Ar the
lifetime is increased. Based on data from ref. 35.
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microscopy (AFM) or scanning tunnelling microscopy (STM),
see Section 3.1. Similar to the situation of rage gas clusters one
can perform optical far-field spectroscopy. In addition, one can
also use various near-field techniques to gain information on
these samples.®™** It is also possible to change the temperature
of the sample from a few Kelvin up to room temperature and
above. This allows one, for example, to study the temperature
dependence of superradiance.’

Another example, where dispersion forces play a major role,
is the interaction between nanodiamonds (NDs). Typically,
4-5 nm NDs tend to self-assemble into larger aggregates either
in the liquid phase or during drying. In the latter case,
agglomeration during drying makes ND functionalisation diffi-
cult since it often requires a dry starting ND material.*® In the
liquid phase, DFT computations in conjunction with Monte
Carlo molecular simulations show that assembly interactions
between ND particles are dominated by vdW forces rather than
electrostatic forces.”” Therefore, dispersion forces between ND
particles or ND and surfaces should be considered carefully in
experimental or theoretical investigations. For example, it has
been demonstrated that fluorescent NDs tethered by double-
stranded DNA to a surface can be used as an ultrasensitive label
for in vitro diagnostics.*® Consideration of weak interactions for
such systems is expected to improve experiment settings and
yield better sensitivities.

2.2 van der Waals heterostructures

It has been long known that the weak short-range vdW inter-
action holds together layered materials like graphite and MoS,.
The vdW force is weak enough to allow easy sliding of the
individual layers against each other such that graphite and
MoS, have been long established as dry lubricants. The weak
interaction between graphene layers has also been the reason
why graphite (in the form of highly oriented pyrolytic graphite,
HOPG) has been used as a substrate for scanning probe
microscopy: simply by mechanical cleavage by scotch tape, a
HOPG crystal fresh surface could be prepared.*® More recently,
it has been realised, that this mechanical cleavage can be used
to prepare monolayers of such vdW materials, with graphene
being the first one subsequently jump-starting the field of novel
2D materials.”>*!

While initially mainly monolayers of graphene and other 2D
materials had been isolated, it soon was realised that also
disjunct materials can be stacked on top of one another.
A breakthrough study in this regard had been the work by
Dean et al.”* where for the first time, graphene was placed onto
h-BN (which is a large-bandgap insulator synthesised in highest
quality, e.g., by the group of T. Taniguchi and K. Watanabe®?) to
form a vdW heterostructure. The cleanliness of graphene was
significantly improved in this heterostructure (as can be for
example quantified by a threefold increase of the charge carrier
mobility) due to the atomic flatness and absence of defects of
h-BN (see Fig. 6).* Recently, h-BN has been also used as an
inert substrate for other materials, e.g., organic semiconductors.>

This first h-BN-graphene heterostructure already makes the
distinction to multilayers of materials grown by conventional
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Fig. 6 Supporting graphene on hexagonal boron nitride (BN) substrates.
(@) Schematic showing how the graphene is transferred onto multilayer
BN, which is supported on a SiO, substrate, with a stamping technique.
(b) A single piece of graphene (red) is supported by a SiO, substrate (left)
and a flat BN multilayer (right). The corrugations, dangling bonds (inside a
dashed circle) and charge inhomogeneities that are inherent to SiO,
surfaces shift and broaden the resistivity peak of graphene (black line in
plot) relative to that of graphene on BN (blue line). Figure taken from
ref. 54.

vapour deposition methods (e.g. molecular beam epitaxy, MBE)
clear, in which layers of disjunct materials are connected by
covalent bonds and where interfacial lattice matching and
defects have to be carefully managed. Consequently, the growth
of such materials is done in an ultrahigh vacuum.’® The weak
vdW interaction, however, has a consequence of the resulting
layer arrangements not being as stable as e.g. MBE grown
heterostructures. For example, it was shown that strain can
lead to a transformation of the rhombohedral to Bernal stack-
ing in graphene multilayers.>”>® Nevertheless, the assembly of
the wide range of 2D materials (more than 1000 unique 2D
materials have been predicted to exist®®) can be in principle
performed under ambient conditions using stamping methods,
by which the to-be-assembled materials are picked up sequen-
tially using piezo-controlled stamps and placed on top of
one another.®® Like these heterostructures of arbitrary (that is
independent of lattice matching conditions required e.g.
required for epitaxy) vdW materials can be realised. The result-
ing interfaces turn out to be very clean due to the so-called
“self-cleaning” properties of the materials since often the vdW
forces between the to-be-assembled materials turn out to be
larger than between that of individual vdW materials and
contaminants (typically hydrocarbons).®>® This cleaning pro-
cess can also artificially be initiated with an AFM tip and the
self-cleaning imaged in real-time (termed hydrophobic collapse
here).%*

The vdW assembly method offers the exciting possibility
to design complex materials on demand by coupling disjunct
materials that interact via a Moiré potential creating a super-
lattice,*® tunnelling,®* spin-orbit interaction® just to name a
few. The coupling can have an impact on the spin degree of
freedom, resulting in bandstructure, weakened exchange®®®”
and magnetic properties. One exciting advancement recently
known is that if materials of the same type (e.g. two layers of
graphene) are twisted by an angle of 1.1° with respect to one
another, due to interlayer coupling the bandstructure of the
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individual graphene layers is modified due to the Moire
potential formed. This leads to a flattening of the band struc-
ture and the formation of minibands at the Dirac point with the
subsequent observation of correlated phases and unconven-
tional superconductivity.®®%°

When assembling individual quantum objects into mono-
layers or their stacks, the material properties are determined by
the interactions of the quantum objects with each other’® (see
Section 4.6 for predicting such interactions) within the indivi-
dual layers as well as with the surface, possibly the matrix,”"”>
and possibly the cavity’>’* surrounding the quantum objects.
In order to tailor the material properties, various experimental
techniques have been developed that allow the arrangement
of quantum objects, for example, DNA origami’>”’ or the
Langmuir-Blodgett (LB) and related techniques.”®

Using DNA origami, quantum objects can be arranged with
sub-nanometre precision, for which they are covalently bonded
to the DNA scaffold.”>””” Since the resulting arrangements do
not interact via vdW forces alone, but initial work has been
initiated to develop current small arrangements towards (vdW)
heterostructure materials, they are briefly mentioned in this
chapter.®” Both DNA origami objects, but especially quantum
dots and dyes, have been processed by Langmuir-Blodgett and
related techniques into thin films or layered structures that
interact within and between layers via vdW forces. To do this,
for example, typically water-insoluble dyes in solution are
applied in small concentrations to a water surface, and the
surface concentration is increased by decreasing the available
water surface area until a close-packed monolayer is formed,
which is tracked via interfacial pressure. Recently, it was
demonstrated how the LB technique can also be used to
process water-soluble dyes.

In the case of dyes, their arrangement in the monolayer
determines the interactions between the transition dipole
moments (TDMs, see Section 3.4) of the dyes and thus the
optical and electronic properties of the resulting films.”® The
arrangement is determined by the position of the dyes at the
water-air interface and the intermolecular interactions, which
are studied by molecular dynamics, and force-field-based, and
density functional theory methods (see Section 4.3). In addi-
tion, the intermolecular interactions can be affected by embed-
ding the dyes in Langmuir matrices.”"’> Variation in optical
properties with differences in supramolecular structure ranges
from spectral shifts due to interactions between TDMs,**™** to
optical anisotropy,”” variation in oscillator strengths due to
symmetry breaking,”"**® and the expression of vibronic fine
structures®*%977%% in the optical spectra. At intermediate dis-
tances 2D materials also offer interesting phenomena related to
Casimir interactions,'® as discussed in Section 4.1.

2.3 Electrochemical transistors

While the role of the Casimir-Polder force in the interaction
between ions has been described (see Section 4.2.2), a field in
which weak interactions have not been considered widely in the
field of electrolyte gating in (organic) field-effect transistors.
While focusing here on organic polymer semiconductors, the
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difference between electrostatic and electrolyte gating is, that
while in electrostatic gating a purely electrostatic field leads to
the accumulation of charges in the semiconductor, in the case
of electrolyte gating a liquid electrolyte is placed on the
semiconductor and upon application of a voltage difference
between the electrolyte and the semiconductor, ions move
toward the semiconductor.”®" Then, depending on the materi-
als used the ions can either form a double layer at the liquid/
semiconductor interface (called electrostatic gating then as
well), or penetrate into the semiconductor (called electroche-
mical doping).'®> With this method, thin organic semiconduct-
ing films but also semiconducting polymers between contacts
separated only a few nm can be gated and thus operated as
transistors with ultrahigh performance ratios'®® or be used as
neuromorphic devices.'*'% The current flow in such organic
electrochemical transistors has also been recently modelled by
introducing the movement of the ions in the polymer by the
steady-state Nernst-Planck equation and solved numerically."*®
However, the role of the Casimir-Polder interaction has not
been included and might be an interesting extension of
further work.

2.4 Solar cells

An important field for possible applications is photovoltaic
energy generation. A multitude of recent solar cell concepts
compete with each other: the prevalent crystalline silicon cells,
single-junction GaAs or multi-junction cells, thin-film technol-
ogies such as CdTe and CIGS, and other emerging photovoltaic
concepts such as organic solar cells or ones based on perovskite
structured materials.” Their common denominator is the use of
irradiance from the solar spectrum to generate electric current.
To this end, most solar cells rely on an active layer which has
the function of photon absorption and subsequent generation
of excitons (usually bound electron-hole pairs). The main
challenge is to maximise efficiency, utilising the largest possi-
ble part of the solar spectrum, while keeping the fabrication
costs as low as possible, which remains the ultimate challenge
despite significant advances in the last decade. Multi-junction
solar cells have the absolute highest efficiencies with the
current record of 39.2% under one sun conditions.'®” However,
to achieve this, a six-junction cell was designed and fabricated -
exemplifying the complexity and consequently the cost of such
cells. Therefore, there is a prevailing interest in single-junction
cells and methods for enhancing their efficiency. Commonly,
the maximum efficiency of any single junction cell is estimated
using the infamous Schockley-Queisser limit, which as a first
approach is an adequate description. For an ideal band-gap
(1.3 eV) cell the upper limit efficiency is around 32%.'°® The
limit is met by three loss mechanisms: (1) non-absorbed
photons (limitation in photon absorption (intrinsic), reflection
losses (extrinsic), (2) thermalisation of excited charge carriers
(photon/band-gap miss match), and (3) electronic losses
through recombination and ohmic losses.'® The main energy
losses are found in the first two categories above. For the first
point, traditional and effective methods, use randomised textur-
ing of the sample surface and simple single-layer anti-reflective
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coatings for maximising the light entering the cell. Using a
Lambertian scatterer model for light trapping schemes, the upper
light absorption enhancement limit is 4n> compared to single
pass absorption, where  is the refractive index of the material.**

Using an electromagnetic approach, however, which is
necessary to describe sub-wavelength, nano-photonic systems,
it has been shown by several research groups that it is possible
to increase the light trapping significantly beyond the 4n*
limit,""***% and also demonstrated experimentally.'**

With the goal of pushing the efficiency further, light trap-
ping using sub-wavelength structures has been pursued by
many research groups, and a wide range of promising nano-
structured elements have been investigated such as nano-wires,
nano-pillars, upright and inverted nano-pyramids, photonic-
crystal-based structures,"'®'***"” and organic molecules, as
described in Section 2.1 Common for all these nano-structure
examples is that typically several nano-lithography steps are
needed for the fabrication, a process which significantly com-
plicates the fabrication and consequently limits widespread
application. Therefore, another promising nano-structure for
solar cell applications is metal nanoparticles (MNPs)."'® The
main interest for using MNP in solar applications lies in the
strong and tunable light scattering and absorption properties
through the localised surface plasmon resonance (LSPR),
describable for instance via mQED, see Section 4.4. However,
the fabrication of MNP is also widely established for a
large selection of materials including methods for direct
deposition without complex lithography steps, which speaks
for scalability."*®

For solar applications MNPs are typically proposed: (1) placed
on the front surface for increased light scattering and conse-
quently light in-coupling into the active layer; (2) embedded in the
active layer for increased optical density through light scattering
and near-field effects; (3) on the back surface of the active layer for
coupling light not absorbed in the single pass of the active layer to
surface plasmon polaritons."*%**!

The addition of MNPs to the front of solar cells is perhaps
the simplest configuration and has been investigated by several
research groups."”>""** In particular, metals such as Au and Ag
have been investigated due to their strong plasmonic activity in
the visible spectrum. Larger nanoparticles (>30 nm) are typi-
cally employed as these have a strong light-scattering compo-
nent. Promising results for improvements in light incoupling
and consequently photocurrent have been demonstrated, but
improvements have typically been limited to the longer wave-
length ranges. At shorter wavelengths, negative contributions
have been reported due to parasitic light absorption of the
MNPs. Parasitic light absorption has been a challenge for
obtaining excellent broad-band results. It is caused by MNPs
used in general exhibiting an increased light absorption at
shorter wavelengths, but also electron inter-band transitions
in the metals."”>™"*” These parasitic losses can potentially be
omitted by exploring other materials, and recently Al nano-
particles have gained attention. With the plasmon resonance in
the UV range, the light absorption losses are minimised, and
mainly scattering effects are found in the visible range making
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them a promising candidate for wide range and efficient light
incoupling,'?%713°

For MNPs with a diameter below 30 nm, far-field scattering
will be reduced, and the plasmon interaction will be dominated
by near-field effects.*® Small particles embedded in the active
layer have been investigated for enhancing light absorption for
both organic solar cells and inorganic solar cells (a-Si)."*""*?
Increased light absorption can allow for decreased active layer
thicknesses, which in turn would raise the theoretical efficiency
limit and yield higher solar cell efficiencies as the charge carrier
recombination would be lowered."** Theoretical predictions
have shown that by using small Ag nanoparticles, a conversion
efficiency of 18% with only a 15 nm active layer (a-Si) is
possible.**

The final approach is to increase the optical path length of
light not absorbed in a single pass of the active layer, reaching
the back surface plane of the active layer to surface plasmon
polaritons (SPPs). SPPs are charge density waves propagating
parallel to the back metal/semiconductor interface and are
strongly confined once excited and can propagate several
micrometres with a minimal loss.’** Due to the momentum
mismatch between incident light and the in-plane SPPs meth-
ods for efficient coupling need to be employed. Using a periodic
grating structure allows an efficient way for coupling incident
radiation to SPP modes."* Theoretical studies have demon-
strated significantly enhanced absorption enhancement by
coupling light to SPP."** Furthermore, several nanograting
structures such as nano-dents, nano-voids, nano-wires and
nano-cones have been realised experimentally and noticeable
improvement has been reported, and the overall trend is that
efficiency on average is improved 1-2%."****° The complicated
nano-structuring has so far limited these studies to a-Si
solar cells.

2.5 MEMS and NEMS

MEMS and NEMS (micro and nano electromechanical systems),
sometimes referred to as micromachines or microsystem tech-
nology (MST), are defined as devices which include one or more
micro/nano scale parts enhancing functionality.

They are often silicon based, but can also be made of other
materials such as quartz, silicon carbide, sapphire and alumi-
nium nitride, as well as polymers'*° (particularly relevant for
microfluidic-related applications). Recently, there has been a
focus on the application of vdW heterostructure materials for
NEMS applications,****** see also Section 2.2. NEMS can also
include components such as nanotubes, nanodots and nano-
wires. MEMS/NEMS are of significant industrial importance,
with an annual market of around 100 million dollars for NEMS
alone according to various market reports.

MEMS/NEMS devices can be divided into sensors, actuators
and what may be termed passive structures. Sensors include
gyroscopes, accelerometers and pressure sensors (extensively
used in the automotive industry) and various medical and
biochemical diagnostic devices. Actuators include data storage,
drug-delivery devices, drug synthesis, fluid regulators, ink-
jet printing devices, micro fuel cells, micro-mirror devices,
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microphones, optoelectric devices, radio-frequency devices
and surgical devices and finally passive structures such as
atomisers, fluid spray systems, fuel injection, and medical
inhalers.'*®

As the dimensions of a system reduce so that the surface-to-
volume ratio increases, dispersion forces start to play a role and
so it is no surprise that they are crucial in determining the
behaviour of in particular a range of NEMS devices. In fact
around a decade ago, Casimir forces were seen as a potential
obstacle to useful NEMS devices. For example, it was pointed
out that at a separation of 10 nm the Casimir force can produce
the equivalent of one-atmosphere pressure,"** see also ref. 145.
It has been shown both experimentally and theoretically that
Casimir and vdW forces have a huge effect on the instability of
nano-cantilevers, leading to the so-called snap-down (pull-in)
behaviour initiated by electrostatic actuation or mechanical
shock.™® The pull-in behaviour occurs when the electrostatic
force exceeds the elastic resistance of the beam, which “pulls
in” and suddenly adheres to the ground.'*’ In general, stiction
(adhesion) is a big challenge for NEMS devices. The situation is
complicated by the fact that for small distances (in the 100 nm
range) the surface roughness starts to play a role."*® Theoretical
models via mQED, see Section 4.4 quantise the forces and help
in improving such systems.'*’

It has been reported on numerous occasions that 2D materi-
als tend to roll up and form stable scrolls. This is an undesired
effect in device fabrication, but it can be used also for nano-
wires and/or mechanical structures. The roll-up process is
governed by a competition between vdW forces and elastic
forces."*°

With the expansion in the technological possibilities for
device fabrication, the focus in NEMS development is shifting
towards exploiting the dispersion forces actively as an inte-
grated part of the NEMS devices.”®* It should be pointed out,
however, that this is not a completely new idea, for example, the
Casimir-induced sensitivity to small changes in distances was
exploited in actuators already two decades ago.'>”

2.6 Strong coupling

A striking phenomenon occurs when bringing a material in
close proximity to an optical microresonator with electro-
magnetic modes of similar energies to the material’s energetic
(e.g. vibrational, electronic) transitions governed by weak
(e.g. dipole-dipole) interactions. When the system is properly
tuned (depicted schematically in Fig. 7), the resulting inter-
action between weak resonant dipole modes with the electro-
magnetic modes can become strong enough to generate a
population of pairs of more strongly-interacting hybrid light-
matter states within the material, which are then occupied with
quasiparticles called ‘polaritons’. This relatively simple concept
forms the basis of the rapidly-growing body of experimental
work in the field of polaritonics encompassing both funda-
mental and practical studies in chemistry, physics, and materials
science.'>*'%°

A detailed theoretical treatment of the quantum electro-
dynamics of strongly coupled systems is discussed in more
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Fig. 7 Schematic energy diagram of strong coupling between an ener-
getic transition, ﬁwslHSO, in @ material coupled to a resonant electro-
magnetic mode, hwio. Coupling leads to the formation of two-hybrid
states, P* and P, separated by the Rabi-splitting energy, hQg, in addition
to uncoupled ‘dark’ states, DS.

detail in Section 4.5. In brief, to facilitate discussions of the
experimental work within this section, the polaritonic-state
formation can be described as a first approximation by a
coupled oscillator model, wherein the strength of the light-
matter interaction is indicated by the energy separating the
upper and lower hybrid states (P" and P~, respectively) with a
characteristic Rabi-splitting frequency

Qr = /4g%> — (k —7)%, (2)

where g is the coupling strength, « is the photon decay rate, and
y is the non-radiative loss rate for the confined material. When
the losses are sufficiently suppressed (e.g. by using highly
reflective mirrors and ideal thicknesses of the interlayers in a
Fabry-Pérot cavity) then the system can enter the ‘strong
coupling regime’, where 2g < k, y. The Rabi-splitting energy
proportional to the coupling strength is simply determined by
the tuning properties of the coupled material and micro-
resonator

hw

= X y/npy + 1, (3)
2801/

hQr = 2d

where d is the dipole moment of the material transition, aw is
the resonant energy of the optical structure, ¢, is the vacuum
permittivity, v is the electromagnetic mode volume, and ny, is
the number of confined photons. Perhaps, the most striking
feature arising in (3) and a primary motivator for much of the
experimental work in this field is that even if there are no
photons contained within the system (1, = 0), there will still be
splitting due to the ‘vacuum’ modes of the resonator (see
Sections 4.4.1 and 4.5), thus allowing for coupling to appear
without the need for additional photoexcitation. In addition to
the ‘bright’ polariton states, a larger population of delocalised
‘dark’ states (DS) that have no photonic character are also
present.

What has started out as a model quantum optics system
where intraatomic transitions have been coupled to cavities'>®
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Fig. 8 Examples of recent experiments involving strong coupling. (a) An
organic field-effect transistor coupled to the plasmon resonance from a
periodic array in an aluminium layer, taken from ref. 174. (b) A gated device
for manipulating Bloch polaritons generated in graphene encapsulated
in hexagonal boron nitride using a plasmonic array in SiO,, taken from
ref. 164 according to the Creative Commons license.”® (c) An organic
polariton transistor, taken from ref. 157. (d) Suppression of photoisomeri-
zation by coupling to plasmonic modes between metallic nanoparticles,
taken from ref. 176 according to the Creative Commons license.'’®
(e) Modification of photoisomerization rate of spiropyran-myocyanine by
encapsulation in a Fabry—Pérot cavity, taken from ref. 177.

has been expanded to the diverse fields of solid-state physics,
chemistry and materials science."® A multitude of various
device physics and potential applications have now been inves-
tigated (Fig. 8a—c), including organic polariton transistors,"”
enhanced light-emitting transistors using exciton-polaritons
in carbon nanotubes'®® and semiconducting polymers,'*’
inversion of singlet and triplet excited states in organic
chromophores to enhance quantum efficiency in organic
light-emitting diodes,'®® enhancement of ferromagnetism in
high-temperature superconductors,'® modifications of the
integer quantum Hall effect,"®> graphene polaritonics,"®*'*
and increased charge-carrier transport in e.g. organic semi-
conductors'®>'®® and transition metal dichalchogenides."®’”
This latter effect, in particular, introduces both an interesting
platform for fundamental studies in charge transport and
potentially opens a route towards transistors based on diverse
materials that are more efficient. Transport enhancement has
been attributed so far to the promotion of greater delocalisa-
tion of charge carriers by virtue of the opening of additional
bands in a coupled two-level system.'®® However, development
of a comprehensive understanding of the parameters that
determine whether or not enhanced transport is realised in a
given system is ongoing and will need to account for e.g. the
role of disorder on carrier and polariton delocalisation under
strong coupling conditions'®”'”® and dark states.”' Another
promising approach may be to bestow charge on the highly
delocalised polaritons by coupling not to charge-neutral excitons,
but rather to polarons'”? or trions."”* In general, the realisation of
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strongly-coupled systems relies on the availability of sufficient
knowledge of the optical and electrical properties of the materials
used in the system. Thus characterisation methods to determine
e.g. the transition dipole moment of the encapsulated material
(see Section 3.4) are especially useful.

The interest in strongly-coupled systems also stems from the
potentially powerful capability of polaritonic states to influence
chemical reactions by enhancing the normally weak inter-
actions between the reactants (Fig. 8d and e)."”® It has been
reported that the strong coupling to light in a cavity
may influence chemical reaction dynamics, which led to
the development of the field of polaritonic chemistry or
quantum electrodynamics (QED) chemistry.’””"77*8! The
strong coupling to the cavity field is envisioned as a control
for chemical reaction rates'”” or energy-transfer rates between
molecules,'® and a method for the engineering of novel
quantum materials.'® Some recent studies in practical
implementations include the promotion of site selectivity
in chemical reactions,'® enhancement of intermolecular
vibrational energy transfer in liquid phase donor-acceptor
solutions,'®®> and suppression of unwanted photoisomerisa-
tion in light-sensitive organic molecules.'”® While the volume
of experimental evidence in support of strong-coupling effects
on photochemistry continues to grow, the precise mechan-
isms and limitations with respect to vacuum vibrational
strong coupling (i.e. without pumping in additional photons)
are the subjects of active debate in the theoretical community,
especially in regards to the role of dark states in ground state
reactions.'®®

Looking ahead, while the above mentioned experimental
studies all involve the use of an optical resonator to achieve
strong coupling, such as a plasmonic array or Fabry-Pérot
cavity, recent studies have shown that the use of a resonator
may not strictly be necessary to achieve and take advantage of
the strong coupling effects in some cases. Polaritonic states
can, in fact, be realised by tuning the intrinsic properties
and nanostructures of the materials of interest and their
dielectric environment in order to promote ‘self’ or ‘cavity-less’
coupling."®”'®® Indeed, it has been suggested that exciton-
polaritons can be the primary source of photoexcitation in a
variety of organic molecular nanostructures.'®® Harnessing this
aspect may be a key route to the development of simpler
implementations of polaritonic devices.

3 Characterisation techniques

Beyond the applications of weak interactions in devices and
materials, there are several experimental characterisation tech-
niques analysing nano-structured materials or explicitly using
effects occurring from these interactions. In the following, we
introduce small sections illustrating the broad range starting
with the most commonly used technique of surface force
apparatus and atomic force microscopes, Section 3.1, via
matter-wave scattering experiments probing surface phonons,
Section 3.2, and dispersion forces, Section 3.3, and finalising
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this section with the characterisation of spatially orientated
aggregates in thin films and on surfaces, Section 3.4.

3.1 Insights into intermolecular interactions by surface forces
apparatus and atomic force microscopy

The surface force apparatus (SFA) is one of the earliest tech-
niques that allows quantifying the interactions between
two surfaces. Introduced in the late 1960s by Tabor and
Winterton,'® it has been used until today to measure forces
in the Piconewton range.'®! Prominent results were e.g. gained
for ionic liquids, where long-range electrostatic forces were
recorded'® or for bringing evidence of liquid layering due to
a balance of van der Waals attraction and steric and osmotic
repulsive forces.™*?

Weak vdW forces also play a significant role in nanoscopic
imaging of surfaces using the so-called atomic force micro-
scopy (AFM)'** which was first introduced in 1986 by Binning,
Quate and Gerber.">>'°® Here, a tip (ideally atomically sharp) is
attached to a mechanical resonator (e.g., a cantilever'®” or one
arm of a tuning fork'®”) and is approached to a surface or an
object. This way, force-distance curves like by an SFA can be
recorded. To obtain images, the tip is raster-scanned across the
surface or the object using piezo scanners that allow for sub-nm
control of tip (or sample) movement. Thereby, various modes of
operation can be chosen, ranging from a mechanical (and
tribological) contact between the tip and the substrate over
“intermittent” to “truly non-contact” AFM modes, depending
on the chosen feedback parameters.'® As between all objects,
the forces between tip, medium (e.g. air, vacuum or a liquid)
and sample feature long- and short-range contributions.
Long-range contributions include van der Waals, electrostatic
and magnetic interactions, if one uses the “traditional terms”
of interactions, see Section 1 and Table 2.

Short-range contributions mostly stem from quantum-
mechanical Born repulsion (also steric repulsion) and, in case
fluids are involved, hydration forces or hydrophobic inter-
actions can a