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Rapid predictions of the colour purity of
luminescent organic molecules†

Shawana A. Ahmad, Julien Eng and Thomas J. Penfold *

Designing luminescent organic materials exhibiting narrowband emission is crucial for achieving high

resolution and energy efficient organic light emitting diodes (OLEDs), but remains a significant challenge.

Herein we establish the key factors determining the emission full-width at half-maximum (FWHM) of 27

organic functional molecules exhibiting emitting states of different characteristics, including p–p*,

charge transfer and multiple-resonance. We demonstrate that the emission FWHM can be interpreted

within the displaced harmonic oscillator model (DHO), meaning that predictions can be made using

ground state frequency and excited state gradient calculations only. This eliminates the need for time

consuming calculations of excited state geometries and Hessians. While formally only valid within the

Condon approximation, the DHO model provides reasonable correlations for spectra exhibiting

significant Herzberg–Teller effects and not only makes it possible to predict emission FWHM, but also

informs on the normal modes responsible for emission band broadening. In addition, quantum chemistry

and rate calculations of three multiple-resonance type thermally activated delayed fluorescence (TADF)

emitters demonstrates how the importance of direct intersystem crossing (ISC) can be increased when

sulphur is used within the B–N framework. Overall, this work offers new perspectives for incorporating

considerations of emission FWHM into rational molecular design and high-throughput screening

procedures aiming to develop high efficiency luminescent organic materials.

1 Introduction

Luminescent materials that exhibit narrowband emission
represent an important challenge in the development of high
resolution and energy efficient displays and are becoming
increasingly important with the stringent requirements associated
with high definition (HD) and ultra-high definition (UHD) dis-
plays. Light-emitting diodes (LEDs) based upon gallium nitride1

or quantum dot LEDs2,3 have achieved emission profiles with full-
width at half-maximum (FWHM) of o20 nm, however delivering
equally high colour purity in organic light emitting diodes
(OLEDs) remains a significant challenge.4

This is because high performing phosphorescence5 and
thermally activated delayed fluorescence (TADF)6 emitters
which can achieve 100% internal quantum efficiency (IQE),
predominantly use charge-transfer (CT) excited states which
often exhibits an inherently broad emission, with a typical
FWHM B70–120 nm.7 Consequently, commercial devices tend
to use filters or optical microcavities8 to enhance the colour
purity of the electroluminescence (EL). However, this filtering

significantly reduces the external quantum efficiency (EQE)
leading to increased power consumption and shorter
operational lifetime because the pixels need to run at higher
brightness to compensate for this loss. With the ever increasing
commercial requirements for high-resolution OLED displays,
new emitters achieving both 100% IQE and narrowband emission,
obviating the use of colour filters and their associated energy loss,
are urgently required.9

Emission broadening is caused by coupling between the
electronic and vibrational degrees of freedom, i.e. vibronic
coupling.10 Electronic changes occurring upon excitation drive
structural dynamics that modulate the energy gap between the
S0 and S1 states, increasing the emission FWHM. A particular
challenge is for systems that exhibit excited state electron
density changes that are delocalised over multiple atoms and
in particular are in the bonding region of the molecule. In such
cases, as observed in the p–p* excitations in perylene, even
small structural changes can give rise to a broad vibronic
structure on top of the emission spectrum.11 To overcome this,
Hatakeyama et al.12 developed the multi-resonance (MR)
concept, based upon on p- and n-doped polycyclic aromatic
hydrocarbons. This exploits spatial symmetry (resonance) to
separate the frontier orbitals involved in the low-lying excited
states and minimise their bonding/antibonding character.
The resulting non-bonding molecular orbitals (MOs) minimise
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the vibronic coupling, leading to narrow luminescence. The
multi-resonance effect also reduces the exchange interaction
making these materials suitable for application in thermally
activated delayed fluorescence (TADF) and the success of this
approach has led to a significant number of experimental11,13–21

and theoretical22–24 investigations into these systems, which
have achieved high-performing 3rd-generation11 and Hyper-
fluorescence OLEDs.25

Despite the importance of the emission FWHM, there are few
computational studies computing and/or predicting the emis-
sion FWHM of luminescent organic materials.11,26,27 This is
likely, at least in part, associated with the computational expense
of calculating emission spectra from first principles which
usually requires computation of ground and excited state geo-
metries and Hessians.28–30 Indeed, even with the huge progress
in the speed of quantum chemistry methods, it remains a
significant challenge to perform such calculations on a large
set of molecules as would be required if one were to incorporate
the consideration of emission FWHM into high-throughput
screening approaches.31,32 Recently, Ansari et al.33 used a combi-
nation of experiment and theory to study the origin of the broad
emission in TADF emitters. They concluded, based upon careful
characterisation of donor–acceptor (D–A) based TADF emitters
that the dominant factor was the charge transfer character of the
molecule measured by the overlap between the HOMO and
LUMO orbitals involved in the lowest excited states.

While, the authors demonstrated a strong correlation for 5
D–A TADF molecules, this approach does not take into account
vibronic coupling and is therefore unlikely to be widely applicable
beyond D–A type materials. Consequently, in this paper we study
27 organic molecules exhibiting emitting states of different
characteristics, including p–p*, CT and MR to establish the key
aspects responsible for emission FWHM. We demonstrate
that the emission width can be interpreted/predicted using the
displaced harmonic oscillator model (DHO). Subsequently, we
use quantum chemistry and rate calculations of three of the
narrowband MR-type TADF emitters to provide insight into the
balance between direct and spin-vibronic34–37 intersystem cross-
ing (ISC) pathways, with the relative contribution of the former
increased when sulphur is used within the B–N framework to
increase the spin–orbit coupling and reduce the energy gap

between the coupled S1 and T1 states. This, along with the DHO
model offers new perspectives for improving rational mole-
cular design and/or high-throughput screening procedures for
developing high efficiency MR-TADF emitters.

2 Theory and computational details
2.1 Molecular structures

Fig. 1–3 shows the 27 molecules considered in this work.
Molecules 1–9 are based upon 10,15-dihydro-5H-diindeno[1,2-a;
1,2-c]fluorene, commonly known as truxene.38 This planar
heptacyclic polyarene structure, obtained by trimerization of
indan-1-one, has recently attracted a lot of attention in organic
electronics due to its exceptional solubility, high thermal stability
and ease of modification.39–45 Molecules 10–18 are based upon
the MR concept, which incorporates nitrogen atoms substituted
in the para-position relative to a central boron atom, to exploit the
opposite resonance effect of the two atoms to localised the
electronic structure onto atomic sites reducing vibronic coupling
and minimising the energy gap between singlet and triplet
states.11,12 Molecules 19–24 are D–A type materials which exhibit
CT type emission33,46 and molecules 25–27 are polycyclic aromatic
hydrocarbons exhibiting low-lying p–p* states.

2.2 Quantum chemistry and fluorescence spectra simulations

Density functional theory (DFT) and linear-response time-
dependent density functional theory (LR-TDDFT) simulations
were performed within the approximation of the B3LYP
exchange and correlation functional47–50 as implemented
within the ORCA 4.2.1 quantum chemistry package.51 A def2-
SVP basis set was used throughout.52 Frequency calculations
were used to verify that optimised geometries were true minima
and not saddle points. CC2 simulations were performed using
the Turbomole quantum chemistry package53 at the TDDFT
optimised S1 geometry using a def2-TZVP basis set.52 The spin–
orbit coupling calculations were computed using TDDFT and the
SOMF(1X) within the Breit Pauli approximation implemented
within the ORCA quantum chemistry package.54 These were
calculated at the TDDFT optimised S1 geometry using a
def2-TZVP basis set and the ZORA method.

Fig. 1 Truxene-type structures considered in this work.
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The absolute overlap between the HOMO and LUMO
orbitals were calculated as:

O ¼ hjfijjfaji ¼
ð
jfijjfajdr (1)

where fi and fa refer to the Kohn–Sham HOMO and LUMO
orbitals respectively. It should be noted that the lowest excited
state is not always a pure HOMO–LUMO transition and therefore
we have also calculated Tozer’s L diagnostic55 defined:

L ¼

P
i;a

cia
2Oia

P
i;a

cia2
(2)

where i refers to occupied molecular orbitals and a refers to
unoccupied molecular orbitals and the absolute overlap between
all the orbitals involved in the excited state are calculated and
then weighted (cia) according to the occupied-unoccupied pair

contribution to that excited state. This method has been widely
used to characterised charge-transfer states within the frame-
work of TDDFT.55

The fluorescence spectra were calculated using the first
principles path integral approach30 implemented within the
ORCA quantum chemistry package.51 Here, the initial (S1

optimised geometry) and final (ground state optimised geometry)
states and their respective Hessian matrices are computed.
This is used to compute the Duschinsky rotation matrix and
displacement vector. Subsequently, the derivatives for the
transition dipoles are computed. The spectrum is calculated as
a Discrete Fourier Transform of the transition dipole correlation
function, including both the well-known Franck–Condon and so-
called Herzberg–Teller (HT) effects.10 Throughout the temperature
was set to 300 K and the stick spectrum was broadened using a
Voigt function with line widths of 50 cm�1 for the Lorentzian
component and 250 cm�1 for the Gaussian component.

2.3 The displaced harmonic oscillator model

The method described in the previous section provides a first
principles approach to computing fluorescence spectra, but can
be time-consuming for larger molecules. The focus of the present
paper is to develop an approach to speed up the prediction of
emission bandwidth which will be achieved within the framework
of the displaced harmonic oscillator (DHO), shown schematically in
Fig. 4.

An absorption spectrum can be calculated using the Fourier
transform of the dipole correlation function:

sðoÞ ¼
ð1
�1

dt expiot CmmðtÞ (3)

The dipole correlation function is written:

CmmðtÞ ¼ hmðtÞmð0Þi

¼ jmegj2 exp �iðEe�EgÞt=�hhexpiĤgt=�h exp�iĤet=�hin
(4)

Fig. 2 Multi-resonance type structures considered in this work.

Fig. 3 Charge transfer (19–24) and polycyclic aromatic (25–27) type
structures considered in this work.

Fig. 4 A potential schematic representation of the displaced harmonic
oscillator model including the key insights that can be obtained and the
components required to estimate the FWHM for the lowest (a) absorption
and (b) emission bands.
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where Ĥg and Ĥe are the Hamiltonians for the ground and
excited states, while Eg and Ee are the energies of the ground
and excited state. The subscript n indicates averaging over the
electronic ground state vibrational states. This expression,
which assumes the Condon approximation and that the normal
modes of the ground and excited state are the same, i.e. the
Duschinsky rotation matrix is an identity matrix, separates the
dephasing of the optical excitation due to nuclear dynamics
(right) from the oscillatory transitions due to the electronic
energy gap. It also shows that the nuclear dynamic effects
which shape the optical excitation dephasing function F(t) are
equivalent to the overlap between the time-dependent ground-
and excited-state nuclear wavefunctions:

FðtÞ ¼ hexpiĤgt=�h exp�iĤet=�hin

¼ jhcgjceij2
(5)

For an excited state represented using a displaced harmonic
oscillator, the Hamiltonian can be written using a displacement
operator, expip̂d/�h and allows F(t) to be written as:

FðtÞ ¼ hexpiĤgt=�h exp�ip̂d=�h exp�iĤet=�h expip̂d=�hin (6)

For the simplest case of a low temperature system in the ground
state vibrational state, the dephasing function is written:

FðtÞ ¼ exp
d2
mo0

2�h
ðexp�io0 t�1Þ

h i
(7)

Therefore the correlation function is written:

CmmðtÞ ¼ jmegj2 exp
�ioegtþd2

mo0

2�h
ðexp�io0t �1Þ

h i
(8)

This is for a displaced harmonic oscillator model with a single
vibrational mode, o0. It is extended to the multidimensional
case, used herein, by writing:

CmmðtÞ ¼ jmegj2
Ya
i¼1

exp
�ioegtþd2i

moi

2�h
ðexp�ioi t �1Þ

h i
(9)

for a system with a total of a normal modes and each one having
a frequency of oi. A Fourier transform of this yields an expres-
sion for the spectrum written:

sðoÞ ¼ jmegj2
Ya
i¼1

exp�Di

ð1
�1

dt expiot expioegt exp½Di exp
ioi t� (10)

where Di is the Huang–Rhys parameter for normal mode i,
measuring the strength of the coupling between the nuclear
coordinates and electronic states defined:

Di ¼ d2
i

mioi

2�h
(11)

If we expand the final term in eqn (9) as:

exp½D expioi t � ¼
X1
n¼0

1

n!
Dnðexpioi tÞn (12)

we can obtain:

sðoÞ ¼ jmegj2
Ya
i¼1

exp�D
X1
n¼0

1

n!
Dnðexpioi tÞndðo� oeg � noiÞ

(13)

This spectrum is a progression of peaks rising from oeg, separated
by oi for each normal mode i with a Poisson distribution of
intensities. The system has a total of a normal modes. As shown
in Fig. 4, the magnitude of the displacement of the excited state
with respect to the ground state is expressed di = ki/oi, where ki is
the gradient of the potential at the Franck–Condon geometry:

ki ¼
@Vf

@Qi

����
Q0

(14)

This allows k to be analysed for each normal mode of the
molecule in question by simply calculating the gradient of the
potential along each normal mode, i, at the Franck–Condon
geometry, Q0. For the analysis presented below, k2 represents
the sum of the square of the k values obtained for each normal

mode, i.e. k2 ¼
Pa
i

ki2. While the above is presented in the context

of one vibrational mode, the DHO is easily extendable to a set of
orthogonal harmonic motions, i.e. molecular normal modes.56

The above discussion illustrates how the DHO model can be
used to predict the FWHM of an absorption/emission band and
the key aspects are shown in Fig. 4. This is (i) within the limit of
the Condon approximation, i.e. the transition dipole moment
does not depend on nuclear configuration and (ii) assuming
the normal modes of the ground and excited state are the same,
i.e. the Duschinsky rotation matrix is an identity matrix.
We note that Fig. 4a corresponds to the lowest absorption band,
in which the gradient of the S1 state at the ground state optimised
geometry in performed. For emission, the gradient of the S0 state
at the S1 state optimised geometry needs to be performed, as
shown in Fig. 4b. In the present work we perform both and
discuss the correlations with the emission FWHM below.

3 Results
3.1 Calculated emission spectra

Fig. 5 shows the calculated emission spectra for 1, 13, 14 and 15
plotted against experimental spectra reproduced from ref. 12, 20
and 42. The remaining computed spectra are all shown in the
ESI.† In each case, with the exception of the low energy vibronic
structure observed for 15 (Fig. 5d) the calculated spectral shape
is in good agreement with their experimental counterpart pro-
viding confidence in the theoretical approach used.

The emission spectrum of 1 has the smallest FWHM, with
the side bands forming the vibrational progression separated
by B0.17 eV. This is driven by the normal mode exhibiting
the largest displacement between the ground and excited state
(n81, see Fig. S20, ESI†), which is dominated by a hydrogen
wagging and slight breathing motion of the carbon–carbon
bonds in the main structure. For 13, commonly known as
DABNA-1,12 the vibronic progression has a separation of
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B0.16 eV which arises from 2 dominant normal modes
(n112 and n123, the former is shown in Fig. S32, ESI†) which
corresponds to breathing and stretching motions of the central
B,N-core. Molecules 14 and 15 aim at rigidifying the DABNA-1
skeleton by incorporating oxygen or sulphur atoms, respectively.
However, both of these molecules exhibit a slightly broader
emission spectra which is because, as shown in Fig. S33 and
S34 (ESI†), the non-planar structure associated with 14 and 15
means that the density change in the excited state is more
delocalised compared to the atom site centred density change
of 13. In addition, although the dominant vibrational modes
contributing to this emission FWHM remains primarily
breathing and stretching of the central B,N-core, the fusing of
the oxygen and sulphur atoms into the B–N based framework
means these normal modes become delocalised over the whole
structure.

3.2 Charge transfer as a metric for emission width

As outlined in the introduction, Ansari et al.33 recently demon-
strated for a series of CT emitters correlation between emission
FWHM and HOMO–LUMO overlap (O, eqn (1)). Fig. 6a shows a
plot of FWHM against O with the corresponding numerical data
available in Table S1 (ESI†) for all 27 molecules. Although
a correlation is observed it is not strong, as indicated by the
R2 = 0.34 obtained from the line of the best fit (dashed line).
While a transition between HOMO and LUMO orbitals is often

a good approximation to describe low-lying CT state, not all of
the molecules studied herein can be described using a pure
HOMO–LUMO basis, which contributes to the low correlation
seen in Fig. 6a.

Consequently, Fig. 6b (corresponding numerical data in
Table 1) shows the correlation between emission FWHM and
L (eqn (2)). This slightly improves the correlation, as shown by
the R2 = 0.49. This improvement occurs primarily due to a
better description of molecules whose excited states are not
well approximated by a HOMO–LUMO transition and therefore
poorly described using O, for example molecule 26 as shown by
the difference between O and L in Table S1 (ESI†). The excited
state energy of CT states exhibit a 1/R dependence, where R
is the distance between the donor and acceptor groups.
Consequently, small structural changes will be responsible
for large energy fluctuations and therefore a broad FWHM.
It therefore follows that a significant variation in orbital overlap
or CT character of the state will allow a trend with FWHM to be
established. However, as can be observed in Fig. 6a and b, for
molecules exhibiting similar CT character, a trend between
FWHM and either O or L is far less clear. An alternative
approach not explored in the present work is the use of the
natural transition orbitals (NTOs). It could be interesting to see
how these descriptors computed on the basis of the NTOs
correlate with the FWHM, however like while this analysis, like
O and L can be performed very quickly, it provides no insight

Fig. 5 The experimental (dashed) and computed (solid) emission spectra of 1 (a), 13 (b), 14 (c) and 15 (d). In order to facilitate a more direct comparison
between experiment and theory, the computed spectra of 1, 13 and 15 have been shifted down by 20, 20 and 50 nm, respectively. The experimental
spectra have been reproduced from ref. 12, 20 and 42.

Journal of Materials Chemistry C Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
 1

40
0.

 D
ow

nl
oa

de
d 

on
 1

0/
11

/1
40

4 
10

:3
1:

31
 ..

 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1tc04748e


4790 |  J. Mater. Chem. C, 2022, 10, 4785–4794 This journal is © The Royal Society of Chemistry 2022

into the normal modes responsible for the structural changes
and broadening of the emission spectrum. Consequently, in
the following section we move to the DHO model to establish a
clearer trend and understanding.

3.3 Displaced HO model to estimate emission width

Fig. 6c (corresponding numerical data in Table 1) shows the
kGS

2 extracted from the DHO model. In this first example the
calculations have been performed at the ground state optimised
geometry and therefore as illustrated in Fig. 4a, strictly corre-
sponds to the width of the first absorption peak. In the present
work we use this as a proxy for the emission FWHM and given
the little configurational reorganisation between the ground and
excited states for all of these molecules, it is expected to
represent a good approximation. Importantly, this shows a
significantly stronger correlation than observed using the CT
metrics, discussed in the previous section, supported by the
R2 = 0.77. Fig. 6d shows the same trend, but in this case the
gradient calculation has been performed in the electronic
ground state at the S1 optimised geometry as shown schemati-
cally in Fig. 4b. While this more rigorously corresponds to the
emission FWHM, we observe a slightly weaker correlation with
R2 = 0.70. This is associated with the requirement to optimise

geometries using TDDFT, which can pose problems for the
CT-60,61 and MR-type22 emitters.

While Fig. 6c and d show a correlation between k2 and
FWHM, there are clearly a cluster of data points at k2 o 0.05 eV2

which requires further investigation. Fig. S1 (ESI†) shows the
same data presented in Fig. 6c with the MR and truxene type
emitters highlighted. In this case, R2 is significantly lower, which
is due to the larger effect the Herzberg–Teller component of the
spectrum has on the FWHM of these spectra. Indeed, in Fig. S2
(ESI†), the same correlation for spectra calculated within the
Condon approximation is shown. In this case although the
correlation remains strong, and the slightly weaker correlation
for the truxene and MR emitters compared to the overall sample
is due to the smaller range of k values. This highlights a
limitation of the DHO, which does not include effects beyond
the Condon approximation and therefore could be problematic
for systems dominated by the Herzberg–Teller terms. However,
many of the spectra presented herein have significant Herzberg–
Teller contributions meaning that it remains a useful tool.

The identified correlations illustrate a relatively easy to
calculate metric which can be related to the emission FWHM.
However, beyond these correlations between FWHM and k2, the
DHO makes it possible to easily identify specific normal modes

Fig. 6 The correlation between emission FWHM and (a) HOMO–LUMO overlap, (b) L diagnostic, (c) k2 analysed using the S1 gradient at the ground state
geometry and (d) k2 analysed using the ground state gradient at the S1 geometry. The open circles correspond to molecules where the calculated FWHM
has been used. The filled circles correspond to molecules where we were unable to compute the spectra and so the experimental FWHM have been
used. The dashed lined shows a linear fit to the data, excluding the data points based upon experimental FWHM.
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which contribute most strongly to the FWHM. As outlined in the
introduction, this is most prominent for emitting states which
exhibit electronic structure changes delocalised over multiple
atoms, as vibrational motion will most strongly effect the excited
state energy leading to a broader FWHM. This scenario is most
clearly observed in the p-conjugated organic fluorophores; 25, 26
and 27. In these cases, as shown in Fig. S44–S46 (ESI†), the
density difference between the ground and excited state primar-
ily occurs between the atoms, due to the p–p* excitations. Here
the occupation of the anti-bonding orbitals leads to structural
changes of the conjugated core, giving rise to a strong vibronic
progression on the emission with peaks separated by B0.2 eV,
i.e. the vibrational frequency of double bonded carbons.

For both the truxene-based molecules (1–9) and multiple-
resonance emitters (10–18), the density difference plots shown

in Fig. S20–S38 (ESI†) exhibit density differences which are
more localised on atomic sites, minimising their bonding/
antibonding character and therefore the vibronic coupling in
the excited state of the molecules. This is responsible for the
narrower FWHM observed. As described above for 1, the FWHM
of the truxene-based molecules is largely controlled by hydrogen
wagging and slight breathing motion of the carbon–carbon
bonds in the main structure. For 2 the contribution of the
carbon–carbon breathing mode is enlarged contributing to the
larger FWHM. For 6, 8 and 9 an asymmetric stretch of the central
6 membered carbon ring, as shown in Fig. S25, S27 and S28
(ESI†) is responsible for the emission FWHM.

For the MR type emitters (10–18), the FWHM is dominated
by breathing and stretching of the central B,N-core. For 17 and
18, the extended p-system combined with the oxygen and
sulphur fused into the framework leads to a non-planar structure.
As shown in the density difference plots in Fig. S36 and S37 (ESI†)
this gives rise to some CT character and delocalisation of the
density changes over the bonding regions, consequently a broader
emission.

3.4 Excited states properties of 13, 14 and 15

Having established the correlation between emission FWHM
and k2 in the previous section, in this final part we take a
deeper look into 13, 14 and 15, known in the literature as
DABNA-1,12 2PXZBN and 2PTZBN,20 respectively. As outlined in
the introduction, the ISC/rISC mechanism of 13 has been
widely studied in the literature22–24 with a general consensus
that spin-vibronic coupling is important62–64 due to the weak
nature of direct coupling arising from the small spin orbit
coupling between the S1 and T1 states. The focus in the present
case is the influence of incorporating oxygen and sulphur into
the B–N framework to enhance ISC.

Table 2 shows the excited state energies computed using
TDDFT or CC2 for the lowest singlet and triplet states of each
system. All calculations were performed at the S1 optimised
geometry, except those also requiring the T1 state, i.e. l and
DES1–T1. The TDDFT energetics for the S1 state are in reasonable
agreement with the CC2 calculations. However, as previously
discussed in ref. 22, the singlet–triplet gap is very different due
to the improved treatment of electron correlation in CC2 which
is important in the MR-type emitters. Indeed, for all three
molecules, the CC2 energies compare well to the fluorescence
and phosphorescence spectra reported in ref. 12 and 20.

Table 1 L and k2 for all 27 molecules. kGS
2 refers to the lowest absorption

band, i.e. where the gradient of the S1 state at the ground state optimised
geometry is performed. kS1

2 corresponds to the calculation of the gradient
of the S0 state at the S1 state optimised geometry. Theoretical and
experimental FWHM are also shown

L kGS
2/eV2 kS1

2/eV2

FWHM/eV

Theo. Expt.

1 0.720 0.023 0.020 0.16 0.1442

2 0.727 0.027 0.024 0.24 —
3 0.663 0.024 0.022 0.18 —
4 0.706 0.030 0.028 0.16 —
5 0.680 0.028 0.026 0.17 —
6 0.674 0.026 0.024 0.20 —
7 0.667 0.027 0.027 0.18 —
8 0.646 0.029 0.028 0.23 —
9 0.631 0.030 0.030 0.22 —
10 0.690 0.019 0.017 0.19 —
11 0.621 0.015 0.013 0.14 —
12 0.661 0.011 0.011 0.17 —
13 0.598 0.022 0.046 0.16 0.1912

14 0.611 0.022 0.030 0.17 0.1820

15 0.586 0.021 0.041 0.21 0.2020

16 0.634 0.006 0.006 0.16 —
17 0.613 0.019 0.049 0.22 —
18 0.552 0.020 0.038 0.30 —
19 0.293 0.079 0.088 — 0.3833

20 0.492 0.051 0.121 — 0.3033

21 0.217 0.089 0.092 — 0.4233

22 0.219 0.089 0.103 — 0.4433

23 0.226 0.090 0.102 0.56 0.4833

24 0.108 0.062 0.090 0.44 0.3946

25 0.891 0.058 0.048 0.30 0.3557

26 0.680 0.029 0.025 0.28 0.2458

27 0.881 0.041 0.032 0.20 0.2959

Table 2 The excited state energies, spin–orbit coupling matrix elements of 13, 14 and 15 at the S1 optimised geometry. Calculation of the Stokes shift
(SS) is derives from the DHO model. The reorganisation energy is the change in the energy of the final state when switching from the singlet to triplet
state geometry. DES1–T1 is the adiabatic energy gap between the S1 and T1 states. The calculate kISC calculated using the semi-classical Marcus equation.
The experimental rates are obtained from ref. 12 and 20. All states are given in energy of eV, SOC are given in units of cm�1 and rates are s�1

Method ES1
ET1

ET2
ET3

SS l DES1–T1 ESOC
S1�T1

ESOC
S1�T2

ESOC
S1�T3

kcalc
ISC kexpt

ISC

13 TDDFT 2.94 2.49 3.18 3.30 0.18 0.03 0.42 0.04 0.30 0.35 9.71 � 102 4.5 � 106

LR-CC2 2.82 2.68 3.42 3.49 — — 0.14 — — —
14 TDDFT 2.59 2.12 2.48 2.91 0.21 0.02 0.35 0.05 0.53 0.89 4.0 � 102 3.27 � 107

LR-CC2 2.43 2.29 2.69 3.14 — — 0.13 — — —
15 TDDFT. 2.46 2.07 2.47 2.94 0.24 0.03 0.37 0.24 0.65 0.74 2.21 � 106 6.67 � 107

LR-CC2 2.37 2.26 2.71 3.16 — — 0.10 — — —

Journal of Materials Chemistry C Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
 1

40
0.

 D
ow

nl
oa

de
d 

on
 1

0/
11

/1
40

4 
10

:3
1:

31
 ..

 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1tc04748e


4792 |  J. Mater. Chem. C, 2022, 10, 4785–4794 This journal is © The Royal Society of Chemistry 2022

The higher lying triplet states (T2 and T3), which have been
invoked in the spin-vibronic mechanism23,24 are also shown
and important in the context of this mechanism is that fusing
O and S into the B–N framework appears to lower the energy
gap between the lowest and higher lying triplets states which
would lead to more effective mixing of the states. Finally,
Table 2 also shows the spin orbit coupling between the singlet
and triplet states. This clearly demonstrates inclusion of the
O and S atoms increases SOC, important for ISC.

The enhanced SOC for O and S appears to support the
advantages for incorporating hetero atoms in the framework
to increase the ISC. To shed more insight into this, kISC was
simulated using the semi-classical Marcus equation:

kISC¼
2p
�h

X
f

hcf ĤSO

�� ��cii
�� ��2 ffiffiffiffiffiffiffiffiffiffiffiffi

p
lkBT

r
exp �ðDESTþlÞ2

4lkBT

� �
(15)

Here l corresponds to the reorganisation energy, which is the
change in the energy of the final state when switching from the
singlet to triplet geometry, while DEST is the adiabatic energy
gap between the two states.

Using eqn (14), the calculated rate of ISC for 13 is kISC = 9.71�
102 s�1, between 3–4 orders of magnitude smaller than the
experimentally determined rate of kISC = 4.5 � 106 s�1. This is
a significant deviation, however the approach used captures only
direct ISC. Recently, Kim et al.24 computed both the direct and
spin-vibronic ISC rates for 13, finding the spin-vibronic pathway
dominates and consistent with the present calculations, they
reported a direct kISC of 102–3 s�1.

A similar situation is observed with 14, with the calculated
rate 4–5 orders of magnitude smaller than the experimentally
determined rate, suggesting that the spin-vibronic mechanism
dominates. However, the picture is somewhat different for 15.
Here, the S atoms fused into the B–N framework leads to
a significant enhancement in the spin orbit coupling between
the lowest singlet and triplet states. This, combined with the
smaller energy S1-T1 energy gap leads to a calculated direct
kISC = 2.21 � 106 s�1. While this remains just under 2 orders of
magnitude smaller than the experimentally determined rate of
6.67 � 107 s�1, it suggests that the spin-vibronic mechanism is
the smaller contribution in the case of 15. This suggests it is
possible to increase the rate of ISC in these MR emitters by
opening the direct ISC channel, which is somewhat similar to
recent observations for high performing donor-bridge-acceptor
carbene metal-amides emitters.65,66

4 Discussion and conclusions

Colour purity is often a core consideration when designing and
optimising molecules to deliver high-resolution and energy
efficient organic light emitting diodes (OLEDs). In this paper
we have demonstrated how the DHO model can be used to
predict the emission FWHM for a range of organic functional
molecules exhibiting emitting states of different characteristics,
including p–p*, CT and MR. The value of this approach lies in
the fact that the key parameters required to estimate the FWHM

can be obtained efficiently without any excited state optimisations
which can be very time consuming. The DHO not only provides an
attractive framework for interpreting excited state structural
changes in terms of specific normal modes, but also by its
efficiency offers new perspectives for incorporating considerations
of emission FWHM into rational molecular design and high-
throughput screening procedures. In addition, it is relatively
straightforward to extend the DHO to include off-diagonal
coupling between excited states leading to non-Condon and
non-Born–Oppenheimer effects10,67 which have been identified
to be important for functional organic molecules, especially those
exhibiting TADF.62,63

Quantum chemistry, at both TDDFT and CC2 level of theory,
combined with rate calculations within the semi-classical
Marcus formalism of three MR-type emitters have shed insight
into the mechanism of ISC and the role of fusing O and S atoms
into the B–N framework. Although the inclusion of these hetero
atoms in the case of 14 and 15 leads to a slight increase in the
emission FWHM it also increases the kISC.20 This is most
significant for 15, which due to the larger SOC shows an
increase in the direct ISC pathway compared to the spin-
vibronic mechanism. In these cases, the similarity of the
character of the S1 and T1 states leads to a small reorganisation
energy and in this regime the energy gap law, i.e. the rate
depends exponentially on the energy gap between the two
states, is valid. Consequently, the smaller energy gap combined
with the increased SOC leads to the increased importance of
direct ISC in 15. This simplifies the mechanism for triplet
harvesting and also removes the strong environment effects
observed in D–A molecules68–75 making it easier to develop
high throughput design rules.
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T. Penfold, J. C. Lima, A. S. Batsanov, M. N. Berberan-
Santos and M. R. Bryce, et al., J. Mater. Chem. C, 2018, 6,
9238–9247.

71 R. Dhali, D. A. P. Huu, F. Bertocchi, C. Sissa, F. Terenziani
and A. Painelli, Phys. Chem. Chem. Phys., 2021, 23, 378–387.

72 K. Stavrou, L. G. Franca and A. P. Monkman, ACS Appl.
Electronic Mater., 2020, 2, 2868–2881.

73 P. L. Dos Santos, J. S. Ward, M. R. Bryce and A. P. Monkman,
J. Phys. Chem. Lett., 2016, 7, 3341–3346.

74 R. Ishimatsu, S. Matsunami, K. Shizu, C. Adachi, K. Nakano
and T. Imato, J. Phys. Chem. A, 2013, 117, 5607–5612.
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