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#### Abstract

Nucleation of DL - and L -histidine is examined using induction time measurements and their nucleation rates have been deduced. Results indicate a much slower nucleation for the racemic form compared to the pure enantiomer form. The effect of temperature and supersaturation on the nucleation rate is also described. Classical nucleation theory (CNT) is used to determine the interfacial energy, the nucleation energy barrier, and the nucleus size for both compounds. The large difference between the nucleation rates for the pure enantiomer and the racemic compound have so far not led to satisfactory preferential crystallization; however second harmonic generation analysis demonstrates the presence of non-centrosymmetric domains embedded within the racemic crystals implying that improving control over the nucleation conditions may lead to more efficient preferential crystallisation and symmetry breaking.


## Introduction

Crystallization is an important industrial process; it is commonly used in several important industries including pharmaceuticals, ${ }^{1}$ chemicals, ${ }^{2}$ food, ${ }^{3}$ pigments, ${ }^{4}$ and microelectronics, ${ }^{5}$ in which crystallization is often used as a final separation and purification step to control the crystal size, shape, composition, and structure. ${ }^{6}$ Crystallization is used to manipulate the end-product's physical and chemical properties (polymorph, solubility, morphology, density, size, size distribution, etc. $)^{7}$ especially in the pharmaceutical industry, because many pharmaceutical ingredients are manufactured in a solid, crystalline form. Ultimate control over the crystallization process requires a control of the most crucial step: 'nucleation'.

Nucleation can happen through different mechanisms that can be divided into two categories: ${ }^{6-8}$ primary nucleation and secondary nucleation. The critical nucleus may emerge either homogeneously or heterogeneously on a foreign surface such as dust particles or the wall of the container. ${ }^{9,10}$ Heterogeneous nucleation is often faster and more common than homogeneous nucleation because a surface is always present in the reaction environment. ${ }^{11}$ However, nucleation is difficult to control because several factors (e.g. nucleation rate, the number of molecules needed to form a nucleus of a

[^0]critical size, the energy barrier, etc. $)^{6}$ can play a major role in the nucleation onset.

In this study, racemic and enantiopure histidine (Scheme 1) have been selected as model compounds, as control over nucleation is one of the pathways to accomplish chiral resolution through crystallisation. We aim to compare the nucleation behaviour of the racemic and enantiopure materials. To the best of our knowledge, this kind of studies are rare. ${ }^{12}$

We will apply a previously developed method based on induction time measurements ${ }^{13,14}$ to determine the nucleation kinetics of the model compounds. The experimental data will be analysed against classical nucleation theory ${ }^{15,16}$ based on Arrhenius rate laws. In addition, the effect of temperature and supersaturation is studied.

## Materials and methods

## Materials

Racemic (DL) and enantiopure (L)-histidine (purity $\geq 99.0 \%$ ) were purchased from Merck and used as received. Water used in this work is demineralized water.


Scheme 1 Chemical structure of D-histidine. The chiral centre is denoted with an asterisk.

Solubility measurements. The solubilities (s) of the model compounds in water were determined for several temperatures using the Crystal16® multiple-reactor system (Technobis, The Netherlands) ${ }^{17}$ in a volume of 1 mL . A suspension of dL-histidine and l-histidine with known concentration was prepared in 1 mL of water in the standard HPLC glass vials equipped with a magnetic stirrer and stirred at 700 rpm . The heating and cooling rate were set to $0.2{ }^{\circ} \mathrm{C} \mathrm{min}^{-1}$. The saturation temperature is taken when the transmissivity of light through the sample reaches $100 \%$ (clear point). The saturation temperature was measured 4 times per sample and the average value is taken as the solubility.

Induction time measurements. The induction time $\left(t_{\mathrm{i}}\right)$, representing the time required to detect crystals in a solution once reaching constant supersaturation, was determined using the Crystal16 under different conditions (4 different concentrations and 4 different saturation temperatures). A calculated amount of dL-histidine and L -histidine was dissolved in a suitable amount of water by heating above the saturation temperature to make sure that all crystals were dissolved. The clear solution was then cooled down in the Crystal16 to the target temperature, $25,20,15$, or $10{ }^{\circ} \mathrm{C}$ for L-histidine and $15,10,7$, or $5{ }^{\circ} \mathrm{C}$ for dl-histidine with a cooling rate of $5{ }^{\circ} \mathrm{C} \mathrm{min}^{-1}$. The moment at which the set temperature was reached is taken as time zero $\left(t_{0}\right)$ after which a constant temperature was maintained. Once a spontaneous crystallization happens, the light transmission decreases. The difference between the moment when the transmissivity started to decrease and $t_{0}$ was taken as $t_{\mathrm{i}}{ }^{18}$ Heat-cool cycles were repeated many times for each vial to ensure a statistically relevant number of datapoints.

X-ray Diffractometry (PXRD). Powder X-ray diffraction (PXRD) analyses were performed at room temperature using a D8 Discover diffractometer (Bruker analytic X-ray Systems, Germany) with Bragg-Brentano geometry. The instrument is equipped with a copper anticathode ( $40 \mathrm{kV}, 40 \mathrm{~mA}$, $\mathrm{K} \alpha$ radiation ( $\lambda=1.5418 \AA$ ) ), and a Lynx Eye linear detector. The diffraction patterns were recorded with a scan rate of $0.04^{\circ}(2 \theta)$ in the angular range of $3-30^{\circ} 2 \theta$, with a counting time of 4 s per step.

SHG microscopy. Insight X3 single laser with automated dispersion compensation (Spectra-Physics, Santa Clara, USA) and a TCS SP8 MP confocal microscope (Leica Microsystems, Wetzlar, Germany) performed confocal microscopy as well as two-photon microscopy and fluorescence lifetime imaging of the samples. The laser cavity had over 2.44 W of average power at 900 nm and was tunable from 680 nm to 1300 nm . The repetition rate was 80 MHz and the temporal width at the output of the cavity was around $120 \mathrm{fs}(<100$ fs between 850 nm and 1050 nm ). The laser was controlled with the LASX Leica software. Two Leica hybrid descanned detectors (HyD) were used to record images. For two-photon imaging experiments, fluorescence was collected after the microscope objective via a dichroic beam splitter, transparent to wavelengths greater than 815 nm . Microscope objectives were long working distance dry Leica objectives (HC PL Fluotar $5 \times$ NA 0.15 , HC PL Fluotar $10 \times$ NA 0.3 or HC PL APO $20 \times$ NA 0.4

CS2) or oil-immersion Leica objective (HC PL APO $40 \times$ NA 1.30 CS2). An electro-optical modulator adjusted the laser power at the entrance of the confocal system.

To check if the sample produce fluorescence, an emission spectral scan is performed. Typically, the sample is excited at a given wavelength (e.g., 1200 nm or 900 nm ) while scanned through the emission wavelength (e.g., in the 385-780 nm range). The SHG and THG should appear at the half and at the third of the excitation wavelength, respectively. The spectral acquisition was performed using an internal hybrid detector. Collected photons were dispersed by a prism and a specific motorized split mirror selected the spectral detected band before the hybrid detector. Acquisitions were performed between 385 nm and 780 nm every 3 nm and a spectral bandwidth of 5 nm .

The samples are prepared by deposition of few mg on a microscope slide.

Kurtz \& Perry test. Fig. S1 $\dagger$ shows the experimental setup used for the SHG measurements. A Nd:YAG Q-switched laser (Quantel) operating at $1.06 \mu \mathrm{~m}$ was used to deliver up to 360 mJ pulses of 5 ns duration with a repetition rate of 10 Hz . An energy adjustment device made up of two polarizers (P) and a half-wave plate $(\lambda / 2)$ allowed the incident energy to vary from 0 to $c a .200 \mathrm{~mJ}$ per pulse. A RG1000 filter was used after the energy adjustment device to remove light from laser flash lamps. The samples (few mg of powder) were placed in a vial and were irradiated with a beam ( 4 mm in diameter).

The signal generated by the sample (diffused light) was collected into an optical fiber ( $500 \mu \mathrm{~m}$ of core diameter) and directed onto the entrance slit of a spectrometer (Ocean Optics). A boxcar integrator allowed an average spectrum (spectral range 490-590 nm) with a resolution of 0.1 nm to be recorded over 3 s ( 30 pulses).

According to Kurtz and Perry SHG powder method, ${ }^{19}$ SHG signal intensities were compared to the signal of a reference compound ( $\alpha$-quartz powder - $45 \mu \mathrm{~m}$ average size).

## Theory

Classical nucleation theory. As nucleation is regarded as a random process, the nucleation rate can be obtained with a cumulative probability distribution of the induction time $\left(t_{i}\right)$ as reported elsewhere. ${ }^{14}$ The cumulative probability $P(t)$ to detect crystals at a time $t$ is given by:

$$
\begin{equation*}
P(t)=1-C \exp \left(-J V\left(t_{\mathrm{i}}-t_{\mathrm{g}}\right)\right) \tag{1}
\end{equation*}
$$

where $J$ is the nucleation rate $\left(\mathrm{m}^{-3} \mathrm{~s}^{-1}\right), V$ is volume in $\mathrm{m}^{3}, t_{\mathrm{i}}$ is the experimentally determined induction time in seconds $(s)$ and $t_{g}$ (growth time) is the time needed for the formed nuclei to grow to a detectable size. An additional parameter is introduced to this equation, $C$, which is used to compensate for the finite cooling rate of the equipment at high supersaturations. $C$ is a correction factor representing all samples having crystallized before reaching the target temperature.

Experimentally, the cumulative probability function, $P(t)$, is defined as follows:

$$
\begin{equation*}
P(t)=M^{+}(t) / M \tag{2}
\end{equation*}
$$

In which $M$ represents the total number of experiments and $M^{+}(t)$ is the number of experiments in which crystals are detected at time $t$. Plotting the data obtained through eqn (2), the nucleation rate $J$ can be determined by fitting the plot with eqn (1).

According to the classical nucleation theory (CNT), the nucleation rate for a given supersaturation, $\beta$, is defined as: ${ }^{20,21}$

$$
\begin{equation*}
J=A \beta \exp \left(-B / \ln ^{2} \beta\right) \tag{3}
\end{equation*}
$$

$A\left(\mathrm{~m}^{-3} \mathrm{~s}^{-1}\right)$ is a kinetic parameter proportional to the number of nucleation-active centres in the system and $B$ is a dimensionless thermodynamic parameter proportional to the thermodynamic barrier $\left(\Delta G^{*}\right)$ specified by:

$$
\begin{equation*}
B=\left(16 \pi v_{0}^{2} \gamma^{3}\right) /\left(3 k^{3} T^{3}\right) \tag{4}
\end{equation*}
$$

$\gamma$ is the interfacial energy of the surface of the nucleus given in $\mathrm{J} \mathrm{m}^{2} . k$ is the Boltzmann constant ( $1.380649 \times 10^{-23} \mathrm{~J} \mathrm{~K}^{-1}$ ), $T$ is the temperature in kelvin $(\mathrm{K})$ and $v_{0}$ is the molecular volume calculated to be $180 \times 10^{-30} \mathrm{~m}^{3}$ for histidine, the same value was obtained elsewhere. ${ }^{14}$

The critical Gibbs free energy $\left(\Delta G^{*}\right)$ representing the energy barrier that the system must overcome to form a critical nucleus ( $\mathrm{kJ} \mathrm{mol}^{-1}$ ), and the critical number of molecules in the nucleus $n^{*}$ (molecules) can be calculated using these equations: ${ }^{7,22}$

$$
\begin{gather*}
\Delta G^{*}=\left(16 \pi v_{0}{ }^{3} \gamma^{3}\right) / 3 k^{2} T^{2} \ln ^{2} \beta=B k T / \ln ^{2} \beta  \tag{5}\\
n^{*}=\left(32 \pi v_{0}{ }^{2} \gamma^{3}\right) / 3 k^{3} T^{3} \ln ^{3} \beta \tag{6}
\end{gather*}
$$

Prediction of nucleation kinetics. According to CNT for homogeneous nucleation, the kinetic parameter $A$ for interface-transfer control is given by: ${ }^{21}$

$$
\begin{equation*}
A_{1, \text { hom }}=\left(4 \pi / 3 v_{0}\right)^{1 / 3}(\gamma / k T)^{1 / 2} D s \tag{7}
\end{equation*}
$$

$s$, the solubility, is represented in $\mathrm{mol} \mathrm{m}^{-3}$ in eqn (7). $D$ $\left(\mathrm{m}^{2} \mathrm{~s}^{-1}\right)$ is the diffusion coefficient ${ }^{23-25}$ (see ESI $\dagger$ ). The kinetic parameter for volume-diffusion can be found in the ESI. $\dagger$

The interfacial energy $\gamma$ can be predicted with the aid of the Stefan-Skapski-Turnbull formula ${ }^{21}$ connecting $\gamma$ to $\ln (1 / s)$ :

$$
\begin{equation*}
\gamma_{\text {predicted }}=0.514 k T / v_{0}^{2 / 3} \ln \left(1 / N_{A} v_{0} s\right) \tag{8}
\end{equation*}
$$

As proposed by Nielsen and Söhnel, the interfacial energy is represented with a corrected shape factor equal to 0.514 for spherical clusters. ${ }^{20}$

Using the previous equations, $J$ for interface-transfer control can be presented as:

$$
\begin{equation*}
J=a_{\mathrm{I}} T / \eta\left(\ln \left(\rho_{\mathrm{c}} / M s\right)\right)^{0.5} s \beta \exp \left(-b_{\mathrm{I}}\left(\left(\ln ^{2}\left(\rho_{\mathrm{c}} / M s\right)\right) /\left(\ln ^{2} \beta\right)\right)\right. \tag{9}
\end{equation*}
$$

$J$ for volume-diffusion control, $a_{\mathrm{I}}$, and $b_{\mathrm{I}}$ can be found in ESI. $\dagger$

## Results and discussion

## Solubility and induction time measurements

The solubility ( $s$ ) curves of the two crystal forms (pure enantiomer L and racemic dL ) of histidine in demineralized water are shown in Fig. 1. As seen in this figure, the solubility of L -histidine in water is higher than that of dl-histidine. Each point is the average of 4 data points. The solid lines are a fit to the experimental data, and they have been used to determine the supersaturation ratio $\beta=C_{0} / \mathrm{s}$, where $C_{0}$ is the initial concentration of the solution at the targeted nucleation temperatures.

The nucleation kinetics of these compounds was determined using the induction time method, as reported elsewhere. ${ }^{13,14}$ Experiments were performed with various initial concentrations at four nucleation temperatures (25, 20,15 , and $10^{\circ} \mathrm{C}$ for l-histidine and $15,10,7$, and $5^{\circ} \mathrm{C}$ for du-histidine). Each experimental run was carried out several times leading to a total number of at least 112 induction time data points per supersaturation ratio. The variation in the measured induction times at one supersaturation reflects the stochastic character of nucleation.

Using eqn (1), the nucleation rates for the different supersaturation ratios have been calculated. Its dependence on the supersaturation and on the temperature has been determined. Experimental conditions and results are shown in Table 1 and Fig. $\mathrm{S} 2 \dagger$ for both enantiomer and racemic crystals. The high supersaturation used in the case of dL-histidine is related to the very slow nucleation rate seen in this system at low $\beta$. For instance, a sample at $15{ }^{\circ} \mathrm{C}$ with a $\beta$ $=2.2$ needs an average of 24 h to crystallize. Such high $\beta$ could not be used in the case of l-histidine since the nucleation is too rapid. As expected, the nucleation rate $J$ increases with increasing supersaturation and for the same


Fig. 1 Solubility curves in $\mathrm{mg} \mathrm{g}^{-1}$ of L (red) and DL-histidine (blue) in water as a function of temperature in ${ }^{\circ} \mathrm{C}$. The solid lines are fits of the data.

Table 1 Measured nucleation rate $J\left(m^{-3} \mathrm{~s}^{-1}\right)$ for L-histidine and DL-histidine as a function of temperature and supersaturation

| Compound | $T\left({ }^{\circ} \mathrm{C}\right)$ | $C_{0}\left(\mathrm{mg} \mathrm{g}^{-1}\right)$ | $\beta$ | $J\left(\mathrm{~m}^{-3} \mathrm{~s}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| L-Histidine | 25 | 67.7 | 1.6 | 516.9 |
|  |  | 74.4 | 1.7 | 2392.0 |
|  |  | 77.9 | 1.8 | 2773.3 |
|  |  | 83.4 | 1.9 | 5914.2 |
|  | 20 | 67.7 | 1.7 | 1185.3 |
|  |  | 74.4 | 1.9 | 3506.3 |
|  |  | 77.9 | 2.0 | 3658.1 |
|  |  | 83.4 | 2.1 | 7112.6 |
|  | 15 | 67.7 | 1.9 | 2239.9 |
|  |  | 74.4 | 2.1 | 4939.7 |
|  |  | 77.9 | 2.2 | 5206.7 |
|  |  | 83.4 | 2.4 | 10401.0 |
|  | 10 | 67.7 | 2.2 | 5063.0 |
|  |  | 74.4 | 2.3 | 6232.8 |
|  |  | 77.9 | 2.4 | 7062.0 |
|  |  | 83.4 | 2.6 | 15070.0 |
| dL-Histidine | 15 | 33.0 | 2.7 | 252.7 |
|  |  | 34.5 | 2.8 | 270.2 |
|  |  | 36.0 | 2.9 | 863.9 |
|  |  | 38.0 | 3.1 | 1168.3 |
|  | 10 | 33.0 | 3.6 | 501.0 |
|  |  | 34.5 | 3.7 | 620.8 |
|  |  | 36.0 | 3.9 | 1473.1 |
|  |  | 38.0 | 4.1 | 2244.9 |
|  | 7 | 33.0 | 4.5 | 668.3 |
|  |  | 34.5 | 4.7 | 1201.6 |
|  |  | 36.0 | 4.9 | 1543.5 |
|  |  | 38.0 | 5.2 | 2384.0 |
|  | 5 | 33.0 | 5.7 | 848.1 |
|  |  | 34.5 | 5.9 | 1227.2 |
|  |  | 36.0 | 6.2 | 2230.3 |
|  |  | 38.0 | 6.5 | 2572.7 |

supersaturation level the nucleation rate $J$ decreases with decreasing temperature.

The experimental cumulative probability distributions $P(t)$ as a function of the measured induction times $t_{\mathrm{i}}$ in seconds are given in Fig. S3 and S4 in the ESI. $\dagger$

## Nucleation kinetic parameters

The temperature dependence of the nucleation rate can be modelled with an Arrhenius-type equation. The natural logarithm of $J / \beta$ is a linear function of $\ln ^{-2} \beta$ as shown in eqn (3); the data have been accordingly plotted in Fig. 2. The resulting slopes and intercepts are used to determine the experimental thermodynamic parameter $B_{\exp }$ and kinetic parameter $A_{\text {exp }}$ respectively. The considered model does not afford an understanding of the origins of the experimentally observed not perfect linear plots and variations for l-histidine at different temperature as seen in Fig. 2. Polymorphism of L-histidine (LHISTD01, LHISTD10) might be a reason for the relatively scattered data, however, XRD measurements of the final powders did not provide any proof that a second polymorph was present. ${ }^{26}$

The values of the parameters $a_{\mathrm{I}}, b_{\mathrm{I}}, a_{\mathrm{D}}$ and $b_{\mathrm{D}}$ are obtained from eqn (S5)-(S7) $\dagger$ and are reported in the ESI, $\dagger$ Table S1. These values are used to calculate the corresponding theoretical values of the kinetic $A_{\mathrm{I} \text { (predicted) }}$ and thermodynamic $B_{\mathrm{I}(\text { predicted) }}$ parameters using eqn (9).

The prediction of the kinetic parameter for homogeneous interface-transfer control $A_{\mathrm{I}, \text { hom(predicted) }}$ is obtained from eqn (7). The thermodynamic parameter $B_{\text {hom(predicted) }}$ is obtained theoretically by substituting $\gamma_{\text {predicted }}$ in eqn (4). The results are very similar to the one obtained by substituting $a_{\mathrm{I}}$ and $b_{\mathrm{I}}$ in eqn (9).

Experimental values of the interfacial energy ( $\gamma_{\exp }$ ) have been obtained from the $B_{\exp }$ values using eqn (4). The theoretical values of the interfacial energies ( $\gamma_{\text {predicted }}$ ) have been calculated using eqn (8).

All results for L and d -histidine are presented and compared in Table 2.

Only the results for interface-transfer control are shown here, those for volume-diffusion control obtained by linearizing the equation of $J$ for volume-diffusion control


Fig. 2 Plot of $\ln (J / \beta)$ versus $1 / \ln ^{2} \beta$ for four different temperatures. The experimental data are given by colored marker shapes and the dotted lines are the best fit to the experimental points.
(eqn (S4) $\dagger$ ) by plotting $\ln \left(J / \beta \ln \beta\right.$ ) in terms of $\ln ^{-2} \beta$ can be found in the ESI $\dagger$ (Fig. S5 and Table S2).

As represented in Table 2, with increasing the value of the temperature, the kinetic factor $A$ and the thermodynamic factor $B$ decrease in both systems. Considering that with increasing the value of $A$ (higher concentration of nucleation sites and/or higher attachment frequency) and with decreasing the value of $B$ (low energy barrier), it is easier for the solute molecules to aggregate together and to cross the free energy barrier. Thus, in this case increasing the nucleation temperature favours the nucleation process mainly in kinetic aspect.

The experimental values of $A$ are $30-31$ orders of magnitude lower than the predicted values for homogeneous nucleation $A_{\mathrm{I}, \text { hom }}$, which can be viewed as a strong indication that the primary nucleation of histidine ( L and dL ) crystals is actually heterogeneous. This finding does not come as a surprise as previous papers have found a similar disagreement between experimental and theoretical values and ascribed this to heterogeneous nucleation. ${ }^{14,25,27}$ It may be related to the low concentration of nucleation sites in the solution or to the low attachment frequency of molecules to the nucleus. ${ }^{13}$ However, these explanations could not be further explored with the current experimental setup.

As is shown in Table 2, the values of the kinetic parameter, $A$, the thermodynamic parameters, $B$ and the interfacial energies $\gamma$ for dL-histidine are larger than those obtained for L -histidine. Although the experimental values for both compounds are lower than the predicted ones, it is in fact close to those calculated from nucleation data for other organic compounds. ${ }^{25,28,29}$

According to eqn (5) and (6), low interfacial energy is related to smaller critical nucleus size (proportional to $\gamma$ ). In the next part, the nucleation behaviour of the current systems will be discussed with respect to CNT in relation to the effect of $\gamma$ on the critical nucleus size.

## Energy barrier and cluster size

Within the CNT framework, by using $B_{\text {exp }}$ values inferred from nucleation data, the thermodynamic activation barrier $\Delta G^{*}$ and the number of molecules per nucleus $n^{*}$ at different temperatures have been determined in the supersaturation
range of 1.7-2.4 for L -histidine and 2.6-3.6 for d -histidine respectively (see ESI $\dagger$ ).

It is clear from the results that as supersaturation or temperature increases, $\Delta G^{*}$ and $n^{*}$ values become smaller. The nucleation barrier of dL-histidine is found to be higher than the one for L-histidine also explaining the slower nucleation of the racemic form $v s$. the pure enantiomer form.

Such a behaviour is of interest for the chiral resolution process; however, the observed, much faster nucleation of enantiopure crystals has not yet led to the crystallization of the conglomerate. In fact, the solubility of the stable racemic form is extremely low in comparison to the conglomerate. Given the solubility curves in Fig. 1, at $20^{\circ} \mathrm{C}$, the solubility of the racemic compound is $13.9 \mathrm{mg} \mathrm{g}^{-1}$, whereas that of the conglomerate is two times that of the pure enantiomer $78.1 \mathrm{mg} \mathrm{g}{ }^{-1}$. This difference is extreme. ${ }^{30}$ Thus, to reach at 20 ${ }^{\circ} \mathrm{C}$ a supersaturation of $\beta>1$ with respect to the metastable conglomerate, where nucleation can be expected, the supersaturation with respect to the racemic form will be $\beta \geq$ 5.6. This obviously is a large impediment to nucleate the conglomerate as the high supersaturation counteracts the fast nucleation.

## Microscopic behaviour observed by SHG

The Kurtz and Perry test has been performed on two racemic samples: the racemic compound as received from the manufacturer and the recrystallized solid at high supersaturation (up to $\beta \approx 15$ ) under quiescent conditions. Although small, both clearly show a SHG effect (Fig. S8 and $\mathrm{S} 9 \dagger$ ).

SHG microscopy on these samples (laser excitation of 900 nm ) confirms the presence of domains which are noncentrosymmetric embedded in the crystals (Fig. 3 and S10 $\dagger$ ). These domains can be differentiated from the very weak SHG surface effect and must therefore be non-centrosymmetric crystallites. This is inconsistent with the centrosymmetric crystal space group $P 2_{1} / c$ of the racemic crystals. On the other hand, the PXRD patterns of the samples match the calculated one, based on $P 2_{1} / c$. Hence, above the detection threshold for PXRD, no other polymorphic form (which could have been non-centrosymmetric) has been observed. It appears therefore likely that some deviations in the 50-50

Table 2 Comparison between the parameters obtained from the experimental data and from theory

| Compound | $T\left({ }^{\circ} \mathrm{C}\right)$ | $B_{\exp }{ }^{a}$ | $\begin{aligned} & A_{\exp }{ }^{a} \\ & \left(\mathrm{~m}^{-3} \mathrm{~s}^{-1}\right) \end{aligned}$ | $\begin{aligned} & \gamma_{\exp }^{b} \\ & \left(\mathrm{~mJ} \mathrm{~m}^{-2}\right) \end{aligned}$ | $B_{\text {I(predicted) }}{ }^{c}$ | $B_{\text {hom(predicted) }}{ }^{d}$ | $\begin{aligned} & A_{\mathrm{I}(\text { predicted })}{ }^{c} \\ & \left(\mathrm{~m}^{-3} \mathrm{~S}^{-1}\right) \end{aligned}$ | $\begin{aligned} & A_{\mathrm{I}, \text { hom(predicted) })} \\ & \left(\mathrm{m}^{-3} \mathrm{~s}^{-1}\right) \end{aligned}$ | $\begin{aligned} & \gamma_{(\text {predicted })}{ }_{\left(\mathrm{mJ} \mathrm{~m}^{-2}\right)} . \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L-Histidine | 25 | 0.73 | $1.4 \times 10^{4}$ | 4.5 | 92 | 98 | $7.7 \times 10^{35}$ | $7.8 \times 10^{35}$ | 23.2 |
|  | 20 | 0.91 | $1.5 \times 10^{4}$ | 4.7 | 99 | 106 | $6.2 \times 10^{35}$ | $6.3 \times 10^{35}$ | 23.5 |
|  | 15 | 1.13 | $1.7 \times 10^{4}$ | 5.0 | 108 | 115 | $4.9 \times 10^{35}$ | $5.0 \times 10^{35}$ | 23.7 |
|  | 10 | 1.2 | $1.8 \times 10^{4}$ | 5.0 | 117 | 124 | $3.9 \times 10^{35}$ | $3.9 \times 10^{35}$ | 23.9 |
| DL-Histidine | 15 | 6.8 | $7.1 \times 10^{4}$ | 9.1 | 230 | 240 | $1.9 \times 10^{35}$ | $1.9 \times 10^{35}$ | 30.4 |
|  | 10 | 11.1 | $14.8 \times 10^{4}$ | 10.5 | 270 | 270 | $1.3 \times 10^{35}$ | $1.3 \times 10^{35}$ | 31.7 |
|  | 7 | 15.7 | $15.1 \times 10^{4}$ | 11.7 | 310 | 330 | $9.4 \times 10^{34}$ | $9.5 \times 10^{34}$ | 32.9 |
|  | 5 | 21.8 | $20.6 \times 10^{4}$ | 12.9 | 350 | 380 | $7.2 \times 10^{34}$ | $7.2 \times 10^{34}$ | 34.1 |

These parameters were calculated using. ${ }^{a}$ Eqn (3). ${ }^{b}$ Eqn (4). ${ }^{c}$ Eqn (9) and (3). ${ }^{d}$ Eqn (8) and (4). ${ }^{e}$ Eqn (7). ${ }^{f}$ Eqn (8).


Fig. 3 Overlay of SHG and microscope image demonstrating small non-centrosymmetric domains in the racemic crystal.
composition is tolerated by the 'racemic' crystal lattice. Considering the foregoing nucleation analysis, it is possible that in the highly supersaturated racemic system, initial nucleation of enantiomerically enriched crystals occurs. However, subsequently, crystal growth is taken over by the more stable and less soluble racemic crystal. These observations are consistent with a report on limited preferential enrichment observed for histidine ${ }^{31}$ and would explain the weak SHG effect in line with symmetry breaking through crystallisation. ${ }^{32,33}$ It also explains, in the case of the racemic compound, why CNT may not work as the nucleation is clearly not a simply homogeneous process.

## Conclusions

Nucleation induction time in water has been determined for two systems: racemic histidine and pure enantiomer of histidine. The effect of the temperature and the supersaturation ratio on the nucleation rate is presented. Classic nucleation theory does not describe the data correctly and this is likely due to heterogeneous instead of homogeneous nucleation as concluded before. ${ }^{34}$ It is observed experimentally that the nucleation of du-histidine is much slower than that of L-histidine for the same level of supersaturation and at the same temperature. This has not led to preferential crystallisation of the conglomerate due to the large differences in solubility between the conglomerate and the stable racemic compound. For the racemic compound, although the crystal structure is globally compatible with the $P 2_{1} / c$ space group, non-centrosymmetric domains are observed by SHG microscopy. As a partial reason, why CNT does not apply, the SHG signal implies that nucleation processes can in certain cases be highly complex phenomena in which the initially nucleating form loses out to the faster growing form that appears through secondary nucleation and growth, which possibly occurs on the nuclei of the initially nucleating form. Harnessing such phenomena may lead to better optimization of preferential crystallisation and separation of enantiomers by preferential enrichment.

## List of symbols and abbreviations

| $N_{A}$ | Avogadro's constant |
| :--- | :--- |
| $k$ | Boltzmann constant |
| $D$ | Diffusion coefficient |
| $\Delta G^{*}$ | Gibbs free energy |
| $t_{\mathrm{g}}$ | Growth time |
| $t_{\mathrm{i}}$ | Induction time |
| $C_{0}$ | Initial concentration |
| $\gamma$ | Interfacial energy |
| $A$ | Kinetic parameter |
| $v_{0}$ | Molecular volume |
| $J$ | Nucleation rate |
| $n^{*}$ | Number of molecules in the nucleus |
| $P(t)$ | Probability distribution |
| L | Pure enantiomer |
| DL | Racemic compound |
| SHG | Second harmonic generation |
| $s$ | Solubility ratio |
| $V$ | Solution volume |
| $\beta$ | Supersaturation |
| $B$ | Thermodynamic parameter |
| THG | Third harmonic generation |
| PXRD Powder | X-ray diffraction |
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