
Polymer
Chemistry

PAPER

Cite this: Polym. Chem., 2024, 15,
1303

Received 20th October 2023,
Accepted 9th February 2024

DOI: 10.1039/d3py01172k

rsc.li/polymers

Towards the universal use of DOSY as a molar
mass characterization tool: temperature
dependence investigations and a software tool to
process diffusion coefficients†

Igor W. F. Silva, a Alasdair McKay, b Anna Sokolova c and Tanja Junkers *a

Two aspects of molar mass determination via diffusion ordered spectroscopy (DOSY) are described in this

work. Firstly, we investigated how far the temperature of measurement affects the outcome of the DOSY

experiment. For this, we performed molar mass calibrations of diffusion coefficients obtained for a series

of narrowly distributed polystyrene samples in the temperature range of 0 to 40 °C. While a linear cali-

bration is obtained at each temperature, a profound dependence of the obtained diffusion coefficient on

temperature is first identified. We then demonstrated that this effect is an artifact created from convection

in an NMR tube during the experiment and is dependent on the pulse sequence program. Using the

dstebpgp3s pulse sequence, the available molar mass range and the temperature window for calibration

are extended, and a reasonable agreement of all data with the Stokes–Einstein equation is found. To

verify the validity of the chosen pulse sequence, we further determined the radii of gyration for different

polymers via small-angle neutron scattering (SANS) experiments. SANS confirms the expected change in

the radius with the molar mass, and no significant temperature dependence of the coil size is seen, in

agreement with the results obtained using the dstebpgp3s pulse sequence. Secondly, we discuss different

modes of calibration that scientists can use to determine molar masses from their individually measured

diffusion coefficients. In addition, we provide a freely available software tool that allows one to directly

transform diffusion coefficients into molar masses by applying a variety of calibrations and by guiding

researchers as to which calibration is most suitable for their specific case.

Introduction

The accurate determination of the molecular masses of poly-
mers has been a critical task ever since the field of polymer
chemistry was established 100 years ago.1 Several different
methods have matured over time, and without doubt, size
exclusion chromatography (SEC) has become the gold stan-
dard in molecular mass characterization.2,3 While SEC is
superior when it comes to the determination of molecular
mass distribution shapes, it is a technique that is highly
dependent on the good solubility of polymers to be analysed
and on the precise calibration of individual machines.4 SEC,

in combination with each specific analyte and solvent, in prin-
ciple must be calibrated individually, unless sophisticated and
not-easy-to operate detectors such as multi-angle light scatter-
ing are used. Without going into too much detail, SEC is
equally flawed in its detail as it has proven to be essential for
any polymer synthesis laboratory.5 It is the current consensus
that SEC is accurate to only 10–20% at best, and is often prob-
ably much less accurate when it comes to absolute molar mass
determination.6 Thus, researchers use a variety of other
methods to confirm molar masses, especially to derive the
accurate number or weight average molar masses of polymers.
In the realm of controlled polymerization, where end groups
are often known, 1H-NMR in combination with end group ana-
lysis is often used as an alternative; however, it is yet often
associated with considerable errors due to the integration of
peaks close to the baseline. MALDI-TOF has proved to be
useful but is again quite limited in its applicability.7 More
recently, diffusion ordered NMR spectroscopy (DOSY) has
been extensively applied for molar mass determination.
Grubbs and coworkers had demonstrated impressively how a
polystyrene calibration could be established to follow the pro-
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gress of reactions in NMR.8 Other specialists have reported
similar ideas and provided calibrations for various materials
and solvents.9–14 Thereby, the molar mass is plotted as a func-
tion of the determined diffusion coefficient in a double logar-
ithmic fashion, yielding a linear relationship that then allows
for the correlation of any diffusion coefficient with an
unknown molar mass. This linearity can be understood based
on a combination of the Rouse–Zimm model and the Stokes–
Einstein equation (eqn (2)) (eqn (1)):

Rh � bM v ð1Þ

D ¼ kBT
6πηRh

ð2Þ

(where D is the diffusion coefficient, T is the temperature, η is
the bulk viscosity, Rh is the hydrodynamic radius, M is the
molar mass of a polymer and b and v are arbitrary power law
coefficients). This combination describes the linearity of the
DOSY calibration, which can be expressed in 2 different ways,
either as9,10

logðDÞ ¼ logðbÞ � v � logðMÞ ð3Þ
or

logðDÞ ¼ logðηÞ ¼ logðcÞ � v � logðMÞ ð4Þ
Here, eqn (3) gives the generic calibration for a given

polymer/solvent combination, while eqn (4) accounts for the
solvent according to its bulk viscosity, where c is an adjusted
axis intercept. We had previously shown that eqn (4) is very
powerful and allows one to compare DOSY calibrations for any
solvent in a kind of solvent-universal calibration.10

While in principle, polymer physics suggests that the hydro-
dynamic radius is dependent on the type of polymer, it was a
very interesting observation that most polymers, once cor-
rected for their solvent viscosity following eqn (4), fall very
closely together in their respective DOSY calibrations. This
allows one to use an entirely universal calibration, as dis-
cussed in the context of low-field online NMR monitoring.15

Several examples, ranging from homopolymers to block copo-
lymers, have shown that the errors made in molar mass deter-
mination are rather small, even if analytes are characterized
based on another polymer calibration. Errors often below 20%
are obtained in this way, which is an excellent result compared
to the difficulties of SEC.10,16 As a further advantage, DOSY
calibrations are applicable across laboratories, and don’t
require constant individual recalibrations as SEC does. This
has huge potential for the standardization of molar mass
determination and also provides the chance to create simple
yet highly accurate tools that researchers can use in any labora-
tory to deduce molecular masses from a single DOSY
experiment.

As positive as this sounds, two issues remain unresolved so
far. The first being that while DOSY calibrations should in
principle be lab-independent, a certain deviation between labs
is in practice observed.16 This can be due to the differences in
the methodology (for example, polymer concentration), yet it

is worthwhile to study this further. In this work, we identified
temperature as a very crucial factor.

Another issue that we identified is that researchers are used
to SEC software to report molar masses. They usually do not
deal in practice with calibrations and recalculations much,
even if the math behind an SEC or DOSY calculation is fairly
straightforward. We hence developed a software tool that is
available for download and will allow one to calculate molar
masses from a given diffusion coefficient. Users only need to
choose a certain calibration type (direct, solvent-corrected or
universal calibration based on polystyrene) to receive results
directly.

Results and discussion
Temperature sensitivity of DOSY calibrations

Determination of diffusion coefficients. As mentioned
above, DOSY is potentially temperature sensitive. While practi-
cally every high field NMR instrument is able to control the
temperature per measurement, different labs may use other
standard operating temperatures for measurements. In our
previous work, we had used 298 K (25 °C), yet others would
have chosen any temperature around room temperature.
Hence, we tested the outcome of the calibration for polystyrene
(probably, to date, the best tested polymer for DOSY
calibrations8,10,17–23) in the temperature range of 273 to 313 K
(0 to 40 °C) using the exact same methodology as earlier.

Fig. 1a shows the logarithm of diffusion coefficients
obtained via DOSY plotted against the logarithm of molar
masses for a series of polystyrene standards at different probe
temperatures. In each case, linear relationships were obtained
for the whole tested molar mass range of 1000 to 280 000 g
mol−1.

At first glance, all temperatures yielded an individual cali-
bration. A closer inspection further reveals that the highest
and the lowest temperature under investigation almost match.
Hence, whatever the temperature variation is, the dependency
is complex. The largest deviation from the mentioned 273 and
313 K (0 and 40 °C) measurements is seen for 295 K (22 °C).
Another interesting fact is that at 273 K (0 °C), it was imposs-
ible to measure any sample with higher molar masses, and the
experiment essentially failed. This is surprising given that the
viscosity of the solvent at that temperature is not too high, and
the polymer remains well soluble.

Regardless, the Stokes–Einstein relation predicts changes in
viscosity, and the bulk viscosity of the solvent (D-toluene)
obviously changes with the temperature; hence, we corrected
for this effect using eqn (4) (see Fig. S1 in the ESI†). The temp-
erature dependence data of viscosity were taken from a report
by Santos and co-workers24 and fitted with a third-order poly-
nomial to obtain a functional form for η(T ) (see Fig. S1 and
Table S3†). Even with correction, no fundamental change in
the order of the plots for the temperature series was observed.
This first result, despite the rather narrow temperature window
under investigation, is quite worrying as it implies quite large
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errors of the calibration if it is applied to the data measured at
a different temperature.

Fig. 1b shows a different representation of the calibration
data of Fig. 1a, in which we plotted the diffusion coefficients
corrected for solvent viscosity as a function of temperature. In
this representation, it becomes quite clear that for each temp-
erature, log(Dη) goes through a minimum for all polymer stan-
dards at around 295 (22 °C) ± 3 K. Again, this is a peculiar
observation. Since Rh is directly correlated with the radius of
gyration (Rg),

25 one would usually expect that Rh would con-
tinuously increase with temperature. A minimum, as observed,
usually would only allow for the interpretation that the solvent
quality changes, leading to a more collapsed state of polymer
coils at around room temperature. However, the literature does
not suggest any specific change in the solvent quality in this
range for toluene. The estimated theta temperature of toluene
is expected to be much lower (around 150 °C);26 hence a
switch from good to bad solvent conditions must not be
expected here. As a further question, it is also striking that
higher molar mass samples only yield diffusion coefficients
from the experiment at higher temperatures. This cannot be
explained by any visually observable shift in the solubility of
the sample. Why the DOSY experiment does not yield a reason-

able result remains unclear at this point. In any case, it is
interesting to see that a rise in temperature apparently allows
for extending the accessible range of molar masses dramati-
cally, and it seems advisable to exploit this feature for poly-
mers where high molecular masses are difficult to assess
through DOSY.

Yet, the fact that the data show a non-linear progression
with temperature and optimal conditions appear around room
temperature made us look closer at the applied NMR pulse
sequence. Clearly, the data discussed above suggest a method-
ology or instrument dependence. Usually, the so-called
Longitudinal Eddy-current Delay Bipolar Gradient Pulse
(ledbpgp2s) program27 is largely used in the molar mass esti-
mation of polymers10,14,16,22,28 because it is possible to get
optimised results in lower gradient strength pulses,29 which
can be essential for performing DOSY on macromolecules. We
found that by applying this sequence, using the ledbpgp2s
program, significant temperature deviations occur at the
extremes of the temperature range studied, 273 and 313 K,
despite care being taken to ensure the samples had sufficient
time to thermally equilibrate, with the measurement under-
taken at a high gas flow rate. The variability at the temperature
extremes is consistent with those reported by Morris and co-
workers, who elegantly showed evidence of convection both at
temperatures above and below the quiescent temperature.30

Sample convection has long been known to be a major source
of artefacts in DOSY-NMR. Convection is caused by tempera-
ture gradients within the sample, which may lead to extra
signal attenuation in pulse field gradient experiments, thus
leading to the overestimation of diffusion coefficients.31

A wide variety of different experimental methods have been
proposed to minimise the effects of convection in NMR experi-
mental results, which are given more detail in the ESI.† Since
the theme of our research has been to see the wider employ-
ment of DOSY measurements in molar mass estimations
amongst the polymer community, we have restricted our
methods to those that are inexpensive, readily accessible and
require only moderate NMR expertise.

We initially explored acquiring diffusion data whilst rotat-
ing the sample and by acquiring data in 3 mm NMR tubes
rather than a more typical 5 mm tube. Both methods have
been shown to reduce the artefacts caused by convection such
that reliable data can be obtained over a wider temperature
window (see the ESI†); however, convection effects were still
present at around 323 and 333 K (60 and 70 °C).

We then explored the aforementioned convection compen-
sation sequences. Whilst several sequences have been
designed over the years, we restricted our study to the double-
stimulated-echo sequence, a default sequence on Bruker spec-
trometers (dstebpgp3s). This sequence splits the sequence
element into two symmetrical halves generating equal and
opposite flow effects.32–34 Our diffusion data, obtained using
this sequence, show seemingly little effect of convection across
a wide temperature range (273 to 343 K), see the data shown in
Fig. 2 and the discussion below. Switching the pulse sequence
not only seemingly improved the measurement of diffusion

Fig. 1 (a) Diffusion coefficients determined via DOSY for polystyrene
standards at several temperatures and (b) viscosity-corrected calibration
data for the same measurements plotted as a function of temperature.
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coefficients with less influence of convection but also
increased the available temperature range. The only downside
of its application is that the signal-to-noise ratio is generally
less favourable, giving concerns for the measurement of par-
ticularly high molar masses because it may not be possible to
achieve the required signal attenuation. However, the
dstebpgp3s sequence proved to be reliable for a very significant
range of molar masses.

Fig. 2 shows the outcome of the DOSY calibrations using
the better dstebpgp3s pulse sequence. Compared to the situ-
ation in Fig. 1, much more consistent data were obtained. The
available molar mass range of the calibration is enlarged, and
also higher temperatures (up to 343 K) became accessible.
Again, each individual calibration shows good linearity. This
time, however, changes with temperature are monotonous.
More importantly, eqn (4) again is holding well, showing that
the differences in diffusion coefficients correlate almost per-
fectly with the viscosity change with temperature. Yet, a small
but noticeable influence of the temperature on the calibration
remains.

In order to provide a temperature sensitive calibration, we
fitted the combined data of Fig. 2b on a 3-dimensional scale,
yielding the following mathematical relation of a plane surface

(r2 = 0.9987) as the best fit to the data (visualization in Fig. 3).
The fit function was arbitrarily chosen based on the best repre-
sentation of the experimental values:

logðDηÞ ¼ �8:09358 – 0:5542 logðMÞ þ 9:93965� 10�4 T ð5Þ
The best fit of the data to the above equation is shown in

Fig. 3. As expected, the temperature influence is relatively
small, leaving the otherwise known linear relationship. Still, a
slight temperature influence beyond viscosity effects exists,
and hence eqn (5) should be used rather than a single temp-
erature calibration. Eqn (5) can hence be used to calibrate the
molar mass from DOSY over the entire temperature range.

SANS investigation into the temperature dependence of
polymer coiling

Despite the seemingly large improvement of the data by
switching the pulse sequence, doubt may still exist on the val-
idity of data shown in Fig. 2 and 3. Hence, we performed inde-
pendent experiments to directly access information on the coil
size of the polystyrene standards as a function of temperature
with the aim to validate the calibration of eqn (5). This was
performed using small angle neutron scattering experiments
(SANS).

Fig. 4a shows the Rg acquired from SANS data, processed
using the Primus and SasView software (see the ESI† for pro-
cedures and fitting, p(r) and Kratky curve analysis) obtained
for the standard polystyrene solutions under the same con-
ditions as used in DOSY (average molar masses of 9, 33, 62,
and 120 kg mol−1). As expected, a monotonous increase in the
radius of the polymer coils is observed with increasing molar
masses. However, with respect to temperature, only small
changes are observed, as could be expected theoretically. Only
slight fluctuations of Rg are noticeable in the covered tempera-
ture range and within error limits. This data can be directly
compared to the DOSY results. Rather than applying the Zimm
relation, one can directly calculate the hydrodynamic radius of

Fig. 2 (a) Diffusion coefficients determined via DOSY for polystyrene
standards at several temperatures measured using the better dstebpgp3s
pulse sequence and (b) viscosity-corrected calibration data for the same
measurements.

Fig. 3 3D calibration fit of viscosity-corrected diffusion coefficients
(obtained using dstebpgp3s) as a function of temperature and the molar
mass of polystyrene standards.
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a chain using the Stokes–Einstein relation. Fig. 4b depicts Rh
derived from DOSY and calculated from eqn (1) for direct com-
parison with the SANS data. Overall, a good match between the
two datasets is observed, with only small deviations in the
absolute size. The DOSY data indicate a slight temperature
dependence, which is also reflected in the temperature of eqn
(5). Individual error bars are relatively small for both methods,
yet also represent only the fitting error for a single experiment
and the overall scatter of data is larger (as also indicated by
the fluctuation of, for example, the SANS data with tempera-
ture). Regardless, in conclusion one can assume that both
datasets are in very good general agreement, underpinning the
validity of the dstebpgp3s sequence to obtain accurate
diffusion coefficients without the disturbance of convection in
the NMR tube. At this stage, however, it would still be ben-
eficial to see if other laboratories can confirm the data we
present herein to rule out further method dependencies. This
is particularly important since we have seen a good match of
data between laboratories when measurements are obtained at
298 K (25 °C), as we have shown in our interlaboratory
work.16,28

Development of a software tool

Overall, the above discussed temperature dependence shows
that using 298 K (25 °C) as a DOSY standard temperature is a
good choice, which is underpinned by many individual studies
using this condition.8,10,13,14,17–20,22,23,28 Yet, as mentioned
above, polymer chemists who want to use DOSY to determine

molar masses face difficulties when they want to use the meth-
odology. Even though an individual calibration is not required,
and despite the fact that the mathematical transformation is
quite simple, one still needs to have a good overview on the
state of the literature regarding calibration results. Also, it
requires some expert knowledge to be able to choose the right
calibration type to transform a diffusion coefficient of a
polymer sample of interest. Generally, three types of cali-
bration can be distinguished:

(I) Direct calibration. Direct calibration refers to a case
where for a given polymer/solvent combination (at a given
temperature), calibration data are available. This might be
regarded as the most optimal case, since no assumption needs
to be made in order to determine a molar mass from such cali-
bration. This situation is comparable to the direct calibration
in SEC with the difference that the calibration is generally not
laboratory/instrument dependent.

(II) Universal solvent calibration. This type of calibration
makes use of the solvent correction of eqn (4). This type of cali-
bration is best used if the DOSY experiment is carried out for a
polymer where a direct DOSY calibration is available, however,
for a different solvent. This is particularly handy, since solvent
switches in SEC are tedious, and by far not as easily done. In
principle, the direct calibration and the viscosity-corrected
calibration should ideally yield almost the same result, as all
studies so far indicate almost perfect matches when data from
different solvents are applied to eqn (4). Furthermore, by com-
bining calibration data from several individual solvent choices,
the universal solvent calibration becomes more statistically
robust in most cases.

(III) Indirect calibration to polystyrene standards. For poly-
mers that have never been measured before by DOSY, thus for
situations where the above two types of calibration cannot be
applied, one can still carry out a calculation of molar masses
relative to a defined standard. As has been shown before, most
polymers, irrespective of their type, fall into very similar cali-
bration curves overall. Thus, one can calculate molar masses
based on a calibration made for other polymers. One can use a
specific indirect calibration, or combine all possible polymers
and fit these together. The latter approach, while useful in
some instances, makes, however, quite a few assumptions
which require further investigation. Hence, we suggest using
an indirect calibration in relation to polystyrene. Polystyrene
has been extensively studied by DOSY, and the available cali-
bration data have shown to be very accurate across different
laboratories and research groups. Furthermore, also in SEC,
molar masses are often reported in relation to polystyrene
standards, and it makes sense to keep this continuity.

Using these three different types of calibrations requires the
knowledge of solvent viscosities, and as mentioned, the latest
known calibration parameters. We have thus designed software
that calculates molar masses for a polymer based on an
entered diffusion coefficient. All the user needs to do is to
select the type of polymer, and the deuterated solvent used in
the experiment. The dropdown menu shows all polymers for
which calibrations are known to the software. Also, all solvents

Fig. 4 Comparison of (a) Rg gathered from SANS data fittings and (b) Rh

gathered from DOSY-NMR (obtained using dstebpgp3s) applied to the
Stokes–Einstein equation of the polystyrene standard (average molar
masses of 9, 33, 62 and 120 kg mol−1).

Polymer Chemistry Paper

This journal is © The Royal Society of Chemistry 2024 Polym. Chem., 2024, 15, 1303–1309 | 1307

Pu
bl

is
he

d 
on

 1
2 

ot
sa

ila
k 

20
24

. D
ow

nl
oa

de
d 

on
 2

02
6/

01
/1

0 
18

:4
5:

49
. 

View Article Online

https://doi.org/10.1039/d3py01172k


that are known to the software are listed. The user can select
the type of polymer and solvent that were used to determine
the diffusion coefficient. If a polymer/solvent combination is
chosen for which a direct calibration is available, then the
result is calculated based on method (I). Since we deem that
this method is the safest to use, an error is estimated based on
calibration fit errors, if known from the literature. While errors
can, at this point, appear to be sometimes high, we do believe
that with more calibration data becoming available from
various labs, the accuracy will increase.

If the user selects a polymer/solvent combination that is
not known to the software, method (ii) is automatically
applied and an error calculation is omitted. This choice was
made based on the reason that a combined viscosity corrected
calibration is always based on a larger number of data than an
individual direct calibration. This results automatically in
higher r̲2 of the fits, even if the overall accuracy may not be
higher. Future versions of the software might implement stat-
istically better methods of error estimation for this method
and introduce an estimate to be displayed for the expected
error. However, if a user wants to check for a known polymer/
solvent combination what the difference in result between
method (I) and (II) is, one can activate the according tick box
on the side of the solvent dropdown menu. If ticked, method
II is always applied.

Method (III) is selected by keeping the polymer type open
(“other”) in the dropdown menu. This is also the pre-set
choice when opening the program. In this case, the solvent-
corrected calibration of polystyrene is automatically applied to
keep the statistical relevance high and ticking the box to acti-
vate method (II) has no effect.

In all three cases, the output of the software is a molar
mass, together with a notation of what calibration was used. A
reference to the source of the calibration behind the calcu-
lation is also provided to allow the user to identify which data
are used, and to simplify proper referencing. It must be noted
that in all cases, the molar mass is a peak molar mass rather
than a true statistical number or weight average. At this stage,
DOSY is not able to produce reliable distribution shape infor-
mation, and hence information must be used with caution
when polymers with significant dispersity are analysed.

Regarding temperature, the software offers a field to enter
the temperature of the DOSY measurement. It must be
stressed that though this was introduced based on the above-
described investigations, no temperature specific calculation is
offered in the current build of the program (version 1.5)
(Fig. 5).

The software is published as a stand-alone executable file, and
is available in the ESI,† or from the PRD group github account:
https://github.com/PRDMonash/DOSYto_mass_converter

We are aware that an .exe file is not what most researchers
with a digital chemistry affinity would use. However, we
decided in this case to cater for a broader user base that we
can reach if we provide a program that works without the
installation of a coding language-dependent environment. A
python function that will allow one to directly implement the

calculation into other codes is currently under development
and will be added later. The executable file comes with three
csv files in which the calibration data and viscosity data are
stored. This allows one to update calibrations easily when new
data become available, and allows the user to try different lit-
erature sources if they disagree with our selection of the litera-
ture. Changing the values in the csv file is straightforward,
allowing users to apply their own calibration information
wherever needed. We will periodically provide updates for the
csv files to keep this in line with new research being pub-
lished. We also anticipate the development of further software
versions in time. The software is provided free of charge, and
we only ask users to cite either this publication, or the men-
tioned paper in the software if they use the tool in their work.

Conclusions

In our strive to test the suitability of diffusion ordered spec-
troscopy as a molar mass determination tool for synthetic che-
mists, we have tested the applicability of the Stokes–Einstein
equation further to the molar mass calibrations of diffusion
coefficients. We have shown that the influence of temperature
on the outcome of a DOSY experiment is far from trivial when
standard pulse sequences are employed. Strong variations of
the observable diffusion coefficient with temperature were
identified at first, which can be related to convection playing
an important role in disturbing the measurement. When a
pulse sequence is chosen that corrects for convection, a low
temperature dependence is observed, and the data are in
overall good agreement with independent SANS data. A 3D cor-
relation is provided for the molar mass determination of poly-
styrene via DOSY in a broad temperature range, allowing for a
much more detailed comparison of literature data in the
future.

As an independent goal, we also present a software tool that
we have developed to transform diffusion coefficients into

Fig. 5 Screenshot of the DOSY Data Molar Mass Calculator software
(version 1.5) for calculation of molar masses following the outlined
procedure.
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molar masses. The software offers three different calibration
methods and stores currently available calibration information
in supplementary files. While the mathematical transform-
ation for each calibration is not overly difficult, we hope that
the provision of such a tool will help researchers apply the
methods. Already in discussions with researchers at our own
institution, we realized that the choice of appropriate cali-
bration is not straightforward for scientists who are not fully
up to date with the DOSY literature on polymer characteriz-
ation. The software tool fills this gap and we hope that it will
find widespread use.
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