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Battery lifetime prediction using surface
temperature features from early cycle data†

Lawnardo Sugiarto, Zijie Huang and Yi-Chun Lu *

Lithium-ion batteries (LIBs) are highly sensitive to cycling conditions and show a nonlinear degradation

pattern, typically noticeable in later stages. This affects the accuracy of most battery health prognostic

models, especially those relying on long-term data collected under varying operational conditions.

To tackle these challenges, we propose using statistical features extracted from the battery surface

temperature during the first 10 cycles and developing a data-driven machine learning (ML) model for

early-cycle lifetime prediction. Models are trained on each of the selected open-source datasets

comprising 223 LIBs and tested on their respective datasets with non-stratified data splits using a

balanced ratio. These datasets include lithium iron phosphate (LFP), nickel cobalt aluminum oxide (NCA),

and nickel manganese cobalt oxide (NMC) cells, tested under different environmental temperatures and

cycling protocols. In one comprehensive dataset, our model achieved competitive performance

compared to state-of-the-art studies that rely on features extracted from much longer cycling data—up

to ten times the duration. This work provides valuable insights into the strong correlation between early-

cycle surface temperature and battery lifetime across various battery chemistries, cycling rates, and

environmental temperatures.

Broader context
Lithium-ion batteries (LIBs) are integral to our daily lives, powering everything from smartphones to electric vehicles. As demand for these batteries grows,
ensuring their safety and reliability becomes increasingly critical. One major challenge is detecting potential manufacturing errors early, as these can lead to
safety issues and reduced battery lifespan. Traditional methods for predicting battery health often require extensive data and complex equipment, making
them less practical for widespread use. This work addresses this challenge by developing a new approach that uses data from the first 10 cycles of a battery’s life
to predict its overall lifespan. By analyzing the surface temperature of the battery during these early cycles, we can identify patterns that indicate future
performance. This method is not only more efficient but also adaptable to different battery chemistries and operating conditions. Our work offers a more
accessible and cost-effective way to ensure the safety and longevity of LIBs, which is crucial as we continue to rely more on renewable energy and electric
transportation. By improving early detection of potential issues, our approach can help prevent failures, reduce costs, and enhance the overall reliability of
battery-powered devices and systems. This advancement represents a meaningful step forward in the quest for safer, more sustainable energy solutions.

Introduction

Extensive research on LIB systems has made them widespread
across industries like electric vehicles and common appliances,
attributed to their competitive price, long operational lifespan,
and high energy density since their commercial debut.1–3 The
rapid growth in LIB production, fueled by increasing demand,
has raised concerns about potential declines in product quality

due to unnoticed manufacturing errors. Various diagnostic and
prognostic techniques have been employed to evaluate the
health and predict the end-of-life (EOL) of battery cells.4,5 This
proactive strategy is instrumental in identifying faulty cells,
thus ensuring quality and safety. Achieving this goal requires
highly accurate battery life predictions based on minimal
cycling history. However, most LIBs exhibit a knee-point degra-
dation pattern that emerges in the later stages of aging,
primarily due to their complex and non-linear degradation
behavior.6,7 Furthermore, factors such as inhomogeneous cell
aging and variations in degradation under differing operational
conditions like cycling rate and environmental temperature,
limit the robustness and accuracy of battery health diagnostic
and prognostic models.7–10
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State of health (SOH) quantifies the ratio of maximum
functional battery discharge capacity during a given cycle to
its rated nominal capacity. Various parameter estimation tech-
niques have been used to estimate SOH, including conven-
tional direct measurements (e.g., resistance and open-circuit
voltage),11,12 equivalent circuit model (ECM),13–15 and physics-
based model.16,17 Based on the current battery SOH, its remain-
ing useful life (RUL) until a failure threshold point (i.e. EOL)
can be projected, commonly set as 80% SOH or below,18 at
which point the battery performance typically declines dispro-
portionately. Alternative model-based techniques for RUL esti-
mation, such as mechanistic/electrochemical and hybrid
models,5,19 are widely used and often paired with filtering
methods including particle or Kalman filters20,21 to process
historical data. Although promising results have been reported,
these techniques face challenges in real-world applications,
primarily due to the impracticality of in situ electrochemical
impedance measurement15,22,23 and the decreased accuracy of
empirical non-linear parameters under broader operating
conditions.7,24 Moreover, while physics-based models excel at
capturing aging mechanisms at the micro-scale, their effective-
ness may be limited by the computational constraints of
onboard systems and the potential for overlooking certain
degradation events.19,25 As a result, many researchers have
attempted to enhance semi-empirical aging models, for exam-
ple, some have coupled these models with impedance-based
electrothermal models26 or incorporated onboard measure-
ments under complex operation conditions.27 Despite these
efforts, battery lifetime prediction continues to yield unsatis-
factory results.

Data-driven methods have become increasingly popular
across various fields due to their ability to identify patterns in
data and target variables without relying on predefined out-
comes. Unlike traditional models, these approaches are also
chemistry-agnostic. Consequently, many studies have applied
ML in the energy storage sector, including material character-
ization, design, synthesis, and battery diagnosis/prognosis.28–31

This surge is fueled by advancements in computing capabilities
and the growing availability of published datasets.32,33 Several
studies have explored different ML techniques for battery
diagnosis/prognosis. For instance, Roman et al.34 estimated
SOH using multiple models based on a set of engineered
features derived from segments of charge voltage and current
curves, Tian et al.35 employed a deep neural network to predict
complete charging curves using less than 10 minutes of accumu-
lated charging data, Zhang et al.36 constructed neural network and
random forest models to predict RUL based on health indicators
(HIs, used interchangeably with features) extracted from partial
charging voltage curves, and Severson et al.37 developed linear
early-lifetime prediction models with remarkable performance by
using statistical features from discharge voltage curves within the
first 100 cycles on their generated dataset, which has since been
widely used in other studies.34,38,39 While battery lifetime predic-
tion models are well-established, further investigation into highly
correlated HIs from earlier cycles, especially under diverse condi-
tions, could lead to significant breakthroughs.

Surface temperature is an important yet underexplored
battery attribute40,41 that reflects the intensity of internal
chemical reactions. In this study, we aim to minimize the
required cycling data as model input by investigating the
prognostic potential of surface temperature-related HIs, while
attaining equivalent or better performance with reported stu-
dies. We extracted a statistical summary of cycling temperature
data from the first 10 cycles and validated it by developing a
linear early-cycle prediction model on multiple open-sourced
datasets: Severson et al.,37 Preger et al.,42 Juarez-Robles et al.,43

and Wang et al.44 With a total of 223 cells, these datasets were
selected to evaluate the trained models based on our proposed
temperature HIs across different chemistries, environmental
temperatures, and cycling protocols. To provide a comprehen-
sive comparison, we adjusted the input range of the models
proposed by Severson et al. to use only the first 10 cycles, and
we employed these models as benchmarks across the datasets.
Our findings showed that the best-performing benchmark
model yielded a mean absolute percentage error (MAPE)/root-
mean-square error (RMSE) of 26.8%/380 cycles on the valida-
tion set for the Severson et al. dataset. In contrast, our proposed
temperature model significantly reduced the validation errors
to 15.7%/257 cycles under similar conditions. Moreover, by
incorporating additional complementary features,37 our model
achieved even lower validation errors of 14.2%/203 cycles,
showcasing competitive performance compared to their origi-
nal model, which required 100 cycling data. Additionally, we
examined the impact of varying amounts of cycling data input
on the feature extraction process. Our findings indicate that the
majority of the trained models maintained their predictive
accuracy despite the use of varying cycling data amounts, with
observable fluctuations in certain cases. Finally, our proposed
temperature model outperformed all benchmark models across
the datasets, highlighting its universal applicability to different
cathode materials and operating conditions.

Early-cycle temperature model framework

Framework overview. The proposed framework for the early-
cycle temperature ML model consists of three main stages:
temperature feature engineering, model development, and eva-
luation of early-cycle lifetime prediction, as shown in Fig. 1.
First, temperature data from the first 10 cycles are collected,
processed, and transformed to create a set of statistical tem-
perature HI candidates which serve as the model input.
To select the optimal subset of feature inputs for accurate
lifetime prediction, Elastic net regularization45 is applied to
eliminate underperforming and redundant HIs and optimize
their coefficients during the model training process (see
Methods). This framework employs a linear model algorithm
because of its low computational cost for matrix operations and
retains the capability to interpret the correlation between statis-
tical surface temperature-related HIs and cycle life (i.e., EOL).
The developed model is then used to predict the lifetime of a
test set of cells that were not part of the training data. Its
performance is evaluated using several error metrics, including
the mean absolute error (MAE), MAPE, RMSE, and root-mean-
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square percentage error (RMSPE). Furthermore, we assess the
robustness of the proposed temperature HIs by applying our
methodology to several published datasets, which include
various LIB cathode chemistries and cycling conditions to
investigate the universality and practicality of the trained
model across different constraints. In one of the datasets, we
validated the interoperability of the proposed temperature HIs
by building two models–one using only the temperature HIs
and another incorporating additional complementary features.
These models were then compared against an adapted version
of the Severson et al. models,37 which served as benchmarks.
Overall, we developed an early-cycle data-driven ML model
capable of predicting battery lifetime under unknown condi-
tions, using HIs with universal and chemistry-agnostic traits
as inputs. Our objective is to investigate highly correlated HIs
and reduce the amount of cycling data required for accurate
early-cycle predictions. This approach presents significant ben-
efits for practical applications such as battery development and
production lines.

Battery datasets. We selected six datasets of LIBs with
different cathode chemistries, comprising a total of 223 cells
from four online sources. Each dataset has a distinct combi-
nation of cycling settings, including cycling rate and environ-
mental temperature as described in Table 1. These datasets
provide a multidimensional foundation for evaluating the
predictive capability of the developed linear ML across a range
of cycling conditions using the proposed temperature HIs.

The first three datasets, generated by Preger et al.42 at Sandia
National Laboratories (SNL), consist of cells with different
cathode materials: NMC, NCA, and LFP, were designed to study
the impact of environmental temperature (i.e. 15, 25, 35 1C),
depth of discharge (DOD), and discharge current (i.e., 1, 2, 3C)
on battery aging, with constant 0.5 CC–CV charging. These
datasets enable the examination of cells with varying chemis-
tries cycled under slow-to-fast discharge rates, allowing for an
analysis of the relationship between temperature profile fluc-
tuations and battery lifetime. Since DOD is not our primary
focus, only cells with 100% (and 94%) DOD are considered.
In addition, we selected another dataset of NCA/graphite cells
from Underwriters Laboratories Inc. and Purdue University
(UL–NCA)43 to evaluate the proposed HIs under monotonic
0.5C slow-rate cycling and 23 1C environment. Each of these
four datasets was randomly split into equal-sized training and
testing sets.

Next, the Toyota Research Institute (TRI) dataset,37 which
contains 124 LFP/graphite cells under multi-step fast-charging
conditions (e.g., 5.4C(50% SOC)-3C), was selected to analyze the
significance of rapid temperature increases during cycling,
caused by significant heat generation from side reactions.
High-magnitude temperature variations serve as key indicators
that can provide valuable insights into electrochemical degra-
dation.5,9 All cells were subjected to either a one-step or two-step
fast-charging policy with varying duration from 8–13.3 minutes
until 80% SOC, followed by 1C CC–CV charging, and discharged at

Fig. 1 Overview of the early-cycle temperature ML model. Multiple sources of LIB datasets with different chemistries, environmental temperatures, and
cycling protocols were used in this study. Surface temperature data from charge and discharge regions were collected from the first 10 cycles and
engineered into statistical features. These early-cycle features serve as input for the ML model to predict battery lifetime. This simplified early prediction
application has the potential to minimize the timely data collection costs while maintaining quality in rapid battery production.

Table 1 Summary of all datasets

Dataset SNL–NMCa SNL–NCA SNL–LFP UL–NCAb TRIc XJTUd

Manufacturer LG Chem Panasonic A123 Systems Panasonic A123 Systems LISHEN
Cell shape Cylindrical 18 650
Cathodee LiNi0.8Mn0.1Co0.1O2 LiNi0.8Co0.15Al0.05O2 LiFePO4 LiNi0.8Co0.15Al0.05O2 LiFePO4 LiNi0.5Mn0.3Co0.2O2

Total cellsf 21 16 19 21 123 23
Charge rate 0.5C (CC–CV) 0.5C (CC–CV) 0.5C (CC–CV) 0.5C (CC–CV) Multipleg 2, 3C (CC–CV)
Discharge rate 1, 2, 3C (CC) 1, 2C (CC) 1, 2, 3C (CC) 0.5C (CC) 4C (CC–CV) 1C (CC)
Temperature 15, 25, 35 1C 15, 25, 35 1C 15, 25, 35 1C 23 1C 30 1C 23 1C

a Sandia National Laboratories. b Underwriters Laboratories Inc. – Purdue University. c Toyota Research Institute. d Xi’an Jiaotong University.
e Information provided from corresponding author/manufacturer. f Filtered with 100% (and 94%) DOD and removed anomaly. g Fast-charging
protocols under CC–CV setting. Cycling protocols for each dataset are combinations of the specified charge and discharge rates. Refer to ESI for
more details.
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4C CC–CV in a controlled 30 1C environmental chamber with
various resting periods. We adopted a similar data indexing
method used by Severson et al.37 partitioning into a training set
(41 cells), primary testing set (42 cells), and secondary testing set
(40 cells), where training and primary testing sets consist of cells
with similar cycling protocols, whereas the secondary testing
set includes cells with different cycling protocols, i.e. out-of-
distribution (OOD). Thus, the model performance will be evalu-
ated on cells with ‘‘unknown’’ protocols in the secondary test set,
providing insight into the generalization ability of the proposed
temperature HIs.

Finally, we include two batches of the NMC532 dataset
generated by Xi’an Jiaotong University (referred to as XJTU),44

which consists of 23 cells cycled at room temperature, approxi-
mately 23 1C. These cells are divided into two batches of
unique cycling protocol: the first batch (8 cells) was cycled at
a fixed charge/discharge rate of 2C/1C, while the second batch
(15 cells) was cycled at a higher rate of 3C/1C. For this dataset,
batch 2 was selected as the training set, and batch 1 as the
secondary test set. This setup resulted in a train-to-test ratio of
2 : 1, allowing us to directly evaluate the model generalizability
on a testing set composed of OOD and out-of-protocol (OOP)
cells, presenting a unique challenge for our model to make
accurate predictions under unseen operating conditions due to
different charging C-rates. More details on dataset screening
and accessibility, along with battery specifications, are available
in the Method and Data availability sections, and Table S1
(ESI†).

Temperature features and model training. Temperature
plays a critical role in the cycling performance of LIBs by
affecting material properties such as the ionic conductivities
of electrodes and electrolytes.7,9 As a result, the chemical
reaction changes exponentially following the classical Arrhe-
nius equation,46 as a greater proportion of molecules surpass
the activation energy threshold. The heat generated during
battery usage provides valuable insights in distinguishing
between reversible and irreversible electrochemical proces-
ses.9,47 Reaction heat is a reversible process resulting from
entropic changes and working temperature, while irreversible
heat – such as ohmic heating, active polarization, heat of
mixing, and enthalpy changes9,48 – is primarily generated by
resistive component behaviors. Xiao et al.48 suggest that rever-
sible heat contributes minimally to aging effects at high
currents, indicating that the observed increase in heat genera-
tion over cycling is dominated by irreversible heat. This claim is
supported by G. Liu et al.49 who concluded that Joule (or ohmic)
heat tends to increase as the battery ages. The increase is
mainly attributed by degradation processes such as solid
electrolyte interface, lithium plating, and active material
decomposition under different operating conditions.4,7,10,45

Consequently, the vast heat generation, reflected in the battery
surface temperature, can be used in capturing electrochemical
evolution inside the cells, and it can be measured in situ
conveniently with inexpensive cost and minimal setup. Several
temperature-related parameters – such as the temperature
integral,37 temperature profile shape,50 and rate of temperature

change40 – have been utilized to assess battery health and
diagnose potential issues.

This work aims to explore insightful temperature-related HIs
derived from early cycling data by computing seven statistical
HIs: mean, variance, skewness, kurtosis, minimum, maximum,
and amplitude (i.e., maximum–minimum). Although statisti-
cal feature extraction has been commonly applied to other
measurements37,50 (e.g., capacity), its comprehensive use for
surface temperature is rare. These HIs are computed on both
the interpolated temperature and rate of temperature change
vectors for the first 10 cycles, excluding the initialization
cycle(s) (see Method and Supplementary Note S2, ESI†). To
illustrate the extraction process of the proposed temperature
HIs and analyze their correlation with battery cycle life, we use
the TRI dataset due to its extensive data and fast-cycling
protocols, as depicted in Fig. 2. The temperature profiles for
CC–CV charging during the first 10 cycles of a battery sample
are plotted in Fig. 2a, with the end of CC-stage marked by
vertical dotted lines. The seven statistical HIs are computed for
each cycle, producing nine values from the first 10 cycles for
each HI. These nine values are then averaged to yield single-
valued HIs, thereby stabilizing any fluctuations. This process is
repeated for all cells across each dataset. Selected HIs are
plotted against the log10 cycle life for each cycling mode as
illustrated in Fig. 2b–g. The Pearson correlation coefficient, r,
provides information about the strength and direction of the
relationship between the HIs and log10 cycle life. For instance,
cells with higher values of variance (T[Q]) and maximum (dT/
dQ) tend to have shorter cycle lives, as shown in Fig. 2c and e,
respectively. This is supported by their coefficients (i.e., r =
�0.55 and �0.58, respectively), where values close to 1 (or �1)
indicate a strong linear relationship. These informative HIs can
be exploited from very early cycles, as they are closely associated
with the initial internal resistance and reaction kinetics of the
battery, enabling accurate estimation of its cycle life. In com-
parison, other degradation indicators, such as capacity, may
not yield high r coefficients (refer to Fig. S1, ESI†) when
extracted over the first 10 cycles. These indicators typically
require an extended cycling period to provide robust informa-
tion on capacity fade degradation.37 Additionally, the statis-
tical temperature HIs are well-suited to capture degradation
information from the varying heat generation profiles due to
different cycling rates, particularly across diverse cathode che-
mistries where they play a critical role in shaping the battery
properties. For example, cathode materials like NMC and NCA
are less thermally stable than olivine-structured LFP,8,10 attrib-
uted to their higher energy density impacted by their nickel
content.7,51 Furthermore, variations in the empirical active
material ratios, taking NMC811 and NMC532 for instance,
influence the heat generation profile and intensity, an essential
key in reflecting battery degradation and ultimately, battery
lifetime.

The practice of averaging the extracted features from the
first 10 cycles, determined arbitrarily, is intended to ensure the
stability of the model inputs. Fluctuations in the r-coefficients
for each HI across different cycle numbers can be observed
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through the heatmap color opacity in Fig. 3, which shows the
first 50 cycles from both the training and primary testing sets
of the TRI dataset. Fig. 3a presents the temperature plotted
against capacity during charging for a sample cell, highlighting
the variation in starting temperature values and slight gradient
differences across four selected cycles. These differences are
attributed to residual spontaneous heat52 from the previous
cycle, which arises due to protocol settings like insufficient
resting time after discharge. The inconsistency of r-
coefficients across cycle numbers may negatively impact the
predictive performance of the HIs. As a result, single-cycle HIs
are avoided, and instead, the average value from the first
10 cycles (excluding the initialization cycles) is used for each
HI in the model development and prediction presented in
this work.

Results and discussion

Seven early-cycle linear models were initially developed using
features taken from the first 10 cycles to predict battery cycle
life. Each of the six datasets trained a unique linear model with
a distinct set of feature inputs, which included only the
proposed statistical temperature HIs, referred as to the ‘‘tem-
perature’’ model. Additionally, a ‘‘hybrid’’ model was developed
specifically for the TRI dataset, which incorporates the
proposed temperature HIs with other reported features that
are unavailable in the other five datasets. As each model is
evaluated within its respective dataset, it is assumed that
factors influencing heat generation, such as the components
of the battery (i.e., cathode active materials, anode, electrolyte,
and binder), are uniform across all 18 650-cylindrical cells in

Fig. 2 Visualization of the feature extraction process on the first 10 cycles and the derived statistical HI examples using temporal temperature and rate of
temperature change on TRI dataset. (a) Schematic illustrating the process to compute averaged statistical temperature HIs from the first 10 cycles.
Battery with code ‘b2c3’ and 335 cycles lifetime is used as the sample. This process is applied separately for both charge and discharge data. The
extracted log10 HIAvg10 examples for the TRI dataset are shown on (b)–(d) for temporal temperature: b, Minimum and c, Variance of the charge T[Q]Avg10,
and d, Minimum of the discharge T[V]Avg10; and (e)–(g) shows the rate of temperature change: (e), maximum and (f), mean of the charge dT/dQAvg10, and
(g), maximum–minimum of the discharge dT/dVAvg10, with correlation coefficient, r of 0.47, �0.55, 0.40, �0.58, �0.56 and �0.35 respectively. HIs are
plotted against the cycle life (y-axis) under a logarithmic scale. In all figures, the opacity of both red and blue colors indicates the cycle number and EOL
of cells, respectively.
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each dataset. Given this assumption, the statistical temperature
HIs derived from the cycling data are anticipated to indirectly
reflect combined effects of material variations. As a result,
all models demonstrated strong generalization across the data-
sets, consistently surpassing the accuracy of benchmark
models adopted from Severson et al.,37 which were limited to
using data from the first 10 cycles, as shown by the Figures and
Table in this section. Furthermore, we explored alternative
approaches to study the impact of training the temperature
model using HIs extracted from single cycles instead of aver-
aged values over the first 50 cycles, as well as employing lesser
(and more) cycling data than the mentioned first 10 cycles, for
averaging the extracted HIs. A comprehensive evaluation of
the model performance is discussed further, and additional
information regarding the HIs utilized in all models is available
in Tables S2 and S3 (ESI†).

The predicted cycle lives (y-axis) for all models are plotted
against the true cycle lives (x-axis) in Fig. 4, with their perfor-
mance summarized in Table 2. An inset plot of residual errors
and the coefficient of determination (R2) are included inside
each plot, located on the upper left and bottom right respec-
tively. The SNL datasets, which were subjected to various
environmental temperatures and discharge C-rates (as indi-
cated by marker outline colors and shapes on the figure legend,
respectively) with different battery chemistries, along with the
slow cycling UL–NCA and fast-charging XJTU datasets, were
used to develop the first five linear temperature models: Fig. 4a
for SNL–NMC, Fig. 4b for SNL–NCA, Fig. 4c for SNL–LFP,
Fig. 4d for UL–NCA, and Fig. 4e for XJTU. Most models achieved
R2 values above 0.8, successfully predicting battery aging trends

based on environmental temperature effects, as captured by
HIs such as the mean temperature. In colder conditions, NMC
and NCA typically showed shorter cycle life due to lithium
plating becoming the primary degradation mechanism below
25 1C,7,42 while LFP exhibited improved performance. Addition-
ally, subjecting LFP to higher C-rates significantly increases
heat generation due to the rapid change in internal resis-
tance6,47 following ohmic law, which can be quantified by the
temperature amplitude and maximum rate of temperature
change. In contrast to the first four models, XJTU was subjected
to higher charging rates which resulted in greater cycling
temperature fluctuations (see Fig. S2, ESI†). The temperature
model, which was trained using 3C-charging data, demon-
strated a remarkable prediction accuracy for the OOP secondary
test set containing 2C-charging data, achieving a very low
RMSPE of 6.4%. This outcome indicates that the proposed
statistical temperature HIs are capable of maintaining consis-
tent predictive accuracy for OOD and OOP cells. To verify
this conclusion, the temperature model will be trained and
tested with both in-protocol data (primary test) and OOP data
(secondary test set), available on the TRI dataset. Overall, the
five models accurately predicted cycle life, as shown in Table 2.
The worst-performing model in SNL–NMC achieved a MAPE of
17.1% and RMSPE of 21.9% on the test set. One potential factor
limiting the model performance is associated with the shape of
temperature profile, which is directly linked to the cycling rate.
For instance, the small temperature fluctuation at slow char-
ging rates may limit the ability of HIs to capture the degrada-
tion of thermally stable cathodes. We also observed that in the
SNL–NMC dataset, a possible safety measure was activated

Fig. 3 Heatmap comparison of Pearson’s correlation coefficient between cycle life and temperature HIs from the charging section as a function of cycle
number on TRI dataset. (a) Charging temperature profile plots of several cycle numbers as a function of charge capacity for a cell with a cycle life of 2237.
(b)–(c), Heatmap plot of the correlation coefficient, r for (b), Training data. (c) Primary test data. The heatmap colors indicate the r in a range from
�1 (red) to +1 (blue). Slight fluctuations across different cycle numbers are observed due to environmental temperature fluctuation and inadequate
resting time between cycles for some cells as seen in (a).
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under high C-rate and elevated temperature conditions, reducing
the current to prevent excessive temperature increases (see Fig.
S2, ESI†). This consequently led to irregular temperature fluctua-
tion that might compromise the quality of our temperature-
related HIs. Finally, it is essential to emphasize that, within the
SNL datasets, the model predictions are validated solely within
the temperature and cycle rate limits defined by the training
and primary test data, i.e., in-distribution test predictions.
While extrapolation beyond these specified conditions is gen-
erally anticipated to result in reduced accuracy, the model
demonstrated unexpectedly high accuracy on the secondary
test set from XJTU. Given this promising outcome, it is advi-
sable to incorporate much larger data points covering a broader
range of environmental temperatures and cycling rates to
facilitate OOD predictions, thereby enabling extrapolation beyond
the training conditions range.

The last two models were developed using the fast-charging
TRI dataset: temperature (Fig. 4f) and hybrid model (Fig. 4g)
which combines supplementary HIs related to charge time,
internal resistance, and temperature features proposed by
Severson et al.37 The TRI dataset includes a secondary testing
set containing unknown charging protocols distinct from both
the training and primary testing sets, which is crucial for
validating the generalizability of our proposed temperature
HIs under unfamiliar protocols. First, the temperature model
yielded a MAPE/RMSE of 15.7%/257 cycles for the secondary
test set, mainly caused by the significant prediction deviations
from the diagonal line in the higher cycle life regions (around
1500 cycles). This can be attributed to insufficient cell data with
high cycle life, thereby prompting the development of the
hybrid model, which incorporated additional HIs to capture
more informative degradation patterns. As a result, the hybrid

Table 2 Dataset prediction error metrics for Fig. 4

MAEa (MAPEb) RMSEc (RMSPEd)

Train Test Secondary test Train Test Secondary test

SNL–NMC 73 (16.2) 97 (17.1) — 108 (22.7) 144 (21.9) —
SNL–NCA 32 (6.9) 30 (6.4) — 45 (9.6) 37 (7.4) —
SNL–LFP 112 (5.3) 264 (10.2) — 161 (8.5) 329 (12.3) —
UL–NCA 24 (7.2) 39 (13.3) — 42 (10.3) 61 (18.4) —
XJTU 18 (8.4) — 21 (5.1) 26 (12.6) — 26 (6.4)
TRI (Temp) 107 (14.4) 129 (14.7) 174 (15.7) 180 (19.7) 216 (18.5) 257 (20.9)
TRI (hybrid) 63 (8.4) 94 (12.0) 148 (14.2) 103 (12.3) 146 (16.1) 203 (18.3)

a Mean absolute error (cycle). b Mean absolute percentage error (%). c Root mean-squared error (cycle). d Root mean-squared percentage error (%).
The train set is used to build the model and evaluated on the primary and secondary test (if any) set. Details on the partition of cells used as train,
primary test, and secondary test set in each dataset are available in Table S1 (ESI).

Fig. 4 ElasticNet model estimated vs. true cycle lives for all datasets using the derived temperature HIs. Temperature model predictions are compared
to the true observed cycle life using the average value of temperature HIs taken from each of the first 10 cycles, for the dataset: (a) SNL–NMC, (b) SNL–
NCA, (c) SNL–LFP, (d) UL–NCA, (e) XJTU, (f)–(g) TRI dataset using (f), temperature HIs only (temperature), and (g), temperature HIs integrated with other
Severson’s features (hybrid). For (a)–(c), the cells are cycled under various environment temperature and discharge rate settings as indicated by the
marker outline color and shape, respectively. An inset plot of the histogram of residual errors and the model coefficient of determination (R2) are included
for all figures. HIs used by the models shown above are available in Tables S2 and S3 (ESI†).
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model reduced the MAPE/RMSE of the secondary testing set
to 14.2%/203 cycles respectively, while also decreasing both
training and primary testing errors. Based on these results,
the proposed statistical temperature HIs provide sufficient
information for accurate battery predictions under diverse
conditions and can be further improved by working in tandem
with other types of degradation HI. We also compared tem-
perature models using averaged HI values versus single-cycle
HIs, shown in Fig. 5. Models trained on averaged HIs from the
first 10 cycles achieved lower RMSE values (i.e., solid horizontal
line) compared to the fluctuating RMSE values of the single-
cycle models, up to the first 50 cycles. This suggests that
averaging HI values provides a more robust and accurate
linear model.

To evaluate the effectiveness of our trained models, we
compared them against naı̈ve constants and prior research
models as benchmarks. Naı̈ve constants are univariate models
prepared with minimal data manipulation. For this study,
we used the discharge capacity at cycle 2 and the average cycle
life of the train set. Additionally, we adopted the models
presented by Severson et al.37 – variance, discharge, and full
models – which were originally trained using features extracted
from the first 100 cycles. We recreated their early-cycle lifetime
models by modifying their feature pool to use data from the
first 10 cycles only. The full model, which utilizes several
features related to internal resistance, was only available for
the TRI dataset, as the necessary data was unavailable in the
other datasets. Therefore, the TRI dataset is the only one that
includes all three benchmark models. The RMSPE of both
temperature and hybrid models was compared to these bench-
mark models as shown in Fig. 6. The naı̈ve constants (see Table
S4, ESI†) performed significantly worse across all datasets, with
error values up to four times higher than those of the proposed

models, except in a few cases. For instance, Qd_cycle2 in the
UL–NCA dataset exhibited a slightly higher RMSPE of 22.9% on
the test set compared to the temperature model (18.4%) due to
their implementation of two different DOD settings (i.e., 94%
and 100%). Discharge capacity-related HIs can lead to data
leakage that captures the inverse correlation between DOD
and cycle life. Despite this advantage, the temperature model
performed better compared to the Qd_cycle2 benchmark.
Furthermore, variance and discharge models failed to provide
comparable results (except for the discharge model in UL–
NCA), often performing similar to or worse than the naı̈ve
benchmarks. The full model, which uses the most diverse set
of features on TRI, fit the training data well and achieved
RMSPE values of 15.3%, 18.1%, and 29.7% for training, primary
testing, and secondary testing sets, respectively. In comparison,
the temperature model, while showing a higher training
RMSPE of 19.7%, exhibited a similar RMSPE of 18.5% on the
primary test set, but more importantly, it achieved greater
accuracy on the secondary test set with an RMSPE of 20.9%
on TRI. In addition, the hybrid model demonstrated the lowest
error values across all three data splits, with RMSPE of 12.3%,
16.1%, and 18.3%, for the training, primary, and secondary test
sets, respectively. These results suggest that the proposed
temperature HIs utilized in both models have effectively miti-
gated overfitting compared to the full model, which showed a
significant increase in RMSE on the secondary test set.
Although all the proposed and benchmark models were trained
using HIs extracted from the first 10 cycles, our hybrid model in
the TRI dataset performed comparably to the best result
reported by Severson et al.,37 which utilized features extracted
from the first 100 cycles.

Finally, we analyzed the performance of our models by using
average HI values derived from varying cycle ranges, up to the

Fig. 5 RMSE performance of single-cycle temperature models on the test sets for the first 50 cycles. Temperature model is trained using the identical
set of single-cycle HIs instead of the averaged HI values, and evaluated on the first 50 cycles for each dataset (see Tables S2 and S3, ESI†): (a) SNL–NMC,
(b) SNL–NCA, (c) SNL–LFP, (d) UL–NCA, (e) XJTU, (f) TRI. The horizontal solid and dashed lines in each plot represent the RMSE of the temperature model
using average HI values of the first 10 cycles and single-cycle values, respectively. The blue lines denote the primary test sets, while the orange lines
indicate the secondary test sets, which are only available for datasets (e), XJTU, and (f), TRI.
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first 100 cycles. We expanded on the initial approach of aver-
aging the first 10 cycles for feature extraction by considering the
first x cycles ranging from 3 to 100 cycles, to train individual
models with the same set of HIs for each dataset (refer to Tables
S2 and S3, ESI†) to predict cycle life. Subsequently, we evaluated
these models on the test set(s) of each dataset, visualizing the
resulting MAE and RMSE values in Fig. S11 (ESI†). As antici-
pated, the most accurate predictions were obtained when x was
around 10 cycles, where these sets of features were optimized
during model training presented in Fig. 4. While the model
performance generally stabilized beyond this point, we
observed fluctuations and elevated error values for x values
below 10 cycles across most datasets. This phenomenon can be
attributed to the evolution of temperature profiles during
charging in the initial cycles. In most of the datasets, we
noticed fluctuations in the starting charging temperature with
cycle number until it eventually stabilized, as illustrated in a
sample cell in Fig. 3. The variability in starting charging
temperature could be influenced by factors such as sponta-
neous heat released from the preceding discharge cycle without
sufficient resting period,52 leading to disruptions in statistical
values like minimum or skewness, thereby affecting the pre-
dictive accuracy of the temperature models. This issue was
mitigated by incorporating non-temperature HIs, as demon-
strated in Fig. S11f (ESI†) by the hybrid model at lower cycle
counts, as well as after cycle 55, where temperature fluctuation
in the environmental chamber was reported in TRI primary test
set data.37 To ensure a consistent temperature profile, adjust-
ments such as modifying resting times may be necessary to
enable model training with fewer than 10 cycles. Additionally,
we observed sharp or consistent error increases at later cycles
as observed in Fig. S11a, b, & d, (ESI†) attributed to disruptions
in temperature measurements, such as periodic reference
performance test (RPT) cycling, or cycling interruptions.
We also explored optimal sets of HIs for the temperature and
hybrid models with x values below 10 (refer to Tables S5 & S6,

ESI†) and found that the optimal sets were similar to those for
x = 10 reported in Table 2. In conclusion, while it is feasible to
train models with fewer than 10 cycles, our proposed tem-
perature HIs consistently yielded satisfactory results or even
improved outcomes across different cycle average ranges.

The proposed temperature-related HIs have demonstrated
significant predictive capabilities in estimating battery lifetime
spanning up to thousands of cycles, based on statistical analy-
sis of the first 10 cycles or less. This is evident from extracting
statistical summary at critical points, temperature profile
shape, and more, including the rate of temperature change
over time. Their generalizability and predictive strength have
been confirmed through testing on datasets comprising diverse
cycling modes and environmental temperature settings, show-
casing their superiority over the inflexible benchmark models
under OOD operating conditions and limited cycling data, as
demonstrated in the XJTU and TRI secondary test sets. While
the temperature linear models perform well across various
constraints, the SNL and UL–NCA datasets may lack sufficient
data points for robust model training to justify this conclusion,
and some limitations could have impacted the performance of
the proposed temperature HIs. For instance, in the SNL–NMC
dataset, elevated temperature and C-rate settings triggered
safety measures that reduced the discharge current once the
temperature reached its maximum allowable value. This
affected the temperature profile, potentially compromising its
quality. Similarly, in the TRI dataset, inadequate temperature
cooling due to short rest intervals may also have an influence.
Additionally, while the proposed temperature HIs leverage
complete cycling data, future work should explore partial
cycling segments to extract valuable insights with prognostic
value. Moreover, there is a need to develop a unified model
capable of predicting battery lifetime across datasets contain-
ing diverse cathode chemistries, operating conditions, and cell
configurations. By incorporating additional battery compo-
nents information, such as cathode composition, electrolyte

Fig. 6 RMSPE comparison of the proposed models on the test sets. The temperature (and hybrid) model for each dataset is plotted against an
adapted version of Severson et al. models: (i) variance, (ii) discharge, and (iii) full (only applicable in TRI), built using features extracted from only the first
10 cycling data.

Energy & Environmental Science Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

0 
ja

an
ua

r 
20

25
. D

ow
nl

oa
de

d 
on

 2
8.

01
.2

02
6 

10
:4

3:
51

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4ee05179c


2520 |  Energy Environ. Sci., 2025, 18, 2511–2523 This journal is © The Royal Society of Chemistry 2025

characteristics, and detection of volume changes due to initial
cycle gassing in NMC cells,51 the prediction model can enhance
its accuracy by adapting to specific cell characteristics through
ML and transfer knowledge techniques. This approach may
yield more interpretations and further improve the model
accuracy in predicting battery degradation under various
cycling dimensionality.

Conclusion

In summary, this study investigated the effectiveness of using
averaged statistical cell surface temperature HIs taken from the
first 10 cycles to predict battery lifetime. The ElasticNet algorithm
was applied to build early-cycle prediction models based on these
temperature HIs across the SNL, UL–NCA, XJTU, and TRI datasets,
which represent different cathode materials, environmental tem-
peratures, and cycling rates. The linear temperature model per-
formed with high accuracy on all datasets, particularly on the TRI
dataset, which contains 123 cells with an average lifetime of
approximately 800 cycles. Both the temperature and hybrid
models outperformed the benchmark models. The hybrid
model, which combined the proposed temperature HIs with
other previously reported features, notably achieved a MAPE/
RMSE of 14.2%/203 cycles on the unknown TRI, as well as
XJTU, secondary test set, indicating strong adaptability and
predictive generalization.

While more complex ML algorithms may yield lower predic-
tion errors, our simple linear model highlights the predictive
power of surface temperature measurements, which are applic-
able under a wide range of cycling constraints. Although the SNL,
UL–NCA, and XJTU datasets had fewer data points, potentially
compromising population representativeness, we accommodated
this limitation by applying a close to equal train-test data parti-
tioning ratio. Larger datasets will be necessary to fully validate the
robustness of the temperature-related HIs, especially for a wider
range of battery chemistries and operational conditions. Never-
theless, this study has shown that statistical temperature HIs
provide valuable early-cycle prognostic insights. In future work, we
will focus on identifying additional early-cycle HIs to develop
a flexible and universal model, potentially incorporating more
advanced algorithms and transfer learning techniques. The
proposed HIs demonstrated commendable performance con-
sidering the inherent heat generation characteristics of this
intercalation-based system. However, it may be advantageous to
explore additional thermal HIs across various systems, including
conversion chemistries and emerging battery technologies, to
promote all types of practical prognostic applications. We believe
that data-driven ML methods will continue to play an increasingly
important role in advancing the research and development of
future electrochemical energy storage systems.

Methods

In this study, we evaluated the prognostic trait of surface
temperature HIs extracted from early cycling data of LIBs.

To achieve this, we developed linear models using ElasticNet
regularization to predict the battery lifetime based on datasets
compiled from multiple sources. Several steps were considered
to select eligible cells, engineer features, and build models that
are adaptable to the diverse characteristics of the datasets, and
will be discussed in the following sections.

Temperature data interpolation

To ensure consistency across datasets, we sampled temperature
from voltage recordings, which allowed us to segregate specific
regions, i.e., the CC region during charge or discharge stages.
Before extracting features, we applied data interpolation to
address missing recordings, often resulting from low-frequency
logging. The raw cycling data was interpolated between the lower
voltage limit (Vlower) and the upper voltage limit (Vupper) using S
steps of equal voltage intervals (DV), formulated as:

DV = (Vupper � Vlower)/S

choosing S = 100 generated a discretized temperature vector,
T[V], consisting of 100 temperature elements spaced with an
equal DV interval. We calculated the rate of temperature change
(dT/dV) by subtracting successive elements of T[V] and dividing
by DV, resulting in a vector of S � 1 elements (i.e., 99). The
Vlower and Vupper used were set according to the manufacturer
specifications for each dataset, with a small overpotential
added to the starting voltage for both charge and discharge
data (see Supplementary Note S1, ESI†). Using this voltage-
referencing method, the CC-region was selected for all datasets,
except for the TRI dataset, where temperature was interpolated
with capacity (denoted as T[Q] and dT/dQ) instead of voltage.
This adjustment was necessary due to the multi-step charging
protocols in the TRI dataset, which resulted in a non-
monotonic voltage function that complicated interpolation.

Dataset screening

To maintain the accuracy of our predictions for each dataset,
we excluded cells that exhibited inconsistencies. For instance,
one outlier from the TRI dataset with a rapid cycle life decay
(148 cycles) was removed, leaving 123 out of the original 124
LFP cells. In the battery archive datasets,42,43 one cell with an
unusually high lifetime of 723 cycles under 15 1C was removed
from the SNL–NCA dataset, and we focused on cells cycled with
100% DOD, selecting 19 out of 30 cells from SNL–LFP, 16 out of
25 from SNL–NCA, and 21 out of 32 from SNL–NMC. All 21 cells
from UL–NCA were included, as their DOD values (e.g. 94%)
were close to 100%, and data availability was limited. For XJTU,
only 2 dataset batches were cycled with 100% DOD, namely
batch 1 and batch 2, selecting 23 of the total 55 cells.

The EOL for TRI, SNL–NCA, and SNL–NMC datasets was set
to 80% SOH. However, for the UL–NCA dataset, cycling termi-
nated at multiple capacity fade levels, while the SNL–LFP
dataset was incomplete at the start of our study due to ongoing
cycling, thus we set the EOL to 85% and 90% SOH for the
UL–NCA and SNL–LFP datasets, respectively (see Table S1 and
Supplementary Note S1 for more details, ESI†).
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Feature engineering

Before conducting statistical feature extraction, the tempera-
ture data must be standardized into vectors of equal length.
Due to the varying measurement frequencies across and within
datasets, we applied linear interpolation to the time-series
cycling data, as described previously. Following this process,
a T[V] (or T[Q]) vector, as well as the rate of temperature change,
dT/dV (or dT/dQ), were obtained from each cycle. From these
T[V] and dT/dV vectors, we calculated the 7 statistical summa-
ries on both charge and discharge regions separately, produ-
cing a total of 28 statistical temperature HIs for each cycle,
where their average of the first 10 cycles were finally computed.
To prepare the data for model training, the HIs were normal-
ized using the z-score method, where each feature was scaled by
subtracting the mean and dividing by the standard deviation:

Z ¼ x� �x

s

where %x is the mean, and s is the standard deviation of
feature x.

Data-driven model development and validation

For each dataset, we compiled a pool of 28 HI candidates. These
were subjected to feature selection using ElasticNet regulari-
zation,45 a method that combines the penalties of ridge (L2) and
lasso (L1) regression to improve feature selection and model
generalization. The early-cycle lifetime model was developed
using a training set for each dataset, aiming to predict the
EOL of battery cells on either regular or log10 cycle life values.
The linear model is represented as:

ŷi = wTxi

where w is the weight matrix, xi is the m-dimensional feature
vector, and ŷi is the estimated cycle life output of the i-th
battery. The ElasticNet regression process minimizes the error
between the true y and predicted ŷ values using the following
objective function:

ŵ ¼ argmin
w

y� Xwk k22|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
ðaÞ

þ l
1� a
2

wk k22þa wk k1
� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ðbÞ

2
6664

3
7775

where y is the n-dimensional true cycle life vector, X is the n � p
feature matrix, and the hyperparameters l Z 0, and 0 o a o 1
that control the balance between feature elimination and
weight uniformity. This formula returns the optimal weight
matrix, where the objective function (a) is known as the
ordinary least-squares method. The first term in the penalty
function (b) applies L2 regularization, and the second term
applies L1 regularization which can be tuned using both para-
meter values of l and a.

To tune the hyperparameters, we used k-fold cross-
validation and random Monte Carlo sampling on the training
set. In k-fold cross-validation, the data is split into k subsets,
and the model is trained and validated k times, each time using

a different subset as the validation set. For the XJTU and TRI
datasets, we set k = 4, while for other datasets with fewer
samples, we used leave-one-out cross-validation (i.e., k = ntrain).
In this case, ElasticNet was particularly beneficial in handling
datasets with limited samples and high-dimensional feature
sets (i.e., m 4 N) due to its additional hyperparameter, a, which
regulates highly correlated features.45 The best model(s) for
each dataset was selected based on the obtained lowest predic-
tion variance from the true values, as measured by the coeffi-
cient of determination, R2, defined as

R2 ¼ 1�

PN
i¼1

yi � ŷið Þ2

PN
i¼1

yi � �yð Þ2

where N is the total number of observed samples, and %y is the
mean cycle life of the observed sample set. Since, the correla-
tion between a HI and cycle life may vary across datasets, using
a fixed set of HIs for all datasets may not yield optimal results.
To address this, we employed an exhaustive search to identify
the optimal subset of features for each dataset. This process
involved training the model with all possible combinations of
HIs, from single features up to combinations of j = 15 features
out of 28, to find the best subset. By limiting the search to a
maximum of 15 features, we were able to significantly reduce
computation time. The features were initially screened by
comparing the Pearson correlation coefficient, r, with cycle
life, defined as

r ¼

PN
i¼1

xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

xi � �xð Þ2
PN
i¼1

yi � �yð Þ2
s

where %x is the mean of the feature. Finally, to evaluate the
generalizability of the trained model, we validated its perfor-
mance on the test set(s) using several error metrics, including
MAE, MAPE, RMSE, and RMSPE, with the formula:

MAE ¼ 1

N

XN
i¼1

yi � ŷij j

MAPE ¼ 1

N

XN
i¼1

yi � ŷij j
yi

� �
� 100%

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � ŷið Þ2
vuut

RMSPE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � ŷi
yi

� �2

vuut � 100%

All raw data were processed using both MATLAB and Python,
with feature extraction and model development carried out in
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Python using the NumPy,53 pandas,54 scikit-learn,55 and SciPy56

packages.
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