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#### Abstract

The interaction of a molecule with optical fields is customarily interpreted by means of induced timedependent electric polarizabilities, magnetizabilities and mixed electric-magnetic polarizabilities. In general, these properties can be rationalized by integrals of density functions formulated in terms of induced charge and current densities. In this perspective, we focus on what has been done so far at the theoretical level, and on what can be expected to be unveiled from the topological study of suitable density functions, endowed with the fundamental requirement of origin invariance. Densities characterized by such a property can be integrated all over the configuration space to obtain electric dipole polarizability and optical rotatory power. Corresponding maps visualize domains mainly involved in the molecular response. The diagonal components of origin-independent density tensor functions that, on integration, yield corresponding electric dipole polarizability tensor of benzene, naphthalene, phenanthrene and ovalene, have been computed, confirming the ubiquitous presence of counterpolarization regions in the proximity of the atomic nuclei. They are associated with toroidal electron currents, induced by time derivative of the electric field of impinging radiation. Electron (de)localization in these systems is readily observed and estimated. The optical rotation density of the carbonyl chromophore is studied in detail. Its essential feature is the separation in quadrants of alternating sign of density about the CO bond. The presence of an extrachromophoric perturbation determines asymmetry in the extension of the quadrant distribution, thus causing optical rotation.
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## 1 Introduction

One can reasonably ask if certain regions of the electronic cloud of a molecule in the presence of electromagnetic perturbation are more involved in its reaction. In fact, the existence of
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moieties inducing and exalting, or diminishing, the effect of external fields and/or intramolecular electric and magnetic dipoles at the nuclei, may significantly influence the phenomenology and determine observable outcomes in response properties, e.g., electric polarizabilities, magnetizabilities and optical rotatory power.

Chemists have long studied the possibility of visualizing the influence of some substituents bestowing a particular quality, e.g., acting in a way analogous to that of a chromophore on imparting a specific color to a given compound. For instance, molecular charge density maps have customarily been employed in the physical rationalization of bonding, reactivities, and molecular properties. ${ }^{1-5}$

Polarizability densities within simple one-electron atomic systems have been investigated by Theimer and Paul, ${ }^{6}$ and by Orttung and Vosooghi. ${ }^{7}$ An application to inert gases was considered by Oxtoby and Gelbart. ${ }^{8}$ Nonetheless, Sipe and Van Kranendonk analyzed some restrictions of the polarizability density idea applied to atoms and molecules in an arbitrary, nonuniform electric field. ${ }^{9}$

The concept of nonlocal polarizability density, first proposed by Maaskant and Oosterhoff in their theoretical study of optical rotatory power, ${ }^{10}$ has been widely adopted by Hunt et al. in several papers, dealing with van der Waals interaction, ${ }^{11,12}$ short-range interactions on molecular dipoles, quadrupoles, and polarizabilities, ${ }^{13}$ infrared and Raman intensities, ${ }^{14}$ forces on nuclei in interacting molecules, ${ }^{15}$ and vibrational circular dichroism, in relation to electric-field shielding tensors. ${ }^{16}$

More particularly, the general idea of densities, functions of position $\boldsymbol{r}$, suitable to compute molecular response properties by integration in $d^{3} r$ all over the molecular domain, has been analyzed in two seminal papers ${ }^{17,18}$ by Jameson and Buckingham, who also pointed out the origin independence of some
electric and magnetic property densities as a fundamental requirement for their physical usefulness.

The nuclear magnetic shielding density defined via the BiotSavart law of classical electrodynamics ${ }^{19}$ was examined as a topical example of function, ${ }^{17}$ depending on the difference between the position of electrons and a reference nucleus, and consequently invariant of the origin of the coordinate system. Upon integration, such a function leads to the magnetic shielding of a given nucleus.

On the other hand, the density functions of electric dipole polarizability and magnetizability were shown to depend on the origin of coordinates, ${ }^{18}$ which limits their reliability and physical usefulness. Nevertheless, some authors adopted definitions relying on the concept of polarization density induced by a static electric field to calculate electric dipole polarizabilities ${ }^{20,21}$ and hyperpolarizabilities. ${ }^{22-24}$

More recently, it has been suggested that origin-invariant densities of electric polarizability, generated by static and dynamic electric fields, e.g., that associated with a monochromatic plane wave, can be defined via the current density vector induced by time-derivative of the electric field, ${ }^{25,26}$ oscillating with frequency $\omega$, carried by the wave. In fact, the polarizability density is identical to the current density tensor (CDT) ${ }^{27}$ and yields a practical recipe for computations, as recently shown. ${ }^{28}$

Much in the same way, a translationally invariant density of optical rotatory power is obtained by the trace of the CDT associated with the current density vector induced by the magnetic field carried by the plane wave. ${ }^{26,29} \mathrm{~A}$ few compounds, presenting interesting features from the chemical point of view, have been studied here.

This paper is organized as follows: the state of the art is reviewed in Section 2 by recalling the essential theoretical tools previously developed to define current density vectors and tensors needed for a computational approach to origin-invariant
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densities of electric dipole polarizability (EDP) and natural optical rotation, the latter related to the trace of the mixed electric dipole-magnetic dipole polarizability (MEMDP) tensor; applications are described in two separate parts of section 3, the first dedicated to EDP density, the second to MEMDP density; some final remarks concerning outlook and future work are given in section 4.

## 2 State of the art

Recent progress in the computation of origin invariant current densities, induced by optical fields associated with a monochromatic wave, is recalled in the following. After a brief preliminary excursus, see section 2.1 , outlining the notation adopted, we focus in particular on the connection between induced electronic currents and two response properties, namely static and dynamic electric dipole polarizability, section 2.2, and optical rotatory power of chiral molecules, section 2.3.

Two $\boldsymbol{\aleph}(\boldsymbol{r}, \omega)$ density functions of static, i.e, $\omega=0$, and dynamic polarizability tensor $\boldsymbol{\alpha}(\omega)$ are examined in section 2.2. The former is usually taken into account ${ }^{20,21,24}$ and depends on the origin of the reference system; accordingly it is discarded as computationally unpractical, in favor of an alternative, translationally invariant density $\boldsymbol{\aleph}(\boldsymbol{r}, \omega)$, based on the definition of current density tensor linked up with time derivative of the optical electric field carried by monochromatic radiation.

In the following section 2.3, it is shown that the MEMDP tensor $\boldsymbol{\kappa}^{\prime}(\omega)$, introduced to interpret the optical activity of chiral molecules, can be expressed in terms of a series of density functions ${ }^{26} k_{\alpha \beta}^{\prime}(\boldsymbol{r}, \omega)$, which can be integrated all over the threedimensional space to evaluate components and trace of $\boldsymbol{\kappa}^{\prime}(\omega)$. Computational approaches to the density $k_{\alpha \beta}^{\prime}(\boldsymbol{r}, \omega)$, based on frequency-dependent electronic current densities induced by monochromatic light shone on a probe molecule, has been developed ${ }^{26,29}$ and implemented at the time-dependent density functional theory (TD-DFT) level for the calculation of the optical rotation of chiral molecules. ${ }^{30-33}$

The dependence of $k_{\alpha \beta}^{\prime}(\boldsymbol{r}, \omega)$ on the origin of the coordinate system has been investigated in connection with the corresponding change of $\kappa_{\alpha \beta}^{\prime}(\omega)$. It is shown that only the trace of the density function defined via dynamic current density evaluated using continuous translation of the origin of the coordinate system, for static ${ }^{34-37}$ and optical magnetic field, ${ }^{25}$ is invariant of origin. Accordingly, this function is recommended as a tool quite useful to determine the molecular domains which determine optical activity to a major extent.

### 2.1 Theoretical framework

Adopting the same notation as in previous papers, ${ }^{28,29,38,39}$ for a molecule with $n$ electrons and $N$ clamped nuclei, i.e., within the Born-Oppenheimer (BO) approximation, ${ }^{40}$ charge, mass, position, canonical and angular momentum of the $k$-th electron are indicated, in the configuration space, by $-e, m_{\mathrm{e}}, \boldsymbol{r}_{k}$, $\hat{\boldsymbol{p}}_{k}=-\mathrm{i} \hbar \boldsymbol{\nabla}_{k}, \hat{\boldsymbol{l}}_{k}=\boldsymbol{r}_{k} \times \hat{\boldsymbol{p}}_{k}, k=1,2 \ldots n$. Hereafter, the SI units are used and standard tensor formalism is employed, e.g., the

Einstein convention of implicit summation over two repeated Greek indices is in force. Capitals denote $n$-electron operators, e.g., for position, canonical and angular momentum,

$$
\hat{\boldsymbol{R}}=\sum_{k=1}^{n} \boldsymbol{r}_{k}, \quad \hat{\boldsymbol{P}}=\sum_{k=1}^{n} \hat{\boldsymbol{p}}_{k}, \quad \hat{\boldsymbol{L}}=\sum_{k=1}^{n} \hat{\boldsymbol{l}}_{k},
$$

then, electric and magnetic dipole operators become

$$
\begin{gather*}
\hat{\boldsymbol{\mu}}=-e \hat{\boldsymbol{R}}  \tag{1}\\
\hat{\boldsymbol{m}}=-\frac{e}{2 m_{\mathrm{e}}} \hat{\boldsymbol{L}} \tag{2}
\end{gather*}
$$

Time-dependent quantum mechanical perturbation theory ${ }^{41}$ is used to obtain expressions for the polarization charge density and current density induced in the electrons of a molecule by optical fields, assuming that the eigenvalue problem for the time-independent BO electronic Hamiltonian $\hat{H}^{(0)} \Psi_{j}^{(0)}=E_{j}^{(0)} \Psi_{j}^{(0)}$ has been solved, determining a set of eigenfunctions $\Psi_{j}^{(0)}$ and corresponding energy eigenvalues $E_{j}^{(0)}$. The reference (ground) state is indicated by $\Psi_{a}^{(0)}$ and the natural transition frequencies are $\omega_{j a}=\left(E_{j}^{(0)}-E_{a}^{(0)}\right) / \hbar$.

Within the McWeeny normalization, ${ }^{42}$ the $n$-electron density matrix

$$
\begin{equation*}
\gamma\left(\boldsymbol{x}_{1} ; \boldsymbol{x}_{1}^{\prime}\right)=n \int \Psi\left(\boldsymbol{x}_{1}, \boldsymbol{X}_{1}\right) \Psi^{*}\left(\boldsymbol{x}_{1}^{\prime}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1} \tag{3}
\end{equation*}
$$

depends on electronic space-spin coordinates $\boldsymbol{x}_{k}=\boldsymbol{r}_{k} \otimes \boldsymbol{s}_{k}, k=1$, $2, \ldots, n$, where

$$
\begin{equation*}
\boldsymbol{X}_{1} \equiv\left\{\boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}, \quad \boldsymbol{X}=\left\{\boldsymbol{x}_{1}, \boldsymbol{X}_{1}\right\}, \quad \mathrm{d} \boldsymbol{X}_{1} \equiv\left\{\mathrm{~d} \boldsymbol{x}_{2}, \ldots, \mathrm{~d} \boldsymbol{x}_{n}\right\} . \tag{4}
\end{equation*}
$$

Inserting the reference (ground) state $\Psi_{a}^{(0)}$ of the molecule in eqn (3) and integrating over $\mathrm{d} s_{1}$, one gets

$$
\begin{equation*}
\gamma^{(0)}(\boldsymbol{r}) \equiv \gamma^{(0)}(\boldsymbol{r} ; \boldsymbol{r})=n \int \Psi_{\mathrm{a}}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \Psi_{\mathrm{a}}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1} \tag{5}
\end{equation*}
$$

Thus, $\rho^{(0)}(\boldsymbol{r})=-e \gamma^{(0)}(\boldsymbol{r})$ is the electronic charge density in the absence of perturbation.

The probability current density ${ }^{42}$ is defined as

$$
\begin{equation*}
\boldsymbol{j}(\boldsymbol{r})=\frac{1}{m_{\mathrm{e}}} \Re\left[\hat{\boldsymbol{\pi}} \gamma\left(\boldsymbol{r} ; \boldsymbol{r}^{\prime}\right)\right]_{\boldsymbol{r}^{\prime}=\boldsymbol{r}} \tag{6}
\end{equation*}
$$

in which one puts $\boldsymbol{r}^{\prime}=\boldsymbol{r}$ after operating with the electronic mechanical momentum

$$
\begin{equation*}
\hat{\boldsymbol{\pi}}=\hat{\boldsymbol{p}}+e \boldsymbol{A} . \tag{7}
\end{equation*}
$$

The Bloch gauge ${ }^{43}$ is adopted for the vector potential $\boldsymbol{A}$. The electron current density corresponding to (6) is obtained by multiplying by $-e$, i.e., $\boldsymbol{J}=-e \boldsymbol{j}$. The interaction Hamiltonian considered in the present work does not contain terms depending on electron spin, therefore the probability current density (6) includes only orbital contributions.

### 2.2 Electric dipole polarizability density

The time-dependent electric field $\boldsymbol{E}$ of a monochromatic plane wave with frequency $\omega$ generates a first-order polarization
density ${ }^{25}$ of the electron cloud

$$
\begin{equation*}
\rho^{E}(\boldsymbol{r}, \omega, t)=\varrho^{E_{\beta}}(\boldsymbol{r}, \omega) E_{\beta}(t), \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& \varrho^{E_{\beta}}(\boldsymbol{r}, \omega)=\frac{\partial \rho^{E}}{\partial E_{\beta}} \\
& =-\frac{2 n e}{\hbar} \sum_{j \neq a} \frac{\omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \times \Re\left\{\langle a| \hat{\mu}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right\} \tag{9}
\end{align*}
$$

To first-order in $\boldsymbol{E}$, the electric dipole moment induced in the electron distribution is defined by the integral

$$
\begin{equation*}
\Delta\left\langle\hat{\mu}_{\alpha}(t)\right\rangle^{E}=\int r_{\alpha} \varrho^{E_{\beta}}(\boldsymbol{r}, \omega) \mathrm{d}^{3} r \cdot E_{\beta}(t) \equiv \alpha_{\alpha \beta}^{(R, R)}(\omega) E_{\beta}(t) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{\alpha \beta}^{(R, R)}(\omega)=\frac{e^{2}}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{R}_{\alpha}|j\rangle\langle j| \hat{R}_{\beta}|a\rangle\right\} \tag{11}
\end{equation*}
$$

is the electric dipole polarizability within dipole-length formalism, symmetric in the indices $\alpha-\beta$, so that $\alpha_{\beta \alpha}^{(R, R)}(\omega)=\alpha_{\alpha \beta}^{(R, R)}(\omega)$.

The product of vector components within the integral of eqn (10), a dyadic, can be interpreted as a polarizability density tensor function

$$
\begin{equation*}
\aleph_{\alpha \beta}(\boldsymbol{r}, \omega) \equiv r_{\alpha} \varrho^{E_{\beta}}(\boldsymbol{r}, \omega) . \tag{12}
\end{equation*}
$$

The electronic polarization density (8) is independent of origin, since $\langle a| \hat{\mu}_{\beta}|\hat{\jmath}\rangle$ is origin-independent, but $\aleph_{\alpha \beta}(\boldsymbol{r}, \omega)$ depends on the origin of $r_{\alpha}$. Therefore eqn (10) and (12) are unsuitable for calculations, since they do not meet the fundamental requirement pointed out by Jameson and Buckingham. ${ }^{18}$

A more practical computational recipe is arrived at by an alternative procedure. ${ }^{26,29}$ To first-order, the time-derivative $\dot{\boldsymbol{E}}$ induces an electronic current density

$$
\begin{equation*}
J_{\alpha}^{\dot{E}}(\boldsymbol{r}, \omega, t)=\mathcal{J}_{\alpha}^{\dot{E}_{\beta}}(\boldsymbol{r}, \omega) \dot{E}_{\beta}(\omega, t) \tag{13}
\end{equation*}
$$

conveniently expressed by the CDT

$$
\begin{align*}
\mathcal{J}_{\alpha}^{\dot{E}_{\beta}}(\boldsymbol{r}, \omega)= & \frac{\partial J_{\alpha}^{\dot{E}}}{\partial \dot{E}_{\beta}}=-\frac{n e}{m_{\mathrm{e}} \hbar} \sum_{j \neq a}\left(\omega_{j a}^{2}-\omega^{2}\right)^{-1} \\
& \times \Im\left\{\langle a| \hat{\mu}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right.  \tag{14}\\
& \left.-\int \Psi_{a}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{j}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\langle j| \hat{\mu}_{\beta}|a\rangle\right\}
\end{align*}
$$

which provides a preferable definition of origin-independent spatial density of dynamic electric polarizability, ${ }^{26}$

$$
\begin{equation*}
\aleph_{\alpha \beta}(\boldsymbol{r}, \omega) \equiv \mathcal{J}_{\alpha}^{\dot{E}_{\beta}}(\boldsymbol{r}, \omega) \tag{15}
\end{equation*}
$$

since

$$
\begin{align*}
\int \mathcal{J}_{\alpha}^{\dot{E}_{\beta}}(\boldsymbol{r}, \omega) \mathrm{d}^{3} r & =\alpha_{\beta \alpha}^{(R, P)}(\omega) \\
& =\frac{e^{2}}{m_{\mathrm{e}} \hbar} \sum_{j \neq a} \frac{2}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{R}_{\beta}|j\rangle\langle j| \hat{P}_{\alpha}|a\rangle\right\}, \tag{16}
\end{align*}
$$

where $\alpha_{\beta \alpha}^{(R, P)}(\omega)$ is the electric dipole polarizability in mixed dipole length-dipole velocity formalism. It is symmetric in the indices $\alpha-\beta$, and identical to that in the $(R, R)$ formalism (11) only if the off-diagonal hypervirial relationship

$$
\begin{equation*}
\langle a| \hat{\boldsymbol{R}}|j\rangle=\frac{\mathrm{i}}{m_{\mathrm{e}}} \omega_{j a}^{-1}\langle a| \hat{\boldsymbol{P}}|j\rangle \tag{17}
\end{equation*}
$$

is fulfilled. In finite (small) basis set calculations $\alpha_{\beta \alpha}^{(R, P)} \neq \alpha_{\alpha \beta}^{(R, P)}$.
The previous considerations apply in the case of dynamic polarizability; in the static case one simply puts $\omega=0$ in eqn (14).

Multiplying the origin-independent electric dipole polarizability density tensor by $\boldsymbol{E}(\omega, t)$, we obtain

$$
\begin{equation*}
\mathcal{M}_{\alpha}(\boldsymbol{r}, \omega, t)=\mathcal{J}_{\alpha}^{E_{\beta}}(\boldsymbol{r}, \omega) E_{\beta}(t) \tag{18}
\end{equation*}
$$

which defines the same induced dipole density vector as (10) if (17) is satisfied. This can also be interpreted, by virtue of eqn (13), as a polarization current density generated by the time-derivative of the oscillating electric field of the radiation.

### 2.3 Electric dipole-magnetic dipole polarizability density

The first-order perturbed polarization density induced by timederivative of the dynamic magnetic field is written $\mathrm{as}^{25,26,29}$

$$
\begin{equation*}
\rho^{\dot{\boldsymbol{B}}}(\boldsymbol{r}, \omega, t)=\varrho^{\dot{B}_{\beta}}(\boldsymbol{r}, \omega) \dot{B}_{\beta}(t), \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
\varrho^{\dot{B}_{\beta}}(\boldsymbol{r}, \omega)= & \frac{\partial \rho^{\dot{\boldsymbol{B}}}(\boldsymbol{r}, \omega, t)}{\partial \dot{B}_{\beta}}=-\frac{2 n e}{\hbar} \sum_{j \neq a}\left(\omega_{j a}^{2}-\omega^{2}\right)^{-1} \\
& \times \Im\left\{\langle a| \hat{m}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right\} . \tag{20}
\end{align*}
$$

The first-order electric dipole moment, induced in the electron distribution by time derivative of the time-dependent magnetic field $\dot{\boldsymbol{B}}$ of a monochromatic plane wave with frequency $\omega$, is given by ${ }^{25,26,29}$

$$
\begin{equation*}
\Delta\left\langle\hat{\mu}_{\alpha}(t)\right\rangle^{\dot{\boldsymbol{B}}}=\int r_{\alpha} \varrho^{\dot{B}_{\beta}}(\boldsymbol{r}, \omega) \mathrm{d}^{3} r \cdot \dot{B}_{\beta}(t) \equiv \frac{1}{\omega} \kappa_{\alpha \beta}^{\prime(R, L)}(\omega) \dot{B}_{\beta}(t), \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{\alpha \beta}^{\prime(R, L)}(\omega)=-\frac{e^{2}}{2 m_{\mathrm{e}} \hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{R}_{\alpha}|j\rangle\langle j| \hat{L}_{\beta}|a\rangle\right\} \tag{22}
\end{equation*}
$$

is the MEMDP in dipole length-angular momentum $(R, L)$ formalism. This is identical to that in the dipole velocityangular momentum ( $P, L$ ) formalism

$$
\begin{equation*}
\kappa_{\alpha \beta}^{\prime(P, L)}(\omega)=-\frac{e^{2}}{2 m_{\mathrm{e}}^{2} \hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}\left(\omega_{j a}^{2}-\omega^{2}\right)} \Re\left\{\langle a| \hat{P}_{\alpha}|j\rangle\langle j| \hat{L}_{\beta}|a\rangle\right\} \tag{23}
\end{equation*}
$$

if the off-diagonal hypervirial theorem (17) is satisfied.
The trace of the MEMDP tensor, either (22) or (23), is related to the angle of natural optical rotation through the Rosenfeld equation. ${ }^{44,45}$ In SI units,

$$
\begin{equation*}
\phi(\omega)=-\frac{1}{3} \omega \mu_{0} L \mathcal{N} \kappa_{\alpha \alpha}^{\prime}, \tag{24}
\end{equation*}
$$

where $\mu_{0}$ is the permeability of free space, $L$ is the path length, and $\mathcal{N}$ is the number density of optically active molecules. ${ }^{46}$ Most commonly used is the specific rotation power ${ }^{47,48}$

$$
\begin{equation*}
[\phi]_{\lambda}=\frac{28800 \pi^{2} N_{\mathrm{A}}}{\lambda^{2} M} \beta \tag{25}
\end{equation*}
$$

where the molecular parameter $\beta=-\omega \kappa_{\alpha \alpha}^{\prime} / 3$. Eqn (25) provides the specific rotation in the usual $\mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}^{-3}\right]^{-1}$ units, when the radiation wavelength $\lambda$ is in cm , the molecular mass $M$ is in $\mathrm{g} \mathrm{mol}^{-1}$ and $\beta$ is in $\mathrm{cm}^{4}$. Optical rotations calculated in the dipole-length gauge, i.e., using the trace of MEMDP (22), are origin dependent for approximate calculation methods, whereas in the velocity gauge (23) they are not, even using truncated basis sets. It is usually assumed that the closer optical rotation estimates in length and velocity gauges, the higher the quality of the computation.

A MEMDP density can be defined for the $(R, L)$ formalism via the integrand function in (21)

$$
\begin{equation*}
\kappa_{\alpha \beta}^{\prime(p, L)}(\boldsymbol{r}, \omega)=\omega r_{\alpha} \varrho^{\dot{Q}_{\beta}}(\boldsymbol{r}, \omega) \tag{26}
\end{equation*}
$$

along with a second definition for the $(P, L)$ formalism, which can be obtained from the electronic current density induced by the oscillating magnetic field ${ }^{27}$

$$
\begin{equation*}
J_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega, t)=\mathcal{J}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega) B_{\beta}(t) \tag{27}
\end{equation*}
$$

where the CDT, for a fixed origin of the magnetic dipole operator (2), is the sum of two contributions,

$$
\begin{equation*}
\mathcal{J}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega)=\mathcal{J}_{\mathrm{p}_{\alpha}}^{B_{\beta}}(\boldsymbol{r}, \omega)+\mathcal{J}_{\mathrm{d}_{\alpha}}^{B_{\beta}}(\boldsymbol{r}), \tag{28}
\end{equation*}
$$

a paramagnetic term given by

$$
\begin{align*}
\mathcal{J}_{\mathrm{p}_{\alpha}}^{B_{\beta}}(\boldsymbol{r}, \omega)= & \frac{n e^{2}}{2 m_{\mathrm{e}}^{2} \hbar} \sum_{j \neq a} \frac{\omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \\
& \times \Re\left\{\langle a| \hat{L}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right. \\
& \left.-\int \Psi_{a}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{j}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\langle j| \hat{L}_{\beta}|a\rangle\right\} \tag{29}
\end{align*}
$$

and a diamagnetic term determined by the electronic charge density in the absence of perturbation

$$
\begin{equation*}
\mathcal{J}_{\mathrm{d}_{\alpha}}^{B_{\beta}}(\boldsymbol{r})=-\frac{e^{2}}{2 m_{\mathrm{e}}} \varepsilon_{\alpha \beta \gamma} r_{\gamma} \gamma^{(0)}(\boldsymbol{r}) . \tag{30}
\end{equation*}
$$

Indeed, allowing equality

$$
\begin{equation*}
\frac{\omega_{j a}}{\omega_{j a}^{2}-\omega^{2}}=\frac{1}{\omega_{j a}}+\frac{\omega^{2}}{\omega_{j a}\left(\omega_{j a}^{2}-\omega^{2}\right)}, \tag{31}
\end{equation*}
$$

within the paramagnetic term (29), after some algebraic eqn (28) is cast in the form

$$
\begin{equation*}
\mathcal{J}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega)=\mathcal{J}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, 0)-\omega \kappa_{\alpha \beta}^{\prime(p, L)}(\boldsymbol{r}, \omega), \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
\kappa_{\alpha \beta}^{\prime(p, L)}(\boldsymbol{r}, \omega)= & -\frac{n e^{2}}{2 m_{\mathrm{e}}^{2} \hbar} \sum_{j \neq a} \frac{\omega}{\omega_{j a}\left(\omega_{j a}^{2}-\omega^{2}\right)} \\
& \times \Re\left\{\int \Psi_{a}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{j}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\langle j| \hat{L}_{\beta}|a\rangle\right. \\
& \left.+\langle a| \hat{L}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right\} \tag{33}
\end{align*}
$$

is the MEMDP density in the $(P, L)$ formalism, since spatial integration of (33) leads to eqn (23), i.e.,

$$
\begin{equation*}
\kappa_{\alpha \beta}^{\prime(p, L)}(\omega)=\int \kappa_{\alpha \beta}^{\prime(p, L)}(\boldsymbol{r}, \omega) \mathrm{d}^{3} r . \tag{34}
\end{equation*}
$$

MEMDP density (26) depends on the origin of $r_{\alpha}$ and both densities (26) and (33) depend on the origin of $\hat{L}_{\beta}$. Therefore, their use is impractical for computational purposes. In particular, in view of an optical rotation density, the trace of both densities is also origin dependent and of no practical interest, see ref. 29 for further details.

An origin-invariant definition is arrived at by considering the CDT associated with the frequency-dependent and origininvariant current density obtained via the CTOCD-DZ computational scheme for static ${ }^{34-37}$ and optical magnetic field ${ }^{25}$

$$
\begin{equation*}
\boldsymbol{J}_{\mathrm{DZ}}^{\boldsymbol{B}}(\boldsymbol{r}, \omega, t) \equiv \boldsymbol{I}^{\boldsymbol{B}}(\boldsymbol{r}, \omega, t)=\boldsymbol{J}_{\mathrm{P}}^{\boldsymbol{B}}(\boldsymbol{r}, \omega, t)+J_{\Delta}^{\boldsymbol{B}}(\boldsymbol{r}, \omega, t) . \tag{35}
\end{equation*}
$$

The corresponding CDT is defined as

$$
\begin{equation*}
\mathcal{I}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega)=\frac{\partial I_{\alpha}^{\boldsymbol{B}}}{\partial B_{\beta}} . \tag{36}
\end{equation*}
$$

In eqn (35) a new term $J_{\Delta}^{B}(\boldsymbol{r}, \omega, t)$ replaces the conventional diamagnetic contribution. The corresponding CDT is given by

$$
\begin{align*}
\mathcal{J}_{\Delta_{\alpha}}^{B_{\beta}}(\boldsymbol{r}, \omega)=\frac{\partial J_{\Delta_{\alpha}}^{B}}{\partial B_{\beta}}= & -\frac{n e^{2}}{2 m_{\mathrm{e}}^{2} \hbar^{\varepsilon_{\beta \gamma \delta}} r_{\gamma} \sum_{j \neq a} \frac{\omega_{j a}}{\omega_{j a}^{2}-\omega^{2}}} \\
& \times \Re\left\{\langle a| \hat{P}_{\delta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right. \\
& \left.+\int \Psi_{a}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{p}_{\alpha} \Psi_{j}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\langle j| \hat{P}_{\delta}|a\rangle\right\} . \tag{37}
\end{align*}
$$

Substituting (31) in (37), after some manipulation we obtain the trace

$$
\begin{equation*}
\mathcal{I}_{\alpha}^{B_{\alpha}}(\boldsymbol{r}, \omega)=\mathcal{I}_{\alpha}^{B_{\alpha}}(\boldsymbol{r}, 0)-\omega\left[\kappa_{\alpha \alpha}^{\prime(p, L)}(\boldsymbol{r}, \omega)+\kappa_{\alpha \alpha}^{\prime(l, P)}(\boldsymbol{r}, \omega)\right], \tag{38}
\end{equation*}
$$

where the MEMDP density for the $(L, P)$ formalism is given by ${ }^{29}$

$$
\begin{align*}
\kappa_{\alpha \beta}^{\prime(l, P)}(\boldsymbol{r}, \omega)= & -\frac{n e^{2}}{2 m_{\mathrm{e}}^{2} \hbar} \sum_{j \neq a} \frac{\omega}{\omega_{j a}\left(\omega_{j a}^{2}-\omega^{2}\right)} \\
& \times \Re\left\{\int \Psi_{a}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{l}_{\alpha} \Psi_{j}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\langle j| \hat{P}_{\beta}|a\rangle\right. \\
& \left.+\langle a| \hat{P}_{\beta}|j\rangle \int \Psi_{j}^{(0) *}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \hat{l}_{\alpha} \Psi_{a}^{(0)}\left(\boldsymbol{r}, \boldsymbol{X}_{1}\right) \mathrm{d} \boldsymbol{X}_{1}\right\} . \tag{39}
\end{align*}
$$

It is worth noting that spatial integration of eqn (39) leads to the MEMDP tensor $\boldsymbol{\kappa}^{\prime(L, P)}$ that is simply transposed with respect to $\boldsymbol{\kappa}^{\prime(P, L)}$ given in eqn (23).

Now, eqn (38) suggests that a suitable definition of originindependent MEMDP density is

$$
\begin{equation*}
k_{\alpha \beta}^{\prime}(\boldsymbol{r}, \omega) \equiv-\frac{1}{2 \omega}\left[\mathcal{I}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega)-\mathcal{I}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, 0)\right], \tag{40}
\end{equation*}
$$

whose trace can also be obtained as

$$
\begin{equation*}
k_{\alpha \alpha}^{\prime}(\boldsymbol{r}, \omega)=\frac{1}{2}\left[\kappa_{\alpha \alpha}^{\prime(p, L)}(\boldsymbol{r}, \omega)+\kappa_{\alpha \alpha}^{\prime(l, P)}(\boldsymbol{r}, \omega)\right] . \tag{41}
\end{equation*}
$$

In the static limit, i.e., $\omega \rightarrow 0$, eqn (40) is indeterminate. However, in this limit, the trace (41) vanishes, as can be inferred via eqn (33) and (39). At any rate, eqn (40) defines an origin-independent MEMDP tensor density for any $\boldsymbol{r}$ all over the molecular domain, regardless of the approximation used for the calculation, which is an essential requisite postulated by Jameson and Buckingham ${ }^{17,18}$ for computational purposes. We remark that definition (40) is slightly different from that introduced in ref. 29, since $\mathcal{I}_{\alpha}^{B_{\beta}}$ for $\omega=0$ has been removed. This improved definition finds his analogue for the integrated property in the modified velocity gauge (MVG) formulation of Pedersen et al. ${ }^{49}$ over the origin-independent velocity gauge of Grimme et al. ${ }^{50}$ At any rate, the integral in $\mathrm{d}^{3} r$ of the trace of the second (static) term on the r.h.s. of eqn (40) vanishes for a complete basis set. Thus, the trace (41) can be used to obtain an origin-independent specific rotation power density, by means of an equation similar to (25), i.e.,

$$
\begin{equation*}
[\Phi]_{\lambda}(\boldsymbol{r})=\frac{28800 \pi^{2} N_{\mathrm{A}}}{\lambda^{2} M} \beta(\boldsymbol{r}), \tag{42}
\end{equation*}
$$

where $\beta(r)$ is now a molecular density function equal to $-\omega k_{\alpha \alpha}^{\prime}(\boldsymbol{r}, \omega) / 3$. Spatial integration of the specific rotation power density (42) provides exactly the same optical rotation obtained adopting the velocity gauge.

## 3 Applications

Densities of the electric dipole polarizability (EDPD) and specific rotation power (SRPD) were implemented at the time-dependent

Hartree-Fock (TD-HF) and density functional theory (TD-DFT) level within the SYSMOIC program package. ${ }^{51,52}$ Full implementation details can be found in ref. 28, 29 and 38, along with a number of preliminary examples, which were presented for a few molecules for both EDPD and SRPD. One of the main features of the implementation consists of transforming transition amplitudes from the time-dependent calculation into perturbed molecular orbitals, which permits orbital decomposition of the results, which are origin-independent for both densities. We believe that this last feature is particularly interesting because it represents a practical analysis tool to deepen the study of the structure-property relationship, especially in the case of the optical rotation, a topic recently addressed for the length gauge. ${ }^{53}$

In the following, we review the main results obtained so far and present new cases of study, which illustrate the usefulness of EDPD and SRPD in sections 3.1 and 3.2 respectively.

### 3.1 Electric dipole polarizability density (EDPD)

As discussed in Section 2.2, only the electric dipole polarizability density (15) is quite practical for computational purposes.

So far, we have studied a series of atoms and simple molecules in terms of static and dynamic electric dipole polarizability density ${ }^{28}$ and in terms of electric dipole polarization current density. ${ }^{38}$ What emerged can be summarized as follows: (i) despite an always positive polarizability in the transparent region far from absorption, the dipole moment density (18) is found counter-oriented with respect to the induced electric field in regions close to the nuclei of a molecule, with the exception of He and H atoms, as for example, in $\mathrm{H}_{2}, \mathrm{LiH}$, and $\mathrm{BeH}_{2}$; (ii) in terms of current induced by time derivative of the electric field, these regions of counter-polarization correspond to the inner portion of toroidal currents, which are found ubiquitous in the proximity of all the nuclei in a molecule, except hydrogen, for any orientation of the inducing field; and (iii) quite obviously, the higher the electron density, the higher is the polarizability density.

As a further application, we considered the possibility of describing electron (de)localization in terms of EDPD, focusing in particular on aromatic molecules. As shown previously, ${ }^{54} a b$ initio calculations of $\pi$ current density maps and dipole polarizability contributions confirm the expected correlation for monocycles, but show the limitations of polarizability as a measure of aromaticity - indeed, this is not our aim. On the other hand, it is reasonable to think about a connection between electron density and EDPD and this is what we preferred to look at carefully.

Four molecules have been taken into account: benzene, naphthalene, phenanthrene, and ovalene. Their geometries were optimized at the HF/6-31G(d) level, assuming standard Cartesian axis orientations. Origin independent EDPDs (15) were calculated using the TD-HF method ${ }^{55}$ and the $6-31 \mathrm{G}(\mathrm{d})$ basis set. ${ }^{56,57}$ For all molecules a radiation wavelength of 633 nm was used, which is sufficiently far away from any absorption. Superimposed streamlines on EDPD plots represent trajectories of the current density induced by $\dot{\boldsymbol{E}}$, see eqn (13), at $t=0$. Terms in-plane and out-ofplane will be used to indicate the diagonal tensor components
whose indices correspond to directions parallel and perpendicular to the molecular plane, respectively.
3.1.1 Benzene. As a progenitor of aromatic compounds, benzene is expected to display an EDPD that exemplifies at best the common perception of electronic delocalization people have. For planar aromatics, this is best observed over (or below) the molecular plane, that is, in regions where the $\pi$-electron density is higher. In Fig. 1 the average value of EDPD, together with the in-plane components, calculated at points covering a plane parallel to the molecular plane 1 a.u. from it, are displayed as diverging color maps. The out-plane component is negligible, in comparison with the in-plane components, and is not shown. As can be observed, the average value gives a meaningful representation of the electron delocalization, while the in-plane components document strong polarization parallel to the molecular plane. It is interesting to see how the two in-plane components are enhanced in different regions, containing C-C bonds on opposite sides of the molecule. As shown later on, this motif is a common feature of the in-plane components and we will refer to it just as an opposing arrangement.

No regions of negative polarization density can be seen in Fig. 1. On moving to the molecular plane, see Fig. 2, a region of counter-polarization appears around each carbon atom, irrespective of the direction of the inducing electric field. For the two in-plane components, the extension of the negative regions follows the opposing arrangement. Of course, on the molecular plane the $\pi$-electron density vanishes, therefore the electric polarization of the $\sigma$-electrons can be observed. It is mainly localized around $\mathrm{C}-\mathrm{H}$ bonds, four of them in one direction and the other two in the other direction, in accordance with the opposing arrangement. In terms of the current density tensor, multiplying $\mathcal{J}^{\dot{E}_{\beta}}$ by the time derivative of the electric field, see eqn (13), the current density vector induced by an oriented radiation can be obtained. In the benzene molecule, the corresponding vector fields induced by a unitary $\dot{\boldsymbol{E}}$ are superimposed upon the in-plane components in the central and right plots of Fig. 2.

It is worth noting that the section of toroidal flow in each counter-polarization region. In many cases, for the benzene and the other molecules, they have the shape of a topological circumference formed by a pair of heteroclinic streamlines that


Fig. 1 Origin-independent electric dipole polarizability density of benzene, calculated at the TD-HF/6-31g(d) level of theory, for a radiation wavelength of 633 nm , on a plane located at 1 a.u. below the molecular plane. Left $\aleph_{\mathrm{av}}$; center and right in-plane components. Here and in the following, the EDPD is represented using diverging color maps. Values in a.u. are: 0.6 dark red; 0 grey; -0.6 dark blue.


Fig. 2 EDPD of benzene over the molecular plane. Left $\aleph_{a v}$; center and right in-plane components. Trajectories (in magenta) of the current density (13) induced by the time derivative of the electric field are superimposed to the in-plane components. See caption to Fig. 1 for other details.
connect two conjugated saddle-nodes. ${ }^{38}$ From the saddle nodes, other trajectories emerge, delimiting the vector field. In other cases, the topological circumferences open up and the toroidal flow runs over more than one nucleus. Counter-polarization regions and toroidal currents are strictly related. ${ }^{38}$
3.1.2 Naphthalene. Discussion of naphthalene EDPD goes much in the same way as before. The EDPD over a plane located 1 a.u. below the molecular plane is shown in Fig. 3. The electron delocalization can be readily observed as a diffuse polarization cloud extending all over the carbon network. Also in this case, the in-plane components follow the opposing arrangement, located on different sets of opposite C-C bonds. Looking carefully at $\aleph_{a v}$, one observes that the density is not uniformly distributed, in particular it is higher about $\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ bonds. On the molecular plane, see Fig. 4, C-H bonds show the larger polarization in the opposing arrangement fashion. The same occurs in counter-polarization regions close to carbon nuclei. As can be clearly noticed, sections of toroidal flow,


Fig. 3 EDPD of naphthalene over a plane located at 1 a.u. below the molecular plane. Left $\aleph_{a v}$; center and right in-plane components. See caption to Fig. 1 for other details.


Fig. 4 EDPD in-plane components of naphthalene over the molecular plane. See captions to Fig. 1 and 2 for other details.


Fig. 5 EDPD of phenanthrene over a plane located at 1 a.u. below the molecular plane. Left $\aleph_{\text {av }}$; center and right in-plane components. See caption to Fig. 1 for other details.
represented by topological circumferences of streamlines connecting conjugated saddle-nodes, incorporate perfectly the regions of negative polarization.
3.1.3 Phenanthrene. A commonly accepted description of the phenanthrene molecule consists of two Clar's sextets located on the external rings and a double bond connecting carbons 9 and 10. Such interpretation is in accord with the polarizability density $\aleph_{a v}$ shown in the left plot of Fig. 5. The double bond is clearly visible as a site of major polarization density. However, the density distribution over the two external rings is not perfectly uniform as in benzene. In particular, the density in correspondence of $\mathrm{C}_{2}-\mathrm{C}_{3}\left(\mathrm{C}_{6}-\mathrm{C}_{7}\right)$ is a bit lower with respect to the other bonds. Also in this case, the in-plane components show an opposite arrangement, with the one showing the alternating bonds more intense than the other. Moving on the molecular plane, see. Fig. 6, the opposite arrangement of polarizability density located about C-H bonds is observed. Also the bridge $\mathrm{C}-\mathrm{C}$ bond linking the two external rings is characterized by strong density. The counter-polarization regions go in parallel, together with the sections of ubiquitous toroidal patterns. ${ }^{38}$
3.1.4 Ovalene. Prompted by the results obtained for phenanthrene, we have considered one more system characterized by having more Clar's sextets and $\mathrm{C}=\mathrm{C}$ double bonds, i.e., ovalene, in which a maximum of four Clar's sextets and as many $\mathrm{C}=\mathrm{C}$ double bonds can be allocated. Computed EDPD of ovalene is shown in Fig. 7. Within the plot of $\aleph_{\mathrm{av}}(\boldsymbol{r})$, on the left of the figure, one can clearly discern the four $\mathrm{C}=\mathrm{C}$ double bonds located at the top-right, top-left, bottom-right, and bottom-left corners. Clar's sextets are hidden a little by the non uniform density distribution, see rings at the top, bottom, center-right, and center-left. They are visible with greater clarity in the right plot of Fig. 7


Fig. 6 EDPD in-plane components of phenanthrene over the molecular plane. See captions to Fig. 1 and 2 for further details.


Fig. 7 EDPD of ovalene over a plane located at 1 a.u. below the molecular plane. Left $\aleph_{\mathrm{av}}$; center and right in-plane components. See caption to Fig. 1 for further details.


Fig. 8 EDPD in-plane components of ovalene over the molecular plane. See captions to Fig. 1 and 2 for further details.
relative to one of the two in-plane components, which are characterized by a slightly more complex, though not less intriguing, opposing arrangement.

Over the molecular plane, ovalene displays the EDPD inplane components shown in Fig. 8. The opposing arrangement of the polarizability density mainly located around $\mathrm{C}-\mathrm{H}$ bonds is clearly observable. Some C-C bonds also contribute. The omnipresence of counter-polarization regions, embedded within domains of toroidal currents, is further verified also in ovalene, particularly in the vicinity of the innermost carbon atoms.

### 3.2 Specific rotation power density (SRPD)

As discussed above in Section 2.3, only the specific rotation power density (42), connected with the trace (41) of the MEMDP density tensor, and defined by the dynamic origin-invariant current density (35), is suitable for computational purposes.

In order to emphasize the main features of SRPD, we have recently presented some results for the hydrogen peroxide molecule, ${ }^{29}$ reporting SRPD maps which visualize $\mathcal{I}_{\alpha}^{B_{\beta}}(\boldsymbol{r}, \omega)$, at $\lambda=355 \mathrm{~nm}$ for a number of chiral conformations, varying the HO-OH torsional angle $\theta$ between $0^{\circ}$ and $180^{\circ}$. We observed that SRPD is mainly located in the vicinity of oxygen atoms, with a conspicuous alternation of sign. For the two achiral conformations at $\theta=0^{\circ}$ and $\theta=180^{\circ}$, the symmetry of density is consistent with the obviously vanishing optical rotation. In particular, SRPD changes sign by reflection through a symmetry plane, over which it vanishes at all points. For the intermediate chiral conformations, the absence of symmetry planes gives rise to positive and negative regions which do not cancel one another.

In summary, for this simple example, the SRPD provided by the CDT evaluated via the CTOCD-DZ approach is a function characterized by high intensity peaks of opposite sign in the proximity of atoms, whose symmetry is clearly connected with the integrated property. It provides more precise understanding of how the absence of symmetry planes gives rise to optical rotation.

As a next step, we first focus on the optical activity generated by the presence of a light absorbing unit, such as an inherently achiral carbonyl chromophore, which cannot exhibit any optical rotatory power by itself without the intervention of an extrachromophoric perturbation. The analysis that we can carry out, considering the SRPD, is quite interesting. Passing from the highly symmetrical system constituted by the carbon monoxide molecule to increasingly less symmetrical systems like formaldehyde and acetaldehyde, the latter in two conformations, one achiral and the other chiral, we can study in detail how SRPD changes.

In carbon monoxide, each spatial point of the molecular space belongs to a $\sigma_{\mathrm{v}}$ symmetry plane of the $C_{\infty \mathrm{v}}$ symmetry point group, therefore $[\Phi]_{\lambda}(\boldsymbol{r})$ is zero at every $\boldsymbol{r}$.

In formaldehyde, two $\sigma_{\mathrm{v}}$ planes of symmetry of the $C_{2 \mathrm{v}}$ symmetry point group, divide the SRPD scalar field in four regions of alternating sign. This can be observed on the top panel of Fig. 9 where SRPD changes sign on passing from one


Fig. 9 Specific rotation power density, $[\Phi]_{D}(\boldsymbol{r})$ : top formaldehyde; middle acetaldehyde with achiral conformation; bottom acetaldehyde with chiral conformation. Calculated at B3LYP/aug-cc-pVTZ level of theory. Isosurfaces are $\pm 100 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1} a_{0}{ }^{-3}$, red/blue positive/negative.
side to another of each plane, for a pair of iso-surface values ( $\pm 100 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1} a_{0}{ }^{-3}$ ), computed by the TD-DFT method. ${ }^{58,59}$ The calculation was carried out adopting the B3LYP functional ${ }^{60,61}$ and the aug-cc-pVTZ, ${ }^{62,63}$ for the radiation wavelength of 589.3 nm (sodium D-line). Obviously, the optical activity vanishes also in this case, i.e., $\int[\Phi]_{\lambda}(\boldsymbol{r}) \mathrm{d}^{3} r=0$, the four regions equivalent and opposed in sign by symmetry. However, it is interesting to observe that each of the four regions integrates, at this level of theory, to $6895 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$ in absolute value, that is, a very large estimate, compared with usual specific optical rotations.

The achiral conformation of acetaldehyde is characterized by one plane of symmetry. Despite that, as in the case of formaldehyde, the SRPD field around the carbonyl group is partitioned into four regions of alternating sign, which are in absolute value equivalent by symmetry only by reflection through the unique symmetry plane, see plot in the middle of Fig. 9. Consequently, there is no optical activity, since the positive contribution to the specific optical rotation ( $+8516 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$ ) cancels out exactly the negative one ( $-8516 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$ ).

A chiral conformation of acetaldehyde was set by rotating the methyl group until one of the protons is at right angles to the carbonyl plane. The plot of calculated SRPD is displayed in the bottom panel of Fig. 9. Remarkably, the loss of symmetry does not change what appears to be an essential feature of the carbonyl group represented by the separation of the SRPD in quadrants, which are no longer equivalent in absolute value by symmetry.

The decomposition into origin-independent orbital contributions provides an explanation of this separation, which recalls some aspects of the famous octant rule. ${ }^{64}$ Indeed, according to the results of the TD-DFT calculation, the first excited state is a virtual transition from the HOMO to the LUMO ( $\mathrm{n} \rightarrow \pi^{*}$ ). Moreover, the orbital decomposition analysis shows that the HOMO provides the dominant contribution to SRPD, since plots calculated using only the HOMO contribution are indistinguishable from that calculated ones using the full set of MOs. Now, the HOMO shape is shown in Fig. 10 and, as can be observed, it presents a nodal surface which bisects the $\mathrm{H}_{3} \mathrm{C}-\mathrm{C}-\mathrm{H}$ angle and is perpendicular to the plane of the carbonyl group. Such a nodal surface provides, together with the nodal surface of the $\pi^{*}$ LUMO, the observed separation in quadrants of SRPD. A similar discussion based on transition densities has also been reported in ref. 32.


Fig. 10 The HOMO of acetaldehyde, B3LYP/aug-cc-pVTZ.

Looking at the two signed surfaces in the bottom panel of Fig. 9, it is not easy to notice a predominance of one over the other. However, spatial integration of the SRPD leads to a non vanishing negative specific rotatory power, $[\phi]_{589.3}=$ $-69.2 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$, resulting from a negative contribution which is only a little bigger than the positive contribution, i.e., -8314.7 and $+8245.5 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$ respectively.

The remarkable ratio of approximately two orders of magnitude between individual contributions and total specific rotatory power is commonly found also in other systems. Therefore, it may well account for the known difficulties to obtain accurate theoretical optical rotations, ${ }^{30,65}$ as even small effects, for example, interaction with the solvent ${ }^{66,67}$ or molecular vibration, ${ }^{68-70}$ can produce considerable variations of the final result, which also may easily change sign.

However, to check the quality of the results exposed above, we report in Table 1 the specific rotatory power of the chiral conformation of acetaldehyde, calculated for three commonly used wavelengths, using basis sets of increasing quality at the B3LYP level of theory; GIAO predictions, along with optical rotations determined within modified-velocity and length gauges, are listed. Considering the GIAO results obtained adopting the aug-cc-pV5Z basis set as the best of the series, it is interesting to observe the good performance of the modifiedvelocity and length gauges already using the TZ basis set.
3.2.1 ( $1 S, 4 S$ )-Norbornenone. Of course, due to rapid rotation of the methyl group, none of the chiral conformations of acetaldehyde is accessible. Therefore, we have extended our study to a real chiral system, in which the achiral $\mathrm{C}=\mathrm{O}$ chromophore determines its optical rotation. Among many possible choices, we have considered $(1 S, 4 S)$-norbornenone as a suitable candidate for its large optical rotation and for a number of other interesting facts briefly summarized as follows. Owing to substantially similar solution phase optical rotations measured at the sodium D-line for different solvents, ${ }^{71-73}$ it was assumed for a long time that the optical rotation of this molecule is very little affected by solvent effects. The presumed lack of solvent effect was somehow hidden also by the apparently good agreement found with the

Table 1 Specific rotatory power ( $\mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$ ) of a chiral conformation of acetaldehyde calculated at the B3LYP level for three commonly used radiation frequencies adopting aug-cc-pVXZ basis sets of increasing accuracy

| $\lambda(\mathrm{nm})$ | Basis set | GIAO | Modified-velocity | Length |
| :--- | :--- | :--- | :--- | :--- |
| 633 | DZ | -52.7 | -49.7 | -54.8 |
|  | TZ | -53.6 | -57.4 | -56.3 |
|  | QZ | -55.2 | -56.4 | -56.3 |
|  | $5 Z$ | -56.1 | - | - |
| 589.3 |  |  |  | -66.1 |
|  | DZ | -63.7 | -59.7 | -68.0 |
|  | TZ | -64.8 | -69.2 | -68.0 |
|  | QZ | -66.6 | -68.1 | - |
|  | $5 Z$ | -67.7 | - | -417.5 |
|  |  |  |  | -433.8 |
|  | DZ | -414.7 | -349.1 | -439.8 |
|  | TZ | -412.0 | -439.1 | - |

B3LYP/aug-cc-pVDZ estimate of the OR obtained for the free molecule. ${ }^{30}$ However, as reported successively, ${ }^{74}$ this was found to be not true. Notably, the experimental rotatory power exhibited by isolated (vapor-phase) molecules is much lower in magnitude and in good accord with coupled cluster predictions computed using both the origin-independent dipole-velocity and origindependent dipole length representations. ${ }^{74,75}$ Last but not least, the constructive interaction of the two chromophores ( $\mathrm{C}=\mathrm{O}$ and $\mathrm{C}=\mathrm{C}$ ) has been invoked to explain the otherwise unusually large specific rotation of $(1 S, 4 S)$-norbornenone. ${ }^{76}$

In the light of what has been discussed above for the simple acetaldehyde case, we have now the possibility to analyze where the large specific rotation of $(1 S, 4 S)$-norbornenone originates in terms of SRPD and, in particular, where major contributions are located and how many they are.

For the calculation of the MEMDP we have used the B3LYP/ aug-cc-pVDZ combination of functional and basis set as adopted by Stephens et al. in ref. 30. The result is shown in Fig. 11. As can be observed, there is an amazing partition of the SRPD in quadrants, quite similar to that studied before for much simpler systems. This makes us think that we are really observing the essential features of MEMDP of the carbonyl chromophore. Moreover, as can be readily noted in Fig. 11, the predominance of blue sectors over the red ones well agrees with the negative value of $[\phi]_{\mathrm{D}}$, estimated via spatial integration as large as $-1195 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$, in accord with previous DFT calculations. ${ }^{30,74,75}$ Once again, we observe very large positive and negative contributions, which are calculated to be 4704 and $-5899 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1}$. This explains why even small variations of big contributions lead to large optical rotations, which turn out to be very sensitive to the environment, i.e. free


Fig. 11 Specific rotation power density of ( $1 \mathrm{~S}, 4 \mathrm{~S}$ )-norbornenone calculated at the B3LYP/aug-cc-pVDZ level of theory for $\lambda=589.3 \mathrm{~nm}$. Isosurfaces are $\pm 100 \mathrm{deg}\left[\mathrm{dm} \mathrm{g} \mathrm{cm}{ }^{-3}\right]^{-1} a_{0}{ }^{-3}$, red/blue positive/negative.
molecule vs. solution phase, and the calculation method. Norbornenone contains a second chromophore, i.e., a $\mathrm{C}=\mathrm{C}$ double bond, which, seemingly, does not play a substantial role in determining the total optical rotation density at the sodium D-line, apart from the possibility of providing an influence as an extrachromophoric perturbing agent. ${ }^{76}$

## 4 Conclusions

Two origin-independent polarizability density tensor functions have been defined and evaluated for a number of molecules. They are as follows: (i) the time-dependent electric dipole polarizability density (EDPD) and (ii) the average timedependent mixed electric dipole-magnetic dipole polarizability density (MEMDPD). They have been employed to rationalize origin-independent properties induced by optical fields, thus paving the way for topological studies aimed at discovering domains of molecular space and functional groups which influence electromagnetic response to a higher extent.

The origin-independence of these densities constitutes an essential requisite of their physical meaning, quite recommendable for computational purposes.

EDPD coincides with a current density tensor fully characterizing the electron flow induced by time derivative of the oscillating electric field of the radiation. Its integral equals the dynamic electric dipole polarizability, therefore EDPD is effectively an electric dipole polarizability density. In the limit of zero frequency, it defines the static polarizability density.

EDPD is shown here to be useful for detecting regions of electron distribution in which polarization density is larger and where counter-polarization densities appear, in connection with a peculiar shape of induced currents, referred to as toroidal flow. Despite the always positive value of total static electric dipole polarizability far from absorption, counterpolarization in regions close to the atomic nuclei of a molecule, except protons, is ubiquitous and always deeply connected with toroidal electron currents.

Application to aromatic hydrocarbons confirms the ability of EDPD to indicate where electron delocalization occurs and to distinguish aromatic rings and localized double bonds.

Much remains to be done. In perspective, we would like to put in a to-do list: (i) the need for more clearly differentiating various kinds of aromatic rings, which was partially achieved in the molecules examined, but still deserves to be investigated at the quantitative level and (ii) extending the topological study of polarizability density to different kinds of functional groups and verifying if their features are transferable from one molecule to another.

Also MEMDPD is itself a current density tensor connected with the electronic currents induced by the oscillating magnetic field of the radiation. It vanishes in the limit of zero frequency. Its trace is related to the optical rotation density, or, more conveniently, to the specific rotation power density (SRPD).

As far as SRPD is concerned, we remark that it can be dissected in origin-independent orbital contributions and that
it integrates to obtain MVG optical rotations. It can be used in conjunction with a variety of quantum mechanical methods, coupled cluster in particular, ${ }^{49}$ to analyze the optical rotation of chiral molecules without recourse to London orbitals. The perspective is to extend the study to other achiral chromophores, e.g., double and triple C-C bonds, cyano groups, aromatic rings, etc., to cite quite a few. Moreover, a very interesting case worth studying would be that of chromophores that are themselves chiral, as, for instance, helicenes and compounds containing non-planar diene moieties. Last but not least, a very important goal to achieve would be that of predicting in which way a chiral perturbation acts on the SRPD topology.
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