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Redox flow batteries are attractive for grid-scale energy storage, but ongoing work onmaterials discovery is

hampered by the difficulty of measuring electron-transfer rates under battery-relevant conditions. We have

developed an experimental approach for collecting continuous voltammetric measurements of flow

battery electrolytes by placing a 3-electrode cell containing an ultramicroelectrode into the flow loop of

a functioning redox flow battery. We further developed an empirical approach for extracting electron-

transfer rate constants from each voltammetric cycle, thereby enabling continuous measurements as

a function of state of charge and cycle time. Benchmarking these approaches with iron-based aqueous

flow battery electrolytes using platinum and carbon fiber ultramicroelectrodes yielded rate constants that

varied in the order Pt > electrochemically oxidized carbon > pristine carbon, in good agreement with

prior work. We also found that Pt electrodes become more catalytically active upon cycling for several

hours, whereas carbon fiber electrodes with and without oxidative pretreatments remained stable over

the same interval. We expect these experimental approaches can be used to measure kinetics and other

figures of merit for most electrodes and electrolytes of interest for redox flow batteries as well as in

other systems where it is useful to evaluate the properties of a flowing electrolyte in real time.
Introduction

Stationary batteries are valuable for increasing the efficiency
and exibility of the electric grid by storing excess power during
periods of low demand and delivering power when the demand
is high.1–3 This type of load leveling will become increasingly
important as the proportion of power provided from intermit-
tent renewables continues to grow.4,5 Due in large part to recent
advances in the manufacturing of Li-ion batteries for trans-
portation applications, Li-ion technologies are also the primary
focus in the growing market for grid-scale energy storage.6,7

However, the redox ow battery (RFB) presents an attractive
alternative to Li-ion and related battery technologies because
the cost per unit of stored energy decreases dramatically as the
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size of the battery increases.8–10 This is a direct consequence of
the characteristic decoupling in RFBs between the design of
redox-active liquid or semisolid electrolytes (and their storage
containers) and the charge–discharge stack.

Flow batteries have been under active development for half
a century. Early work by NASA in the 1970s focused on transition
metal complexes in water, culminating in the development of
an iron–chromium RFB.11,12 The all-vanadium RFB (VRFB) was
demonstrated thereaer by Skyllas-Kazacos in 1985, and this
remains the most technologically mature RFB chemistry.13–17

Key advantages for VRFBs include a cell voltage that closely
matches the thermodynamic stability window of water and
immunity to permanent capacity fade since the vanadium-
based positive and negative redox couples are interconvertible
and easy to regenerate. However, vanadium ore is costly to
recover and process, which limits the ability of VRFBs to meet
the anticipated global demand for grid storage.6,18 Specically,
several techno-economic studies have concluded that redox
couples for aqueous RFBs should be at least 2 to 3 times less
costly than vanadium, whereas higher costs are tractable for
nonaqueous chemistries with larger cell voltages.8,12,19

The need for new RFB chemistries that outperform the
incumbent VRFB technology has motivated a surge of research
on materials discovery over the past several years. Signicant
advances from the last decade include aqueous organic redox
couples that are stable when cycled in water,20–23 high voltage
J. Mater. Chem. A, 2022, 10, 13917–13927 | 13917
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nonaqueous electrolytes,9,24–29 molecules exhibiting multi-
electron transfer reactions,30–35 and unconventional electro-
lytes based on deep eutectic solvents.36–38 We encourage readers
to consult the available review literature for more comprehen-
sive summaries of ongoing work.39–41

A key advantage for redox ow batteries is their ability to
operate at high areal current densities.19 Accordingly, efficient
operation requires fast electron-transfer kinetics, and the
effective interfacial electron transfer rate constant (k0eff) is a key
gure of merit. Note that we use “effective” here to denote
empirically derived rate constants based on supercial elec-
trode areas, which do not consider the areal density and
heterogeneity of sites at which electron-transfer occurs. Thus,
k0eff is closely related to the supercial exchange current density
J0 except that it is directly comparable across electrolytes at
different concentrations.42

Numerous analytical methods have been used to study the
electron-transfer kinetics on RFB electrodes and electrolytes.43–46

The most prevalent approaches include stationary and rotating
disk electrode voltammetry,47–51 electrochemical impedance
spectroscopy,52–56 micropolarization,57–61 and microelectrode vol-
tammetry.62–64 Although each of these approaches is based on
a rm foundation in analytical electrochemistry,65 there exist
major discrepancies in the reported values of electron transfer
rate constants even for the most heavily studied RFB electrodes
and redox couples (Fig. 1).66–80 This high level of variability frames
an important scientic question: is it possible to accurately
measure k0eff for RFB active materials?

For the past several years, a major research focus of our lab
has been addressing the question above by developing
straightforward, replicable methods for measuring electron
transfer kinetics in RFBs. Using aqueous Fe3+/2+ redox couples
as model RFB electrolytes, we rst showed that it is possible to
obtain reproducible kinetics measurements on noble metals
using stationary and rotating disk electrode (RDE) voltammetry,
but only if the electrode surfaces are kept scrupulously clean.81

We also studied Fe3+/2+ kinetics at glassy carbon electrodes and
found that these are less sensitive to fouling but highly sensitive
to electrode pre-treatment conditions.82 Specically, we found
Fig. 1 Compiled rate constant values reported in the existing research
literature for carbon electrodes and several widely studied RFB redox
couples. Note that AQDS/AQDSH2 refers to the oxidized and reduced
forms of anthraquinone disulfonic acid. Tabulated values and refer-
ences are compiled in the ESI.†

13918 | J. Mater. Chem. A, 2022, 10, 13917–13927
that oxidative pretreatments markedly improve electron-
transfer kinetics for Fe-based RFB electrolytes, but only if they
increase the fraction of carbonyl functionalities (as opposed to
alcohol or ether functionalities) on the electrode surface.

In the course of our prior studies of RFB kinetics, we also
encountered several practical drawbacks for the use of stationary
and hydrodynamic voltammetry at macroelectrodes. For
example, the relatively large currents (10 mA ormore at mm-scale
electrodes) that are generated in concentrated (1 M or greater)
electrolytesmakes it difficult to fully correct for voltage errors due
to series resistance, because errors of only a few percent in the
measured resistance can have a large impact on the nal results.
These analytical techniques are also tedious because they require
the completion of multiple experiments to extract a single rate
constant. This in turn makes it difficult to collect replicate
measurements or extend kinetic analysis to multiple states of
charge, particularly when electron-transfer rates are sensitive to
the history of the electrode surface. Finally, most voltammetric
techniques require explicit measurements of transport-limited
current densities so that transport contributions can be elimi-
nated mathematically for kinetic analysis. This is a particular
problem for RFB studies because the best RFB electrolytes feature
redox couples whose reduction potentials are very near the
stability limits of the solvent, supporting electrolyte, or electrode.
Thus, applying overpotentials that are extreme enough to achieve
a transport limit risks irreversible damage to these key battery
components. Indeed, practical battery operation usually entails
the use of voltage cutoff limits specically to avoid extended
operation under transport-limited conditions.

In this paper, we describe an approach for kinetics
measurements that overcomes several of the aforementioned
challenges when used with ow battery active materials. We
constructed a 3-electrode cell featuring an ultramicroelectrode
(UME) in a channel-ow conguration, inserted it into the ow
loop of a fully functional RFB, and then used it to execute vol-
tammetry measurements as the battery underwent charge and
discharge. We further developed an empirical approach that we
call the shrinking overpotential method to extract an estimate
of k0eff from each voltammogram. Benchmarking our method
using simulated voltammetric data showed that accurate
measurements can bemade over the full range of state of charge
(SOC) values that are relevant for RFB operation and for
k0eff values ranging over several orders of magnitude. We then
implemented these tools to measure k0eff for the Fe3+/2+ redox
couple at Pt and carbon ber UMEs. The results broadly agree
with prior ndings that reaction rates vary in the order Pt >
electrochemically oxidized C > pristine C.68,70,82 Our data also
suggest that Pt electrodes are activated by cycling in Fe RFB
electrolyte over at least several hours, whereas pristine and
oxidized C ber electrodes remain quite stable on the same
timescale.

Experimental methods

Fig. 2 schematizes the apparatus that was used to execute
experimental measurements, comprising continuous ultra-
microelectrode (UME) voltammetry at platinum and carbon
This journal is © The Royal Society of Chemistry 2022
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ber UMEs while cycling an Fe3+/2+(aq) electrolyte through
various states of charge in a coupled RFB. The ESI† includes
a detailed discussion of experimental methods, and an abbre-
viated summary is as follows.

The ow battery itself comprised a 10 cm2 commercial ow
battery stack with two 10 mL reservoirs and a peristaltic pump
owing electrolyte at 10 mL min�1. The electrodes in the stack
were carbon felt and the membrane was Naon. It was assem-
bled in an unbalanced, compositionally symmetric cell cong-
uration, as described in detail by Goulet and Aziz.83 The primary
advantage of this approach is that it greatly decreases the
impact of crossover, as both sides of the cell contain the same
electrolyte (albeit at different states of charge). The capacity
limiting side of the battery was charged with 3.5� 0.5 mL of 1M
FeCl2 in 2 M HCl(aq) for kinetics measurements. The non-
capacity limiting side was charged with 12.5 mL (which is
greater than the reservoir volume because it includes the
internal volume of the RFB stack and tubing) of an electrolyte
containing 0.5 M each of FeCl2 and FeCl3 in 2 M HCl (aq). The
battery was cycled continuously at�20 mA cm�2 (normalized by
the supercial area of the battery electrodes) over a cell poten-
tial of �0.6 V. This corresponds to a C-rate of �2.1C based on
the theoretical capacity of the capacity limiting side of the
battery.

A second, home-built electrochemical cell, hereaer referred
to as the analytical cell, was placed in uidic series between the
capacity limiting battery reservoir and the peristaltic pump. It
contained a 1 � 1 � 35 mm ow channel with threaded holes
oriented perpendicular to the ow direction into which
commercial working, counter, and reference electrodes were
inserted. The working electrodes were either platinum or
Fig. 2 Schematic representation of the experimental apparatus: (a)
RFB cell, which allows for the charge and discharge of the Fe3+/2+

electrolyte; (b) electrolyte storage reservoirs, which are gas tight and
also function as pulsation dampeners; (c) analytical half cell containing
an ultramicroelectrode working electrode, a graphite rod counter
electrode, and an Ag/AgCl reference electrode; (d) peristaltic pump
that drives fluid flow through the path defined by the tubing demar-
cated in orange and teal in a counter-clockwise fashion.

This journal is © The Royal Society of Chemistry 2022
carbon ber UMEs; the reference electrode was Ag/AgCl; and the
counter electrode was a graphite rod. The working electrodes
were prepared by abrasive polishing and additional pre-
treatment steps as described previously and further discussed
in the ESI.†81,82 Cyclic voltammetry measurements were
collected continuously by cycling the potential between 0.1 and
0.9 V vs. Ag/AgCl at a scan rate of 20 mV s�1.

A single experimental run involved 5 charge–discharge cycles
in the RFB and continuous voltammetric cycling as described
above. Note that we dene the “charging” direction of the
battery to be oxidation of the capacity limiting FeCl2 electrolyte,
consistent with the use of Fe3+/2+ as the positive redox couple in
an Fe/Cr RFB. A set of 15 runs were completed in total—5
replicates each of 3 different UME working electrodes. We also
completed one longer set of continuous cycling measurements,
lasting �50 hours, to conrm the general performance and
operational stability of the RFB; note that 4.5 mL of capacity
limiting electrolyte was used in this case.

We extracted performance metrics—including full cell
voltage as well as capacity and coulombic efficiency of the
capacity limiting side—from the RFB cycling data. We also
extracted SOC and k0eff from cyclic voltammetry data, as
described in the corresponding sections below. Error bounds
are reported as 95% condence intervals unless otherwise
noted.

Results and discussion
Battery behavior

Fig. 3 depicts representative charge–discharge data for the RFB
cell. Panel 3a shows cell voltage vs. time for one experimental
run comprising 5 charge–discharge cycles at 20 mA cm�2. These
data are nearly symmetric about 0 V, which is consistent with
the cell conguration in which the composition of the capacity
limiting electrolyte varies from predominantly Fe3+ to predom-
inantly Fe2+, while the non-capacity limiting side remains very
near to equimolar Fe3+/2+ throughout the experiment. Panel 3a
also depicts the average cell voltages during the charge and
discharge cycles, which were 0.20 V and �0.16 V, respectively.
These values enable a rough estimate of the average over-
potentials as #100 mV each at the anode and cathode. These
overpotentials are reasonable given the modest supercial
current density and the large electro-active surface areas of the
untreated carbon felt electrodes (which were not pre-treated to
improve their catalytic properties). We observed distinct
“breaking in” behavior in 6 out of 15 RFB charge–discharge
experiments, where stable potential vs. time behavior was only
achieved aer one or several cycles (complete datasets are
included in the ESI†). We attribute this mainly to the time
required for the electrolyte to fully wet the electrodes.

Panels 3b and 3c compile capacity and coulombic efficiency
data during 50 cycles of extended charge–discharge. The
average capacity during charge was 341 � 2 C and the average
capacity during discharge was 339 � 2 C. This is �80% of the
theoretical capacity, 434 C, based on the concentration and
volume of the capacity limiting electrolyte, which further
implies that the capacity limiting side cycled between 10 and
J. Mater. Chem. A, 2022, 10, 13917–13927 | 13919
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Fig. 3 Compiled figures of merit for the RFB cell containing Fe3+/2+

electrolyte in an unbalanced, compositionally symmetric configura-
tion: (a) cell voltage vs. time during a 5-cycle charge–discharge
experiment at �20 mA cm2; (b) cell voltage vs. capacity data compiled
over a longer 50-cycle charge–discharge experiment; (c) capacity and
coulombic efficiency versus cycle number for the same 50-cycle
experiment shown in (b).
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90% state of charge. The temporal evolution of battery capacity
included an initial breaking-in period during which capacity
decreased by 20 C over the rst 4 cycles. This was followed by
approximately 25 more stable cycles with discharge capacities
in the range from 337 to 345 C and coulombic efficiencies
exceeding 99%. Cycles 30–50 then again become somewhat
more erratic in capacity and coulombic efficiency. We speculate
that the main reason for this behavior in the later cycles was the
tendency for small droplets of electrolyte to stochastically attach
and detach from the sidewalls of the reservoirs, resulting in
small increases and decreases in the volume of the electrolyte
13920 | J. Mater. Chem. A, 2022, 10, 13917–13927
available to the RFB cell. Similar behavior was observed and
discussed previously by Goulet and Aziz.83

These data broadly indicate that the RFB cell stably cycles Fe-
based electrolytes over technologically relevant states of charge
for at least several hours. This was true even while executing
analytical measurements at a second cell in the electrolyte ow
loop (see ESI, Fig. S1†). The use of UMEs in the analytical cell is
advantageous because the very small associated current ow
minimally perturbs the composition of the electrolyte. Note,
however, that this system also benets from the chemical
stability of FeCl2 and FeCl3, which allowed us to create elec-
trolytes of arbitrary initial composition by mixing salts on the
benchtop. Adoption of this approach for materials where only
one half of the redox couple is available would require an
additional pre-electrolysis step to generate a symmetric
conguration. This type of processes is well-documented for
preparation and regeneration of positive and negative electro-
lytes for VRFBs from a single precursor.84,85 The Fe3+/2+ redox
couple is also only weakly air sensitive, where Fe2+ slowly
oxidizes in the presence of atmospheric oxygen, which further
benets stable cycling. Similar studies using air-sensitive
reagents like V3+/2+(aq) would require additional efforts to
exclude atmospheric oxygen.86
Data from the analytical cell

Fig. 4 collects representative results from UME voltammetry in
the analytical cell. The current density vs. potential data in
panel 4a were extracted from a Pt UME during continuous
cycling over the time period corresponding to a single charging
cycle in the RFB. Hence, the data show clear progression of
decreasing anodic current density and increasing cathodic
current density as the concentration of Fe3+ increases. Notably,
the difference between the maximum and minimum current
densities (normalized to the supercial area of the UME, 5.9 �
10�7 cm2) approaches 1.5 A cm�2, which attests to the ability of
the UME electrode geometry to achieve very high rates of mass
transfer, which are further enhanced by convection in a owing
electrolyte.

We also recorded the temporal progression of the open-
circuit potential (Eoc) from the UME voltammetry data as the
applied potential vs. Ag/AgCl when the current density traversed
through 0 mA cm�2 during each CV sweep. These values are
plotted in panel 4b using the righthand y-axis alongside cell
voltage on the lehand y-axis. These data are directly indicative
of the state of charge (SOC) of the capacity limiting electrolyte
through the Nernst equation:

Eoc ¼ E00 � RT

nF
ln

½Fe2þ�
½Fe3þ� (1)

where

SOC ¼ ½Fe3þ�
½Fe3þ� þ ½Fe2þ� (2)

and all symbols have their regular electrochemical denitions.42

These data provide similar information to the open-circuit
potential excursions used in galvanostatic intermittent
This journal is © The Royal Society of Chemistry 2022
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Fig. 4 Compiled data from continuous voltammetric cycling of UMEs
in the analytical cell: (a) CV data extracted from the minimum to the
maximum state of charge accessed by the RFB; (b) open-circuit
potential at a Pt UME (right axis) overlaid against RFB cell voltage (left
axis) as a function of time (note that the y axes were scaled so that 0 V
cell voltage corresponds to E00 in the analytical half cell); (c) current
density vs. potential data collected at 50% state of charge for each of
the three electrode types used in this study. All carbon fiber electrodes
were first treated in isopropanol that had been pre-purified with
activated carbon, and oxidized carbon fiber electrodes were further
treated by cycling to highly oxidizing potentials in sulfuric acid
solution.
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titration technique (GITT) measurements,87,88 with the added
benet that the charge–discharge experiment need not be
interrupted. Note, however, that reliable Eoc data can only be
collected using UMEs with relatively fast electron-transfer rates
for the electrolyte of interest (e.g., Pt in this case); otherwise the
electrode will pass nearly zero current over a wide range of
electrode potentials, yielding ambiguous Eoc values. We also
observed a distinct time lag between the maximum or
minimum SOC implied by Eoc values in the analytical cell and
the moment at which the RFB changed charge direction. This is
broadly consistent with the nite time interval required for
This journal is © The Royal Society of Chemistry 2022
electrolyte to ow between the RFB and the analytical cell, and it
may also be attributable to nonuniformmixing of the electrolyte
as it exits the RFB and enters the analytical cell.

In the measurements shown in panel 4b, the Eoc values
varied from 0.377 to 0.443 V vs. Ag/AgCl. The midpoint of this
potential range was taken as an empirical estimate of the formal
potential E00 under the assumption that the capacity limiting
electrolyte charges and discharges over SOC values that are
symmetric about 50%. Such an assumption is generally valid as
long as the fundamental transport properties of the electrolyte
do not change signicantly as a function of SOC. This is
convenient because temporal changes in the apparent E00 over
the course of a charge–discharge experiment, or from run to
run, could be indicative of electrolyte degradation or driing of
the equilibrium potential in the reference electrode. Indeed, we
found that E00 varied over the range from 0.32 to 0.57 V vs. Ag/
AgCl over 15 experimental runs executed with a single Ag/AgCl
reference electrode, but we did not observe signicant dri
during any single run.

Alongside the ability to visualize and quantify changes in the
electrolyte composition, voltammetry measurements in the
analytical cell can be used to measure and compare electron-
transfer rates across different UME compositions and surface
treatments. Panel 4c depicts current density vs. applied poten-
tial in the voltage range bracketing the open-circuit potential for
Pt and carbon ber UMEs, where the carbon ber electrodes
were measured before and aer surface activation using an
electrochemical oxidation procedure that we studied previously
on glassy carbon macroelectrodes.82 These data were extracted
from continuous voltammetry measurements by selecting the
voltammograms that were nearest to SOC ¼ 50%. Despite the
modest difference in Eoc in these datasets, the slopes of current
density vs. potential clearly show that electron transfer rates
varied in the order Pt > oxidized carbon ber > pristine carbon
ber, in qualitative agreement with our prior ndings.81,82

Quantifying electron transfer rates

We further sought to quantify the differences in electron-
transfer kinetics across the three electrode types used in this
study. We were specically interested in devising a general
approach to extract k0eff values from UME voltammetry data that
overcomes some of the challenges outlined in the Introduction
section and that is amenable to statistical analysis. Fig. 5
illustrates the approach we adopted, which we term the
shrinking overpotential method, by applying it to voltammetry
data that were simulated using nite difference techniques with
a commercial soware tool called DigiElch.89

The approach involves rst picking a set of overpotential
values,�h1, at or near the outer bounds of the range of available
data and symmetric about the equilibrium formal potential of
the redox couple of interest (panel 5a). We then perform a least-
squares regression of these data to the Butler–Volmer equation,
which describes current vs. overpotential relationships in the
absence of transport and resistive losses.

J ¼ nFk0

�
Coxexp

��aFh
RT

�
� Credexp

�ð1� aÞFh
RT

��
(3)
J. Mater. Chem. A, 2022, 10, 13917–13927 | 13921
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Fig. 5 Empirical workflow for the shrinking overpotential method: (a) iteratively decreasing the range of overpotential values over which a kinetic
fit is applied results in a progressive transition from the mixed transport-kinetic regime to the kinetically controlled regime; (b) examples of
individual fits to the Butler–Volmer equation as a function of the overpotential range used for the fit; (c) k0fit vs. jhj data showing a monotonic
increase in the apparent rate constant followed by asymptotic approach to the true value (the inset scales the boxed region to show that all 3 lines
nearly overlay); (d) compiled maxima for k0fit data as in panel (c) over SOC values ranging from 10 to 90% and k0 values from 10�5 to 10�2 cm s�1.
Current versus overpotential data used for these fits were generated using finite difference simulations (DigiElch).
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In panel 5a, the overpotential range between �h1 and h1

extend nearly to the anodic and cathodic limiting current
densities Jlim. Thus, these data include signicant contributions
from mass transfer, which results in a systematic under-
estimate of k0eff when tting to the Butler–Volmer equation.

We then iteratively decrease the overpotential range (�hn)
and reapply the tting routine, ultimately converging on a t
applied only to the region in the near vicinity of E00 (panel 5b;
note that an animated version of this panel is included as ESI†).
During this iterative process, the apparent k0eff value and the
goodness-of-t increases as the overpotential range shrinks to
encompass the region that is dominated by kinetic contribu-
tions. Ultimately, the k0t values converge on a maximum that
can be taken as an estimate of the “true” value of k0eff (panel 5c).
Example data and code to replicate panel 5c have been archived
in a digital repository on Github.90

We constrained the charge transfer coefficient, a, in the
Butler–Volmer equation to be 0.5 for all the work in this study.
In principle, a could be included as an additional unknown to
be t to the Butler–Volmer equation in the regression analysis.
However, this is likely to lead to unphysical or widely varying
values of a when the t includes the mass transfer limited
regions of a steady-state voltammogram. Thus, if incorporating
a into the t, its value should be still constrained within
a relatively narrow range, e.g., from 0.2 to 0.8. Setting
a constraint on a in this way is justiable because very large
13922 | J. Mater. Chem. A, 2022, 10, 13917–13927
(near 1) or small (near 0) values of a oen reect a more
complex electron-transfer mechanism that is not well described
by the Butler–Volmer equation. We also found the systematic
error introduced by constraining a to an incorrect value was
considerably smaller than the measurement uncertainty that
resulted from averaging multiple experimental runs (see ESI†).

In reality, the maximum value of k0t is only a valid estimate
of k0eff if it is smaller than the characteristic mass transfer rate in
the analytical cell. When the electron transfer rate approaches
or exceeds the rate of mass transfer, the result is a systematic
underestimate of k0eff (panel 5d) such that the maximum value of
k0t can only be taken as a lower-bound. Note that this limitation
is not specic to our experimental conguration—it is true for
any measurement of electron-transfer kinetics based on steady-
state voltammetry. Mathematical techniques like Koutecký–
Levich analysis can be used to further decrease the impact of
mass-transfer limitations, but kinetic analysis depends funda-
mentally on the ability to measure reaction rates in a kinetically
limited regime.42

It is possible to estimate a reasonable “upper speed limit” of
k0eff values that can be measured accurately by converting k0eff to
an exchange current density,

J0 ¼ nFk0
eff

Cox þ Cred

2
(4)

which must be smaller than the mass-transfer limited current
density Jlim to yield a valid estimate of k0eff. The exact amount
This journal is © The Royal Society of Chemistry 2022
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that J0 must be smaller than Jlim depends on the amount of error
that can be tolerated, but we consider Jlim $ 3J0 to be a reason-
able requirement. In the case of the simulated data in Fig. 5, Jlim
¼ 3J0,eff when k0eff ¼ 2 � 10�3 cm s�1; hence, k0t values diverge
from the true value around k0actual ¼ 10�3 cm s�1 and above
(panel 5d). Faster k0eff values can also be measured by simply
increasing the rate of mass-transfer in the system. This can be
accomplished by further decreasing the size of the UME or by
increasing the linear ow rate in the analytical cell. Prior work
has shown that mass transfer coefficients on the order of 1 cm
s�1 can be obtained in this way.91–93

In addition to the ability to measure relatively high
k0eff values, the shrinking overpotential method has several
benecial features that make it useful for characterizing
electron-transfer rates for RFB electrolytes. The rst is that it
requires only one set of current-overpotential data to estimate
k0eff, and the accuracy of this estimate is not sensitive to varying
the battery SOC at least over the range from 10 to 90% (as
illustrated in panels 5c and d). This makes it possible to
measure reaction kinetics rapidly and continuously using vol-
tammetry data like those shown in Fig. 4. This type of data is
easy to collect using inline ow cell measurements (even
without the use of UMEs) or using battery electrodes directly,
provided the cell potentials can be converted to overpotentials
using a suitable reference. A second key benet is that this
approach does not depend on knowledge of the mass-transfer
limited current density, nor does it require that the range of
applied potentials extend all the way to the purely mass-transfer
limited regime. This makes it possible to extract valid kinetic
information even from battery systems in which mass-transfer
limited rates cannot be accessed.

In the limit of �hn / 0, the shrinking overpotential method
is mathematically identical to the polarization resistance
method,42,94,95 which uses a linear approximation of the Butler–
Volmer equation to extract electron-transfer rate constants from
the region near the equilibrium potential. Indeed, it is not
strictly necessary to perform ts over such a wide range of �h

values when the most accurate estimate of k0eff comes from the
region near h ¼ 0. Nonetheless, the benet of extending ts to
large h values is that no assumptions need to be made about
where mass-transfer limitations begin to dominate the J vs. h
relationship. Thus, it allows us to empirically identify and use
the entire region in a set of voltammetry data over which
kinetics dominates the overpotential response. The ability to t
to overpotential ranges extending beyond the region where the
linear approximation of the Butler–Volmer equation is no
longer valid also reduces the negative impact of background
processes like side reactions and capacitance, which can
dominate the electrode response at low current.

The shrinking overpotential method also provides a useful
mechanism to determine that the reaction rate may be so fast
that k0eff cannot be reliably measured. The hallmark of this
behavior is a persistently sloping jhnj vs. k0t response with no
clear asymptote, as shown in the ESI (Fig. S3†). Moreover, the
shrinking overpotential method should be exible enough to
facilitate the use of more complex kinetic models, including
those involving multi-step catalytic mechanisms that may not
This journal is © The Royal Society of Chemistry 2022
be amenable to linearization in the same way as the Butler–
Volmer equation.
Experimental kinetics characterization

Finally, we applied the shrinking overpotential method to the
voltammetry data we collected in the analytical cell at Pt, carbon
ber, and oxidized carbon ber UMEs. Fig. 6 compiles repre-
sentative results; complete results are collected in the ESI.†

Panel 6a depicts representative jhj vs. k0t data for each elec-
trode type at 50% SOC from near the beginning of a 5-cycle
experimental run. Each dataset yields the expected increase in
k0t as the overpotential range shrinks. The general trend is also
consistent with prior results, where pristine carbon ber elec-
trodes yielded the slowest electron-transfer rate and Pt elec-
trodes yielded the highest.81,82 However, these data generally do
not yield clear asymptotes in k0t at small values of jhj; we
attribute this to the prevalence of background capacitance and
electrical noise in the voltammetry measurements, which result
in poorer ts and noisier k0t results as the tted overpotential
range shrinks to encompass only a few data points. This
problem is likely exacerbated by the use of UMEs, which give
sub-nA current ow near Eoc, making measurements especially
sensitive to vibrations and electrical interference.

Panel 6b demonstrates a full set of k0eff vs. time data for a Pt
UME during a 5-cycle charge–discharge experiment, where k0eff-
was taken as the maximum value of k0t in the shrinking over-
potential analysis. These data have been further plotted against
SOC, which was extracted from Eoc data in the analytical cell.
Here an intriguing set of trends emerge, where k0eff increases
and decreases with SOC (i.e., higher concentration of Fe3+ yields
faster rate and vice versa) and the overall range of k0eff values also
increases by a factor of 2 to 3 over several hours. The latter result
was consistent across multiple Pt measurements, which leads
us to conclude that the Pt surface is modied by Fe3+ (e.g., via
etching or surface functionalization) in a way that favorably
impacts the associated reaction kinetics. Both types of carbon
electrode also yielded k0eff values that varied systematically with
SOC, but neither showed persistent changes in k0eff over time
(see ESI, Fig. S2†). Hence, we tentatively conclude that the SOC-
dependence of k0eff is an artifact that also results from the
inuence of electrical noise and background capacitance on the
regression t. Neither capacitance nor random noise were
included in the simulated data in Fig. 5, and they might be
expected to have a larger impact at more extreme states of
charge since the magnitude of the anodic and cathodic current
ows are small at high and low SOC, respectively.

Panel 6c compiles k0eff values extracted from their peaks at
the maximum SOC across all 5 charge–discharge runs. Again,
we see clear evidence for increasing rate constant, but the
relative variation in initial k0eff is comparable in magnitude to
the relative change in rate constant over time. Additional
statistical analysis, in which we have estimated upper and lower
bounds of k0eff at a 95% condence interval, mainly show an
increased spread in the data (albeit asymmetrically biased in
the positive direction) as the Pt UMEs were cycled continuously
in Fe3+/2+. Moreover, these results all fall in the range of k0eff �
J. Mater. Chem. A, 2022, 10, 13917–13927 | 13923
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Fig. 6 Empirical kinetics data for three types of UME electrode in Fe3+/2+ RFB electrolyte: (a) representative k0fit vs. jhj data for Pt, pristine carbon
fiber, and oxidized carbon fiber electrodes extracted from voltammograms near 50% SOC; (b) k0eff and SOC vs. time data for a single Pt UME,
where k0eff was taken as the maximum value of k0fit as depicted in (a); (c) compiled k0eff values extracted from the battery cycle peaks (points at
which the SOCwasmaximized) for 5 separate experimental runs using a Pt UME, alongwith statistical estimates of the upper and lower bounds at
a 95% confidence interval; (d) upper and lower bound estimates of k0eff as in (c) for each of the three electrode types.
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10�3 cm s�1, which is near the upper bound of what can be
accurately measured with Jlim � 1 A cm�2. Accordingly, the
primary nding agrees with our prior work showing that Pt
electrodes catalyze Fe3+/2+ redox chemistry very efficiently, and
we tentatively conclude that Pt may become further activated
upon extended cycling.

Panel 6d compiles the equivalent bounded range of
k0eff values with 95% condence intervals across all three elec-
trode types. These data demonstrate that, despite run-to-run
variation, we are able to estimate electron-transfer rate
constants within a precision of approximately a factor of 3, or
half an order of magnitude. These data also clearly show that
pristine and oxidized carbon electrodes give stable reaction
kinetics over at least 3 to 4 hours of continuous cycling. More-
over, oxidized carbon ber UMEs catalyze Fe3+/2+ oxidation/
reduction 3 to 4 times more efficiently than pristine carbon
ber UMEs. Indeed, we speculate that values of 4 to 5� 10�4 cm
s�1 shown by oxidized carbon ber are fast enough to translate
to negligible overpotential losses at operating current densities
in the hundreds of mA cm�2 when combined with the ability to
increase roughness factor (electroactive area normalized to
supercial area) by 10–100 using porous electrodes derived
from carbon bers.96

While the ability to measure interfacial electron transfer
rates continuously during RFB operation is useful, extending
these types of measurements to technologically relevant elec-
trodes remains a key challenge.97–102 To this end, it is difficult to
extract microscopic reaction rates (e.g., turnover rate per elec-
trochemical surface area) from the types of porous carbon cloth,
13924 | J. Mater. Chem. A, 2022, 10, 13917–13927
paper, or felt electrodes that are used in RFBs.103 Alternatively, if
the surface chemistry of these materials could be replicated in
a nonporous, at electrode conguration, it would be possible
to extract k0eff values for use in kinetic/transport models to
predict the overpotential behavior of porous RFB electrodes.104

Replicating surface chemistry in this way can be accomplished
by removing individual carbon bers from commercial porous
carbon electrodes and using them for analytical measurements,
as has been demonstrated for aqueous VRFB electrolytes.72,94,105

It may also be possible to prepare non-porous electrodes on at
substrates using the same types of polymer precursors and
thermal treatments as are used to make commercial carbon
bers.106,107 We see these as among the best ways forward for the
development of model RFB electrodes to study the impact of
surface chemistry, and the incorporation of additional catalytic
units, on electron-transfer kinetics in RFBs over extended
operation.
Conclusions

We have described here the construction and operation of
a channel-ow UME analytical platform for executing contin-
uous voltammetric measurements inline with the operation of
a functional RFB. Operating the battery in an unbalanced,
compositionally symmetric conguration enables stable cycling
while simultaneously measuring the temporal evolution of
electrolyte composition and reaction kinetics in the coupled
analytical cell. We have also demonstrated a method for
extracting electron transfer rate constants from voltammetry
This journal is © The Royal Society of Chemistry 2022
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data that overcomes several of the key challenges associated
with conventional techniques, particularly the need to make
explicit measurements of mass-transfer controlled reaction
rates. This approach benets from very high rates of mass
transfer achievable with UMEs, but it should be applicable to
other electrode and cell geometries provided there exists
a potential region over which the current-overpotential behavior
is dominated by kinetics. Rate constants for Fe3+/2+ chemistry
were found to vary in the order Pt > oxidized C > pristine C, in
good agreement with prior work using stationary and rotating-
disk electrode voltammetry. Pt electrodes were further found to
increase in catalytic activity over at least several hours of cycling
in Fe electrolyte, albeit with increasing variability over time.

These results, along with the ability to estimate rate electron
transfer rate constants up to �0.1 cm s�1 (by increasing elec-
trolyte ow rate) with a precision of approximately half an order
of magnitude, make us condent that these approaches will be
broadly useful for further applications in RFB materials
discovery. Accordingly, this work sets the stage for future
studies aimed at tackling several key research questions and
outstanding challenges. Chief among these is whether it is
possible to develop cost-effective electrode materials in parallel
with novel RFB electrolyte chemistries to minimize efficiency
losses attribute to electron-transfer kinetics. Studies along these
lines will benet from the ability to make extended measure-
ments directly alongside ow battery operation, but it remains
to be seen whether the range of electrode compositions that are
accessible in UMEs can accurately replicate the surface chem-
istry of practical RFB electrodes. Another challenge involves the
use of commercial, liquid-lled reference electrodes, which we
found to be a weak point due to the tendency for their potentials
to dri under extended experimentation in harsh HCl-based
electrolytes. Similar challenges are likely to be encountered in
many RFB electrolytes, particularly nonaqueous RFBs for which
reference electrodes are even less standardized. Extensions
toward electrolytes that are oxygen sensitive will also likely
require modications to the experimental apparatus to exclude
atmospheric air. These and other challenges are certainly worth
tackling in the interest of advancing ow batteries and
continuous-ow electroanalytical techniques more broadly.
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