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In the domain of exchange-coupled polynuclear transition-metal (PNTM) clusters, local

emergent symmetries exist which can be exploited to greatly increase the sparsity of

the configuration interaction (CI) eigensolutions of such systems. Sparsity of the CI

secular problem is revealed by exploring the site permutation space within spin-adapted

many-body bases, and highly compressed wave functions may arise by finding optimal

site orderings. However, the factorial cost of searching through the permutation space

remains a bottleneck for clusters with a large number of metal centers. In this work, we

explore ways to reduce the factorial scaling, by combining permutation and point group

symmetry arguments, and using commutation relations between cumulative partial spin

and the Hamiltonian operators,
h�

Ŝ
ðnÞ�2

; Ĥ
i
. Certain site orderings lead to commuting

operators, from which more sparse wave functions arise. Two graphical strategies will

be discussed, one to rapidly evaluate the commutators of interest, and one in the form

of a tree search algorithm to predict how many and which distinct site permutations are

to be analyzed, eliminating redundancies in the permutation space. Particularly

interesting is the case of the singlet spin states for which an additional reversal

symmetry can be utilized to further reduce the number of distinct site permutations.
Understanding the ground- and excited-state electronic structures of polynuclear
transition-metal (PNTM) clusters and their magnetic and catalytic properties
represent important challenges in modern electronic structure theory.1

These compounds, abundant in nature, are the active sites of metalloproteins and
make key enzymatic reactions possible. For example, FeS clusters are at the core of
the nitrogenases, enzymes responsible for the nitrogen xation process for the
production of ammonia derivatives in soil and water;2–10 the oxygen evolving complex
(OEC) in photosystem II consists of a CaMn3O4 cubane cluster, which is responsible
for the water oxidation reaction within the more complex photosynthetic process.11–16

Biomimetic PNTM clusters also exist,17–20 such as the Co(II)3Er(III)(OR)4 cubane rele-
vant in the context of the articial water splitting process.21,22
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PNTM clusters consist of transition-metal ions (lanthanide or actinide ions are
also possible), at variable oxidation states, whose valence d (or f) orbitals are
partially occupied. In general, the unpaired electrons at each magnetic site obey
the rst Hund's rule and feature parallel spins. However, strong ligand eld
effects may cause some of the valence electrons to pair, effectively reducing the
formal local spin. Unusual spin structures may also exist, arising from the
combination of a metal center with commutable spins with radical ligands, such
that strong entanglement between the spin states at the metal center and the
ligands is observed (spinmerism, proposed as an extension of mesomerism to the
spin degree of freedom).23–25

The local spins couple across the magnetic sites, leading to a plethora of
energetically low electronic states.26 In this context, electronic states can be
distinguished into collinear states, with spins across the sites parallel or anti-
parallel aligned, and non-collinear states, with spin across magnetic centers
interacting at an angle (in the simple angular momentum vector model).

In principle, quantum chemical simulations represent a convenient tool to
rationalize at the atomic scale chemical properties of PNTM systems, and could
effectively contribute to the design of man-made compounds of desired magnetic
and/or catalytic properties. Collinear states are oen well described by (broken-
symmetry, BS) single determinantal wave functions, at the core of Kohn–Sham
DFT,7,27–46 upon an adequate choice of the exchange–correlation functional. However,
in general single-determinantal strategies fail in describing the non-collinear inter-
actions across the magnetic centers,47,48 albeit techniques exist, such as non-collinear
DFT,49–55 and the extended BS-DFT,46 that have shown some success.

Multicongurational techniques based on the concept of active space,56,57 such as
CASSCF,58–67 CASPT2,68–72 RASSCF and RASPT2,73–81 GASSCF and GASPT2,73,82–87

SplitGAS,87–89 and MC-PDFT,90–100 can describe on equal footings collinear and non-
collinear electronic states with the minimal number of assumptions. However, the
curse of dimensionality, i.e., the exponential growth of the many-body basis with the
size of the active space, limits the applicability of these strategies to active spaces with
at most 18 electrons and 18 electrons, CAS(18,18).101–103 The all-ferric Fe(III)4S4 cubane
with 5 unpaired electrons per metal center, would already require a minimal
CAS(20,20) for a qualitatively correct description of the spin coupling across the four
sites for all low-energy spin states, which is prohibitively expensive with conventional
approaches. Malrieu's difference-dedicated CI (DDCI)104–113 has been used with some
success to predict spin multiplets; however, DDCI wave functions also suffer from an
exponential scaling, and the computational limits are rapidly reached. Important
electron correlation effects such as the superexchange mechanism,114–117 and metal-
to-ligand (or ligand-to-metal) charge-transfer excited states can be described quali-
tatively correctly only at the price of even larger active spaces, which include orbitals
and electrons from the bridging ligand atoms.118–120 These forms of electron corre-
lation have been discussed in the literature.121 Larger PNTM clusters, such as the P-
cluster and the FeMo-cofactor (FeMo-co) with their eight transition-metal centers,
make theoretical predictions based on multicongurational approaches even
harder.122–131

Methods that approximate full-CI wave functions in large active spaces, such
as density matrix renormalization group (DMRG),1,132–143 selected conguration
interaction (Selected-CI),144–156 and stochastic strategies based on full-CI
quantumMonte-Carlo (FCIQMC)26,64,86,102,103,118,120,157–174 have been developed and
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applied with some success to problems requiring large active space wave func-
tions. Yet, the ability of these schemes to solve the CI secular problem within
a chosen active space strongly depends on the compression of the eigensolu-
tions, for example by exploiting sparsity of the Hamiltonian and its eigenstates
(FCIQMC), or correlated dependencies of the CI coefficients (DMRG). In turn the
wave function compression is affected by the chosen one-electron basis.175 In
general, dense wave functions require larger bond dimension values in DMRG
(M > 1 × 104), and larger number of stochastic particles (walkers) in FCIQMC
(Nwalkers > 1 × 1010) to converge, values that are computationally prohibitive for
routine computations.

In the context of exchange-coupled PNTM complexes, including Fe(III)4S4 and
Co(II)3Er(III)(OR)4, algorithms have been advised within DMRG to unitarily
transform the active molecular orbitals (MO) into one-electron bases that are
more conducive to fast convergence with respect to the M value.176,177 Similarly,
within the spin-adapted FCIQMC algorithm based on the graphical unitary group
approach (GUGA),118,178–184 MO transformations have been identied that increase
the sparsity of the CI Hamiltonian and the corresponding ground- and excited-
state eigenvectors, dramatically favoring the convergence of FCIQMC with
respect to the walker numbers.26,86,118,119,170,185,186 It has numerically been shown
that MO transformations that are optimal for DMRG differ from the ones that are
optimal for GUGA-FCIQMC.185,186 In the case of FCIQMC, large active space
calculations, correlating up to 44 electrons in 32 orbitals for the Fe(III)4S4 cubane,
CAS(44,32),119,170 and up to 56 electrons in 56 orbitals for a Co(II)3Er(III)(OR)4
cubane, CAS(56,56),186 have been performed at a relatively lower walker number
for specic orbital orderings.

Orbital (site) orderings can be identied that lead to sparse CI Hamiltonian
matrices with a unique (quasi) block diagonal structure, when expressed in spin-
adapted bases. Precisely this block diagonal structure minimizes the mixing of
CSFs, from which the sparse wave functions arise. Also, in virtue of the blocking it
has been possible to selectively target excited states.170

Using general model Heisenberg Hamiltonian operators187–192 for clusters of
various dimensions, shapes, and local spin value at each magnetic site (in general
Slocal > 1/2), Li Manni and co-workers193 have identied the rationale behind the
wave function sparsity and the blocking of the CI Hamiltonian matrix in the
commutation relations between cumulative partial spin operators,

�
Ŝ
ðnÞ�2 ¼

 Xn
M¼1

ŜM

!2

; (1)

where M runs over the rst n magnetic sites, and the Hamiltonian operator, Ĥ . The
choice of the Heisenberg model Hamiltonian is two-fold. First, Heisenberg models
describe the magnetic interactions in exchange-coupled PNTM clusters with a high
degree of accuracy, and any valuable observation in terms of sparsity can be promptly
transferred from the Heisenberg model to the full ab initio Hamiltonian.26,118,170,185,193

Moreover, site reordering is relevant only for open-shell electronic congurations,
and its effects in terms of sparsity becomemore important as the number of unpaired
electron (seniority) increases; from this point of view the Heisenberg model is most
suited as the CI space consists exclusively of unpaired electrons.

Specic site orderings may lead to vanishing commutators
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 263
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��
Ŝ
ðnÞ�2

; Ĥ
�
¼ 0: (2)

Commuting operators are associated with compatible observables, which can be
simultaneously determined. Furthermore, considering that cumulatively spin-
adapted bases, such as the GUGA conguration state functions (CSFs), are by
construction eigenbases of cumulative partial spin operators, it follows that CSFs
with different expectation value of partial spin operators may lead (when eqn (2) is
veried) to vanishing Hamiltonian matrix elements, causing the corresponding
Hamiltonian matrix to exhibit a unique block diagonal structure (vide infra). How
can we identify a site ordering that fullls eqn (2)? Is such site ordering unique?

Considering that the smallest relevant partial spin operator is the one of
a single site, (Ŝ(1))2, and that a CSF can be eigenfunction of such operator only if
orbitals (and their electrons) residing on one magnetic center are adjacent, the
grouping of orbitals on each site will always be assumed in the remainder of this
document. Therefore, the permutation space to be investigated scales asN!, where
N is the number of magnetic centers, and the search for optimal site orderings
becomes rapidly computational demanding for clusters with an increasingly
larger number of magnetic sites. Permutation and point group symmetries can be
exploited to substantially reduce the search for site orderings that maximize wave
function sparsity. This represents the main focus of the present work.

Site ordering not only affects the sparsity of the CI Hamiltonian matrix of
exchange-coupled systems; in recent literature, its role has been discussed in the
context of the Jordan–Wigner transformation for converting systems of spins into
systems of fermions and vice versa; and in that context an extended Jordan–
Wigner transformation has been proposed to circumvent this dependency.194,195
1 Commutators between partial spin and
Hamiltonian operators

The connection between site ordering, partial spin operators, commutators and
blocking of the CI Hamiltonian matrix in spin-adapted bases is quite remarkable,
and it emerges from the well-known cumulative spin couplings of the GUGA
method, which we briey recall below.

As in other genealogically constructed spin eigenfunctions,196 in GUGA, the
spin of each individual electron is coupled to all previous ones in a cumulative
manner; therefore, each CSF is by construction an eigensolution of any cumula-
tive partial spin operator (not necessarily over magnetic sites). In the context of
exchange-coupled PNTM clusters, it is reasonable to classify CSFs on the basis of
their expectation values over the cumulative partial spin operators of the
magnetic sites. The following CSFs

juuu,uud,dddi, juuu,udu,dddi, juuu,udd,uddi, (3)

are utilized as an example. In eqn (3), u and d represent the cumulative spin coupling
with S= 1/2 (spin-up) and S=−1/2 (spin-down), respectively. In each CSF of eqn (3),
sites A, B andC are separated by commas. The three CSFs have a common expectation
value over (ŜA)

2, SA(SA + 1) = 15/4. However, on the basis of the (ŜAB)
2 = (ŜA + ŜB)

2

264 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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metric, the rst two CSFs are grouped together, sharing the expectation value
SAB(SAB + 1) = 6, which is different for the third CSF, SAB(SAB + 1) = 2.

If we consider two CSFs with different eigenvalues (a s b) over (Ŝ(n))2�
Ŝ
ðnÞ�2jCSFi ¼ ajCSFi�

Ŝ
ðnÞ�2��CSF0� ¼ b

��CSF0�
;

and if ½ðŜðnÞÞ2; Ĥ � ¼ 0, we may write

hCSFj
�
Ŝ
ðnÞ�2

Ĥ � Ĥ
�
Ŝ
ðnÞ�2��CSF0� ¼ 0

ða� bÞ
D
CSF

��Ĥ ��CSF0E ¼ 0;

and since a s b, it must be deduced that hCSF��Ĥ ��CSF0i from which the block
diagonal structure of the Hamiltonian matrix arises. In the example above, this
well-known property of commuting operators197 would imply that CSFs with
different (ŜAB)

2 expectation values will not couple over Ĥ , and the CI Hamiltonian
matrix will exhibit a blocked structure over the (ŜAB)

2 expectation values. Thus, it
is pivotal to establish commutation relations between cumulative partial spin and
the Hamiltonian operators for different site orderings to understand and gain
control over the structure and sparsity of the Hamiltonian matrix.

Considering that oen magnetic interactions in exchange-coupled PNTM
clusters are well described by Heisenberg models, and that for the Heisenberg
model the evaluation of the above mentioned commutators is relatively easy, we
will describe commutation relations and blocking on the basis of these models;
and, in virtue of the correspondence between the two Hamiltonian operators, any
insight gained over the simpler model can be transferred in rst approximation to
the more complex ab initio Hamiltonian. The strategy of transferring information
from a simple model to a more complex one in the context of wave function
compression has been already utilized in previous works.118,170,193 It is to be noted
that, in general, exchange-coupled PNTM clusters exhibit local spin Slocal > 1/2,
and the analysis below will deal with this general case, rather than specic
examples with, say, S = 1/2 Heisenberg models.

Although Heisenberg models only approximately describe the full ab initio
Hamiltonians of molecules, they are useful to understand the effect of orbital
orderings on wave function compression. This is attributed to the fact that only u and
d couplings are involved in wave function compression. Empty and doubly occupied
orbitals are invariant under orbital orderings. This implies that CSFs with high
seniority contribute more than low seniority CSFs to the wave function compression
effects, as shown in Figure SI.1.† As an edge case, zero seniority CSFs are merely
single Slater determinants, that are not affected by the ordering in which orbitals are
coupled.

Thus, rather than focusing on ab initio Hamiltonians, we simplify the problem
by restricting our analysis to Heisenberg models, which still hold the essential
features of wave function compression via orbital orderings. As illustrated with
a Co(II)3Er(III)(OR)4 cubane cluster in Section 5, our analysis on Heisenberg
models can be easily extended to ab initio systems.

It is important to highlight that already Shavitt compared CI expansions based on
different orbital transformations.198 Unfortunately, the orbital transformations he
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 265
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suggested and explored and the chemical systems investigated were not conducive to
any major advantage in terms of compression, or reduced coupling (sparsity), and no
other work followed. In contrast, in the case of exchange-coupled PNTM clusters the
compression effects that follow localizations (in the case of ab initiomodels, based on
molecular orbitals) and site reorderings are dramatic, withmany orders ofmagnitude
reduction of the non-vanishing coefficients in the CI expansion. This wave function
compression is particularly appealing formethods that take advantage of the sparsity,
including FCIQMC, and thus worth investigating.

In the following we summarize two approaches to calculate the
h�

Ŝ
ðnÞ�2

; Ĥ
i

commutators, the conventional algebraic approach based on the Levi-Civita
symbols, and a faster graphical approach.

1.1 Levi-Civita approach

The commutator between a generalized Heisenberg Hamiltonian

Ĥ ¼ �
X
P.Q

JPQŜP$ŜQ; P; Q ˛ cluster sites; (4)

and a cumulative partial spin operator over the rst consecutive n sites (eqn (1))
can be written as a sum of commutators between the scalar products of local spin
operators, multiplied by the corresponding magnetic coupling constants, JPQ,�

Ĥ ;
�
Ŝ
ðnÞ�2� ¼ �

X
P.Q
R;S

JPQ

h
ŜP$ŜQ; ŜR$ŜS

i
: (5)

The scalar products may further be expanded into their Cartesian components (i, j
˛ {x,y,z}), h

ŜP$ŜQ; ŜR$ŜS

i
¼
X
ij

h
Ŝ
i

PŜ
i

Q; Ŝ
j

RŜ
j

S

i
: (6)

The rank reduction relation56

[ÂB̂,ĈD̂] = ĈÂ[B̂,D̂] + Ĉ[Â,D̂]B̂ + Â[B̂,Ĉ]D̂ + [Â,Ĉ]B̂D̂, (7)

may be applied to each component of eqn (6).
Considering commutation relations of local spin operators

[ŜiP,Ŝ
j
Q] = idPQ3ijkŜ

k
P, from angular momentum theory,199 eqn (7) suggests that non-

vanishing commutators are of the form

[ŜP$ŜQ,ŜR$ŜX], (8)

which contains three spin operators over different sites (i.e., Ps Q ^ Qs R ^ Rs
P), and the fourth one, ŜX, is one of the sites on the le of the commutator, X = P
or Q. Thus, [ŜA$ŜA,ŜB$ŜC] = 0, as the spin operator appearing twice, ŜA, only
appears on the le side of the commutator. In contrast, [ŜA$ŜB,ŜA$ŜC] s 0. For
convenience, for the non-vanishing commutators we introduce the ternary
quantity T̂ABC,

T̂ABC :¼ � 2
h
ŜA$ŜB; ŜB$ŜC

i
¼ 2i

X
ijk

3ijkŜ
i

AŜ
j

BŜ
k

C ¼ 2iŜA$ŜB � ŜC ; (9)
266 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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where the prefactor−2 is conveniently chosen to absorb the overall sign in eqn (4)
as well as the prefactor of the cross product (ŜA$ŜB) that arises in

(ŜA + ŜB)
2 = (ŜA)

2 + (ŜB)
2 + 2(ŜA$ŜB). (10)

In eqn (9), we have employed the Levi-Civita symbol, 3ijk, which exposes permu-
tations in a way compatible with tensor analysis. We also notice that the values of
non-vanishing commutators are compatible with the denition of scalar triple
product. By denition, T̂ABC is zero unless there are three different subscripts,
(ABC). Changing the order of the subscripts results in a factor of (−1)p, where p is
the number of pairwise swaps of the subscripts to recover the original (ABC) order.
For example, T̂ABC = T̂BCA = −T̂BAC.

We consider the Heisenberg Hamiltonian operator of an isosceles triangle as
an example

Ĥ ¼ �JAB
�
ŜA$ŜB

�
� JBC

�
ŜA$ŜC þ ŜB$ŜC

�
; (11)

where the JBC = JAC equality applies. The commutation relation��
ŜX

�2
; Ĥ
�
¼ 0 ðfor X ¼ A;B;CÞ (12)

is promptly recognized, as its components are of the type [ŜX$ŜX,ŜP$ŜQ] = 0 (two
identical spin operators on the same side of the commutator). If the ABC site
ordering is chosen, each CSF is an eigenfunction of (ŜA + ŜB)

2. The commutator
½ðŜA þ ŜBÞ2; Ĥ � can be simplied, considering that (ŜA + ŜB)

2 = (ŜA)
2 + (ŜB)

2 +
2(ŜA$ŜB) and that eqn (12) applies. Thus,��

ŜA þ ŜB

�2
; Ĥ
�
¼ �2JAB

h�
ŜA$ŜB

�
;
�
ŜA$ŜB

�i
�2JBC

h�
ŜA$ŜB

�
;
�
ŜA$ŜC

�i
�2JBC

h�
ŜA$ŜB

�
;
�
ŜB$ŜC

�i
¼ JBCðTBAC þ TABCÞ ¼ 0;

(13)

where in the last step we have used the equality TBAC=−TABC. For the commutator
vanishes, the corresponding Hamiltonian matrix is certainly blocked on the basis
of the partial spin eigenbasis and the eigensolutions of Ĥ will be compressed.

In the ACB ordering all CSFs will be eigenfunctions of the operator (ŜA + ŜC)
2.

The following commutator would be of interest��
ŜA þ ŜC

�2
; Ĥ
�
¼ �2JAB

h�
ŜA$ŜC

�
;
�
ŜA$ŜB

�i

�2JBC

h�
ŜA$ŜC

�
;
�
ŜA$ŜC

�i
�2JBC

h�
ŜA$ŜC

�
;
�
ŜB$ŜC

�i
¼ JABTCAB þ JBCTACB

¼ ðJAB � JBCÞTABCs0:

(14)

While in eqn (13) the commutator vanishes, leading to the advantageous blocking
of the corresponding Hamiltonian matrix, in eqn (14) the commutator in general
does not vanish, as JBC s JAB. Thus, in the latter case a non-block diagonal
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structure of the Hamiltonian matrix is to be expected under the (ŜA + ŜC)
2 metric.

As shown in Fig. 6 of ref. 193, the sparsity monotonically increases as JBC
approaches the JAB value.
1.2 Graphical approach

The observations from Section 1.1 enable a convenient graphical strategy to
evaluate commutators between cumulative partial spin and the Heisenberg
Hamiltonian operators½ðŜðnÞÞ2; Ĥ �, by relying on the triangle rules summarized in
Algorithm 1.

For a given ordering of subscripts, say IJK in eqn (15), the coupling constant,
JJK, between the site K in G2 and the site to its le in the subscripts (J in the case of
IJK subscripts) has a positive sign, while the coupling constant JIK with the other
site, I, has a negative sign.
Fig. 1 Schematic representation of a rhombus cluster and the partitioning of the triangles
on the basis of Algorithm 1. Filled and empty circles represent points in G1 and in G2,
respectively. The inset collects the symmetry operations of the D2 dihedral group.
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As an example of the applicability of the graphical method, a four-site
rhombus cluster is considered (Fig. 1). In calculating ½ðŜ1 þ Ŝ3Þ2; Ĥ �, following
Algorithm 1 we identify two nodes belonging to G1 ({1,3}) and two nodes
belonging to G2 ({2,4}). From the two sets, two triangles can be formed, namely
(132) and (134), which are marked in green and blue in Fig. 1a, respectively. The
two triangles identify the entries in the summation in eqn (15) (see Algorithm 2).
Similarly, in calculating ½ðŜ1 þ Ŝ2 þ Ŝ3Þ2; Ĥ �, the two groups G1 ¼ f1; 2; 3g and
G2 ¼ f4g are identied, from which three triangles can be drawn, namely (124),
(234) and (134) (different colors in Fig. 1b), corresponding to the three summands
in Algorithm 3.

Eqn (15) shows that a source of (quasi) vanishing commutators is the
cancellation of pairs of magnetic coupling constants with the same (or close)
value, when an appropriate orbital/site ordering is chosen; thus, generally wave
function compression can be achieved both for ferromagnetic and antiferro-
magnetic interactions, as long as an orbital/site ordering exists that leads to such
cancellation.

2 Permutation symmetry within the Hamiltonian

While in the previous section a graphical procedure has been discussed to access
the commutators between cumulative partial spin and the Hamiltonian opera-
tors, in this section the reduction of the dimensionality of the permutation space
is discussed on the basis of the internal symmetries of the Hamiltonian operator.
Two forms of Heisenberg Hamiltonian operators will be utilized, one in which the
Hamiltonian operator commutes with all cumulative partial spin operator
(Section 2.1), and a less strict one that commutes only with the rst m cumulative
spins (Section 2.2).
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2.1 Hamiltonian commuting with all cumulative partial spins

A general expression for a Heisenberg Hamiltonian that commutes with all
cumulative partial spin operators follows

Ĥ ¼ �
XN�1

K¼1

J1;Kþ1

 XK
I¼1

ŜI

!
$ŜKþ1: (16)

The Heisenberg Hamiltonian operator of the isosceles triangle and of the 4-site
pyramidal structure (see Fig. 2) feature this form of Hamiltonian operator.

In order to obtain an isosceles triangle, given the rst two sites, 1 and 2, the
third site, 3, must reside in the plane dividing the base in two equal parts and
perpendicular to the 12 direction (a two-dimensional degree of freedom). The 4-
site polyhedron that corresponds to the Hamiltonian operator of eqn (16) is ob-
tained by adding to the isosceles triangle a fourth point residing on the line
passing from the triangle's circumcenter and perpendicular to the triangle plane (a
one-dimensional degree of freedom). On the basis of geometrical criteria, a 5-site
system featuring a Hamiltonian as given by eqn (16) is also possible; starting from
the 4-site polyhedron of Fig. 2 the h site can only be uniquely located at the
center of the circumsphere (no degree of freedom). It is clear that on the basis of
geometrical considerations, a 6-site cluster that fullls the conditions of the
Hamiltonian operator of eqn (16) cannot exist, as a point in the three-dimensional
space that is equally spaced from all previous 5 sites does not exists. In molecular
clusters the magnetic coupling constants are not only dependent on the
geometrical features of the cluster, but can also be affected by environmental
effects, and ultimately magnetic symmetries may differ from the geometric ones.
It is therefore relevant, for pure amusement, to investigate whether such a highly
symmetric 6-site PNTM cluster could exist whose Hamiltonian features symme-
tries that go beyond the fundamental geometrical limits. Such a system would
have an astonishingly sparse Hamiltonian matrix if expressed in a cumulatively
spin-adapted basis.

For a 4-site pyramidal cluster (Fig. 2), eqn (16) reads as

Ĥ ¼ �J12Ŝ1$Ŝ2 � J13

�
Ŝ1 þ Ŝ2

�
$Ŝ3 � J14

�
Ŝ1 þ Ŝ2 þ Ŝ3

�
$Ŝ4: (17)
Fig. 2 Pyramidal structure that fulfills eqn (16). Notice that the base of the pyramid is an
isosceles triangle and the apex (vertex 4) is equally spaced from the vertices of the base (1,
2 and 3). In the middle of the pyramid the circumsphere center is also marked for a 5-site
cluster that fulfills eqn (16).
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The (1234) site ordering guarantees all commutators of such a Hamiltonian with
the cumulative partial spin operators to vanish. It is worth mentioning that when
applying the graphical approach (Algorithm 1) the (1234) ordering renders
uniquely isosceles triangles, namely (123), (124), (134), and (234), that make (JJK −
JIK) in eqn (15) consistently vanish.

Are there site permutations equivalent to (1234) in terms of retaining van-
ishing commutation relations? From inspection of eqn (17), it emerges that upon
(12) permutation, all cumulative partial spin operators still commute with the
Hamiltonian operator, making the (2134) site ordering identical to (1234); this
equivalence arises from the commutativity of dot products, i.e., Ŝi$Ŝj = Ŝj$Ŝi. Any
other permutation would lead to one or more non-vanishing commutators, thus
compromising the block structure of the corresponding Hamiltonian matrix and
the sparsity of the corresponding eigensolutions.
2.2 Less constrained Hamiltonians

Model Hamiltonians may also exist that commute only with the rstm cumulative
partial spin operators

Ĥ ¼ �
XN�1

K¼1

J1;Kþ1

 XminðK;mÞ

I¼1

ŜI

!
$ŜKþ1 �

XN�1

K¼mþ1

 XK
I¼mþ1

JI ;Kþ1ŜI

!
$ŜKþ1: (18)

The 4-site square model Hamiltonian,

Ĥ ¼ Jedge

�
ŜA$ŜB þ ŜB$ŜC þ ŜC$ŜD þ ŜD$ŜA

�
þ Jdiag

�
ŜA$ŜC þ ŜB$ŜD

�
; (19)

is an example of a cluster that fullls eqn (18), for the rst two sites, m = 2 (see
also ref. 193). In the following, two other examples will be discussed together with
the permutation symmetries that can be exploited in those cases. In practical
applications, even the simplest commutation relation between a local spin
operator and the Hamiltonian operator½ðŜiÞ2; Ĥ � ¼ 0, may lead to important
sparsity, in virtue of the separation of CSFs fullling and violating the rst
Hund's rule.

2.2.1 The diamond cluster. The Heisenberg Hamiltonian operator of a 4-site
cluster in a rhombus shape (Fig. 1) reads as

Ĥ ¼ Jedge

�
Ŝ1$Ŝ2 þ Ŝ2$Ŝ3 þ Ŝ3$Ŝ4 þ Ŝ4$Ŝ1

�
þ J13

�
Ŝ1$Ŝ3

�
þ J24

�
Ŝ2$Ŝ4

�
; (20)

where J13 could be larger, equal or smaller than J24. The square cluster with J13 =
J24 = Jdiag is a special case of the rhombus. As for the square cluster, the Hamil-
tonian operator (eqn (20)) can directly be derived from eqn (18), with m = 2 (with
some relabeling of the sites), and it commutes with (Ŝ1)

2 and (Ŝ1 + Ŝ3)
2 (partial

spin over diagonal interactions), but not with (Ŝ1 + Ŝ2 + Ŝ3)
2. As shown in Algo-

rithm 2, the site ordering (1324) leads to a vanishing commutator
½ðŜ1 þ Ŝ3Þ2; Ĥ � ¼ 0, for J12 = J23 and J34 = J14, and it is to be preferred over the
(1234) ordering, which instead does not exhibit such a vanishing commutation
relation.

The permutation group of the rhombus is the D2 dihedral group of order h = 4,
which is made of the identity (E) and the three C2 rotations around the Cartesian
axes (Fig. 1), and it is to be distinguished from the D2h point group symmetry the
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 271
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Table 1 Symmetry non-equivalent site orderings and corresponding L4-normsa for a 4-
site rhombus cluster with Sloc = 3/2b

Sym. elem. Symmetry non-equivalent site orderings

E 1234 2314 2341 1243 1324 2413
C2(z) 3412 4132 4123 3421 3142 4231
C

0
2ðxÞ 3214 2134 2143 3241 3124 2431

C00
2ðyÞ 1432 4312 4321 1423 1342 4213

L4(Stot = 0) 0.693 0.693 0.693 0.693 1.000 1.000
L4(Stot = 1) 0.564 0.564 0.447 0.447 0.702 0.561
L4(Stot = 3) 0.613 0.613 0.681 0.681 0.636 1.000

a The largest L4-norms are highlighted in bold and indicate the best site orderings. b We use
J12 = J23 = J34 = J14 = −1.789, J13 = −1.000, and J24 = −2.000.
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system belongs to. The list of N!/h = 6 symmetrically non-equivalent site
permutations consists of the (1234), (2314), (2341), (1243), (1324) and (2413)
orderings. These site orderings are listed in separate columns in Table 1, together
with the symmetry equivalent site orderings that are obtained by applying the
symmetry operations of the D2 dihedral group. In Table 1, an Sloc = 3/2 has been
utilized (see Table SI.1 in the ESI† for Sloc = 1/2). The level of compression
(measured by the L4-norm of the eigenvectors) as a function of different site
orderings, for the energetically lowest states with total spin Stot = 0,1,3, are also
reported in Table 1, for the geometry depicted in Fig. 1.

The L4-norm changes substantially as a function of the site ordering. For
example, for Stot = 0, the ground-state wave function reaches its maximum
compression, L4= 1.00, for the (2413) and the (1324) orderings, indicating (within
the cumulatively spin-adapted basis of CSFs) a single reference wave function. In
contrast, the other four site orderings feature a less compact ground-state wave
function with L4 = 0.69. This difference is to be attributed to the fact that for the
(2413) ordering ½ðŜ2 þ Ŝ4Þ2; Ĥ � ¼ 0, while for any of the other site orderings, say
(1243), ½ðŜ1 þ Ŝ2Þ2; Ĥ �s0.

We also notice that while for (1324) and (2413) the commutators of the
Hamiltonian operator with the 2-site partial spin operators vanish, i.e.,
½ðŜ1 þ Ŝ3Þ2; Ĥ � ¼ ½ðŜ2 þ Ŝ4Þ2; Ĥ � ¼ 0, the commutator with the three-site partial
spin operator does not vanish, and it differs for the two site orderings, namely
½ðŜ1 þ Ŝ3 þ Ŝ2Þ2; Ĥ �s0 ^½ðŜ2 þ Ŝ4 þ Ŝ1Þ2; Ĥ �s0. It is precisely this difference that
makes L4(1324) s L4(2413) for Stot = 1,2. It is to be noted that there is no single
site ordering that is best suited for all spin states. However, the (1324) and (2413)
orderings are similarly best suited for all spin states, if we consider averaging the
L4-norms over all spin states.

While identical eigenvectors are to be expected for point group symmetry
equivalent site orderings, Table 1 shows that eigenvectors with identical L4-norm
may also arise for symmetrically non-equivalent site orderings. For example, for
the triplet spin state, Stot = 1, the six non-equivalent site orderings further group
in four sets. This argument applies irrespective of the actual magnetic coupling
constants considered. This is an interesting observation, indicating that
272 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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Fig. 3 The kite cluster with labeled sites and rotation axis, C2(z) (in blue).

Table 2 Symmetry non-equivalent site orderings and corresponding L4-normsa for the 4-
site kite cluster with Sloc = 3/2b

Sym. elem. Symmetry non-equivalent site orderings

E 2314 3412 4132 1234 4123 1243 2341 3421 1324 3142 4231 2413
C2(z) 4312 3214 2134 1432 2143 1423 4321 3241 1342 3124 2431 4213

L4(Stot = 0) 0.693 0.693 0.693 0.693 0.693 0.693 0.693 0.693 1.000 1.000 1.000 1.000
L4(Stot = 1) 0.420 0.420 0.549 0.549 0.554 0.554 0.507 0.507 0.676 0.676 0.661 0.799
L4(Stot = 3) 0.650 0.650 0.672 0.672 0.682 0.682 0.821 0.821 0.409 0.409 0.822 0.984

a L4-norm calculated from the CI eigenvectors for each site ordering. b We use J12 = J14 =
−1.638, J23 = J34 = −0.894, J13 = −0.741, and J24 = −1.000.
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additional symmetries exist that further reduce the number of non-equivalent site
orderings. Thus, in the search for an optimal site ordering, instead of searching
the entire permutation space (N! = 24) or in virtue of dihedral symmetry
considerations, searching the reduced (N!/h = 6) space, it should be possible to
further restrict the search over a yet smaller space. This space can be identied by
a recursive procedure that relates permutations of tuples to the dihedral
symmetry of the cluster and will be introduced in Section 3.

2.2.2 The kite cluster. Squares and rhombi are special cases of the more
general 4-site kite clusters (Fig. 3) that will be discussed in the present section.

The dihedral group of the kite is D1 (h = 2), which is identical to C2 in non-
standard orientation, where the C0

2 axis of the D1 group is chosen along the z
and not the x direction. The symmetrically non-equivalent site permutations are
thus N!/h = 12, as summarized in Table 2.

The (2413) site ordering is the one that leads to maximum compression,
because it is the only ordering for which the commutation relation
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 273
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½ðŜ2 þ Ŝ4Þ2; Ĥ � ¼ 0 is fullled. This result is also graphically recognized (see Fig. 3)
as the (24) pair splits the kite into two isosceles triangles, (241) and (243). As
already observed for the rhombus case, symmetry non-equivalent site orderings
further group on the basis of the L4-norm values, so that for example for the Stot =
1 and Stot = 3 states the 12 symmetry non-equivalent site orderings lead to only 7
groups on the basis of the L4-norm value. In Section 3, the further reduction of
non-equivalent site permutations will be addressed and a recursive graphical
procedure discussed.

Moreover, in Tables 1 and 2 we also observe that the number of groups further
reduces to only two for the Stot = 0 state. The further reduction of distinct site
orderings for the singlet spin states is discussed in detail in Section 5.
3 Exploiting permutation symmetry via the tree
search algorithm

In the previous sections it has been shown that different site orderings have an
impact on the sparsity of the eigensolutions, as measured by the L4-norm of the
many-body expansion, and that commutators between cumulative partial spin
and the Hamiltonian operators can be used as descriptors of such sparsity. The
number of non-equivalent site permutations can trivially be reduced by the order
(h) of the point (or dihedral) group symmetry of the considered cluster (N!/h).
However, it has been observed that site permutations not related by point group
symmetry operations may still be grouped together under the metric of the L4-
norm. Thus, it should be possible to further reduce the space of non-equivalent
site permutations by exploiting additional internal symmetries of the Hamilto-
nian. A recursive graphical Tree Search Algorithm is presented, that is based on
the commutators between cumulative partial spin and Hamiltonian operators,
and that is relevant to identify the unique non-equivalent site orderings under the
L4 metric, and thus to reduce the factorial scaling of the permutation space.

A given site ordering, s, denes an array of commutators

A ðsÞ ¼
���

Ŝ
ð1Þ�2

; Ĥ
�
;

��
Ŝ
ð2Þ�2

; Ĥ
�
;.;

��
Ŝ
ðNÞ�2

; Ĥ
�	

; (21)

for an N-site cluster. Two arrays, A ðsÞ and A ðtÞ (where s and t dene two site
permutations), are considered equivalent if it is possible to establish equivalence
between the commutators within the two arrays, otherwise numerically if the L4-
norms (and thus the wave function structure) of the two site orderings, s and t, are
identical. The size of the permutation space can then be reduced by excluding
redundant site orderings leading to equivalent commutator arrays.

The effect of the point group symmetry on the array of commutators A ðsÞ, as
a whole, can be written as

A ðsÞ ¼ A
�
Ôs
�
; (22)

where Ô represents a symmetry operation within the cluster's point group
symmetry. One other symmetry we can exploit to reduce the permutation space
size is the commutativity of dot products, i.e., Ŝi$Ŝj = Ŝj$Ŝi. As in general the two
symmetries are not independent, i.e., a point group symmetry operation might
already cover the dot product symmetry or vice versa, one should consider the two
274 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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Fig. 4 Graphical representation (tree) of the cumulative partial spin operators and their
commutation relation with Ĥ for a 4-site kite cluster. The seven nodes at the bottom
correspond to the seven non-equivalent site orderings identified in Table 2 on the basis of
the L4-norm.
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symmetries simultaneously to span the entire permutation space of unique site
orderings.

In order to establish the A ðsÞ ¼ A ðtÞ equivalence we proceed recursively by
applying point group symmetry to the commutators ½ðŜðnÞÞ2; Ĥ �, for n values
increasingly larger, n = 1, 2, 3, ., and so on. This is best done graphically, by
means of a tree search algorithm. Fig. 4 shows the tree search algorithm applied
to the kite cluster.

The tree is formed by nodes and in each node a subset of sites are marked with
circles from which Ŝ(n) is built. For example, the top-le node of Fig. 4 represents
the (Ŝ1 + Ŝ3)

2 partial spin operator (nodes 1 and 3 are marked with blue circles),
from which the ½ðŜ1 þ Ŝ3Þ2; Ĥ � commutator is evaluated. Each row of the tree is
characterized by a unique n value of the (Ŝ(n))2 partial spin operator, starting with
n = 2 for the top row. Level-1 nodes are not considered as (Ŝ(1))2 always commutes
with any Heisenberg Hamiltonian operators, implying that any choice of level-1 is
equally good. We refer to the top row entries as level-2 nodes. Due to the
commutativity of dot products, ŜA$ŜB = ŜB$ŜA, we do not need to consider the
relative ordering of the rst two sites, which are consequently marked in the same
color.

Each row collects all non-equivalent cumulative partial spin operators, on the
basis of point-group symmetry considerations and commutativity of dot prod-
ucts. For example, in the top row of Fig. 4, the node labeled as (1–3) is identical
to (3–1) for commutativity of the dot product Ŝ1$Ŝ3 = Ŝ3$Ŝ1, from which it also
follows that ½ðŜ1 þ Ŝ3Þ2; Ĥ � ¼ ½ðŜ3 þ Ŝ1Þ2; Ĥ �. Thus, only one between (1–3) and
(3–1) is reported. Similarly, the (1–2) node is identical to (2–1) for commutativity,
and identical to (1–4) and (4–1) for point-group symmetry considerations. The
tree grows downwards to the next row (level 3). The (Ŝ(3))2 partial spin operators
are derived from the level-2 by adding circles with level-specic colors (in Fig. 4
blue circles are utilized for level-2 and green circles are utilized for the newly
introduced sites in level-3). Symmetry non-equivalent nodes lead to different
branches of the tree. The tree grows until the last level is reached (level-N, for an
N-site cluster). The level-N nodes span the permutation space of unique site
orderings. In the case of the kite cluster (Fig. 4), there are four distinct nodes in
level-2, and a total of seven distinct nodes in level-3. Branching from level-3
nodes to level-4 nodes is trivial and thus not shown in the gure. The seven
distinct orderings obtained from the tree search algorithm match the ones
identied in Table 2.
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 275
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Fig. 5 Graphical representation (tree) of the cumulative partial spin operators and their
commutation relation with Ĥ for a 6-site cluster in a regular hexagonal shape. The rows

identify the levels corresponding to the
h�

Ŝ
ð2Þ�2
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,
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Ŝ
ð4Þ�2

; Ĥ
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i
commutators. The 30 nodes at the bottom level correspond to the non-

equivalent site orderings identified in Table SI.5† on the basis of the L4-norm.
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The further reduction of distinct site orderings for singlet spin states is
explained in Section 5, and there its connection to the graphical tree search
algorithm will also be made.

4 A hairy example: the six-site cluster

In this section the tree search algorithm is applied to a larger 6-site hexagonal
cluster. The regular hexagon is in a D6 dihedral group (h= 12), and, in the absence
of the tree search algorithm discussed in Section 3, it would be characterized by
N!/h = 60 non-equivalent site permutations. By the application of the tree search
algorithm we show that this number can further be reduced. The complete tree is
shown in Fig. 5.

At the level-2 row we may identify 3 distinct pairs of sites, (12), (13) and (14).
Any other pair is identical to the three above either for point group symmetry
considerations or for the commutativity of the dot product. Thus, the three level-2
nodes indicate that there are only 3 non-equivalent commutators of the type
½ðŜð2ÞÞ2; Ĥ �. Following the tree search algorithm recursively until level-5 reveals
a total of 30 symmetry non-equivalent site orderings, which represents the
number of distinct permutations under the L4-norm metric (see Table SI.5†). The
tree search algorithm allows reduction of the permutation search from the initial
6! number of possible site orderings to only 30 distinct site permutations. The
number of distinct site orderings reduces to only 12 when the permutation space
of the singlet spin states is considered, a substantially smaller number. This
further reduction will be discussed in detail in Section 5.

5 Higher reversal symmetry for singlet spin
states

Table 1 (rhombus), Table 2 (kite) and Table SI.5† (regular hexagon) show that the
number of distinct site orderings on the basis of the L4-norm values further
reduces in the case of singlet spin states, Stot = 0, indicating that an additional
symmetry exists that could easily be exploited.

For singlet spin states, the Hamiltonian matrix elements for a given site
ordering, s, are identical to the ones obtained when the reverse site ordering ~s is
utilized
276 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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Ĥ ijðsÞ ¼ Ĥ ~i~jð~sÞ; (23)

where ji~i and j~j i refer to the reversed CSFs of ji i and j j i, respectively, in which the
orbital ordering is reversed and u and d spin couplings ipped; for example, the
reversed of jii = juduuddi is ji~i = juuddudi. A proof of eqn (23) is given in Section
5.1. Thus, the original and the reversed Hamiltonian matrices are identical, up to
permutation of rows and columns, and so are their L4 norms. This symmetry is not
present for spin states with Stot > 0, as it would lead to unphysical negative
cumulative spins. Therefore, while the (1234) and (2314) site orderings in Table 1
have the same L4 norms for any spin state in virtue of eqn (21) and (22), for the
singlet spin states also the (1234) and (4321) site orderings have the same L4
norms, precisely because they are the reverse orderings of each other. Similar
arguments apply to the (1324) and (4231) site orderings for the rhombus, as well as
all the equivalent orderings emerging for the singlet spin states of the kite example
(Table 2) and the regular hexagon (Table SI.5†).

The reversal symmetry for singlet spin states can also be identied graphically
in the tree search algorithm, by following the tree from the bottom level to the top
level and the ordering of the holes instead of the circles. For example, in the case
of the kite (Fig. 4), the (2314) ordering arises from choosing the third node in
level-2 and the fourth node in level-3. Reading this path in reverse ordering and
following the holes (sites not marked by circles) we would obtain the (4132)
ordering. These two site orderings will be in the same group on the basis of the L4
norm for the singlet spin states.

The equivalence between reverse site orderings identied for singlet spin
states explains the number of distinct site orderings found for the Co(II)3-
Er(III)(OR)4 cubane cluster studied in ref. 186. For the Co(II)3Er(III)(OR)4 cubane an
exhaustive site permutation search over all 4! site orderings for the lowest singlet
spin state has revealed only 3 distinct site orderings on the basis of the weight of
the dominant CSF (see Table 1 of ref. 186). The system is characterized by a C1

point group symmetry, and the magnetic interactions across the metal centers
should in rst approximation be described by a 6J-Heisenberg Hamiltonian; thus,
no permutation symmetry can be exploited in the tree search algorithm, except
the commutativity of the scalar products between the rst two chosen sites, that
reduces the number of non-equivalent site orderings to 4!/2. However, for the
singlet spin states, site orderings and their reverse are equivalent (halving the
distinct site orderings), and commutativity can also be applied to the reverse site
orderings (another factor of 2 reduction). Thus, despite the low point group
symmetry of the system, the permutation space is substantially reduced from 4! to
only 3, on the ground of reversal symmetry and commutativity of the rst two
scalar products.

5.1 Proof of the reversal symmetry for singlet states

In the cases where Sloc > 1/2, we may assume that there are multiple parallel
aligned electrons on each site (rst Hund's rule). Thus, a general equation for the
Heisenberg Hamiltonian operator reads as

Ĥ ¼ �
X
P.Q

JPQ
X
p˛P

X
q˛Q

Ŝp$Ŝq � JH
X
p
0
p˛P

psp
0

Ŝp$Ŝp
0 ; (24)
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where p (and p0) and q run over electrons on sites P andQ, respectively. JH[ 1 has
been introduced to guarantee ferromagnetic on-site couplings. When there is only
one electron on each site, eqn (24) reduces to eqn (4).

Heisenberg Hamiltonians can be expressed in terms of the exchange two-body
spin-free excitation operators using the following relation185

Ŝp$Ŝq ¼ �1

2

�
êpqqp þ êppqq

2

	
; (25)

where êqppq = êpqqp = ÊpqÊqp − Êpp, the one-body spin-free excitation

operator Êpq ¼
P

s¼[;Y
â†psâqs excites an electron of spin s from the orbital q to the

orbital p, and the operators â†ps and âqs are the electron creation and annihilation

operators, respectively.
Inserting eqn (25) into eqn (24) we obtain

Ĥ ¼ 1

2

X
P.Q

JPQ
X
p˛P

X
q˛Q

�
êpqqp þ 1

2

	
þ JH

2

X
p
0
p˛P

psp
0

�
êpp0p0p þ

1

2

	
; (26)

where we replace êppqq and êppp0p0 with 1 because they are products of the number
operators of each orbital that always accommodate a single electron. The constant
terms are invariant under the ordering reversal operation and will be ignored in
the remainder of this document. The ordering reversal operation converts the
electron labels p and q as

p/~p ¼ fN � pþ 1

q/~q ¼ fN � qþ 1;
(27)

where f is the number of electrons on each site and N is the total number of sites,
thus fN is the total number of electrons (for sake of simplicity it is assumed that all
sites have the same number of electrons f). In virtue of the reversal operation, the
magnetic coupling constant JPQ in the original site ordering is equal to J~P~Q in the
reversed ordering. Therefore, the equality

hi jêpqqpj ji = hi~jê~p~q~q~pj ~j i, (28)

represents a sufficient condition to verify eqn (23).
In GUGA, thematrix elements over exchange type two-body operators, êpqqp, are

calculated as 

i
��êpqqp�� j� ¼ X

x˛f0;1g

Y
k˛½q;p�

Wx

�
Yk; d

0
kdk;Dbk; bk

�
; (29)

where Yk refers to the segment type symbol; the segment value dk = 1 if the k-th
coupling of the ket CSF, j j i, is u (cumulatively spin coupling with s = +1/2) and
dk = 2 if the coupling is d (cumulatively spin coupling with s = −1/2); the d0

k

variable refers to the segment values of the bra CSF, jii; b0k and bk are the
cumulative spin values, 2Sk up to the k-level of the bra and ket functions,
respectively; and Dbk refers to the bk � b0k value.200 In eqn (29), all segment values,
WxðYk; d

0
kdk;Dbk; bkÞ, over the k segments for the same x value are multiplied, and

the resulting products over the two x values summed. For exchange type opera-
tors, êpqqp, only RL , RL, and RL segment type symbols are to be considered out of
278 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024
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Fig. 6 Genealogical branching diagram representing the jji = juuudduddi and jii =

juududdudi CSFs. An ordering reversal operation of a CSF can be viewed as reading the
same CSF in the reverse path; thus, j~ji = juuduudddi. The loop between the two CSFs in
the range k ˛ [3,7] is filled in gray and indicates the segments contributing to the hijê3773jji
coupling element.
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all possible combinations (see Table VI of ref. 200). If k= q, the segment type is RL
(tail node), if k = p, the segment type is RL (head node), and the other internal
segments are of the RL type.

While within the GUGA framework, CSFs and their step vectors are generally
represented graphically via Shavitt's graphs, for the special Heisenberg model
case (where orbitals can only be singly occupied by u and d spins) a slightly
modied version of the simpler genealogical branching diagrams can be utilized.
In Fig. 6, two CSFs, jii = juududdudi and j ji = juuudduddi, are graphically rep-
resented by a dashed and a solid line, respectively. The abscissa and the ordinate
represent the k level and the corresponding cumulative bk value, respectively. In
general, paths are followed from the le to the right (direct paths). One advantage
of using genealogical branching diagrams over Shavitt graphs for CSFs with only
unpaired electrons is that reading a CSF path from right to le (reverse path,
follow the ~k levels in Fig. 6) is equivalent to reversing the CSF, with decreasing
segments becoming increasing segments and vice versa. In any direct path, the
node on the right of each segment indicates the cumulative bk value, while in any
reverse path the node on the le of each segment represents the cumulative b~k.

When using the genealogical branching diagrams, the segments contributing
to a direct coupling element, hijêpqqpj j i are also the contributing segments to the
inverse coupling element, hi~jê~p~q~q~pj ~ji. For example, in Fig. 6 the contributing
segments of hijê7337j j i (lled in gray) are also the contributing segments of
hi~jê~7~3~3~7j~j i = hi~jê2662j~j i (eqn (27) has been used for the orbital label inversion).
Although the same segments are used for the matrix element calculations of the
original and the reversed two-body operators, the segment values
WxðYk; d

0
kdk;Dbk; bkÞ become WxðY~k; d

0
~kd~k;Db~k; b~kÞ, which may not necessarily be

the same as the segment values in the k indices. This behavior is shown with an
example in Tables 5 and 6, where the hi jê3773j j i and the h~i jê2662j~j i are evaluated.
The individual segment values for the direct and reversed matrix elements are in
general not the same, however their products are and numerically prove eqn (28).
A more general proof will be offered in the following.
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 279
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Table 5 Evaluation of hijê3773jji = huududdudjê3773juuudduddi Hamiltonian matrix
element using tabulated value reported in Table 3 (W1) and Table 4 (V1). Segment values
outside of the range [3,7] are not defined and are marked with—.W0 and V0 values are not
reported as at least one of the contributing factors vanishes

k b0 b Db d0 d W1(d0d,Db,b) V1(d0d,Db,b)

1 1 1 0 1 1 — —
2 2 2 0 1 1 — —
3 1 3 2 2 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðb� 1Þðbþ 1Þp
b

1

4 2 2 0 1 2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

bðbþ 2Þ

s
�

ffiffiffi
2

p

bþ 1

5 1 1 0 2 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bðbþ 2Þ
ðbþ 1Þðbþ 2Þ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðbþ 3Þ

ðbþ 1Þðbþ 2Þ

s

6 0 2 2 2 1 � ffiffiffi
2

p
=b

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

ðb� 1Þðbþ 1Þ

s

7 1 1 0 1 2 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðbþ 2Þp
bþ 1

8 0 0 0 2 2 — —

hijê3773jji ¼
ffiffiffiffiffiffiffi
2$4

p

3
$�

ffiffiffiffiffiffiffi
2

2$4

r
$

ffiffiffiffiffiffiffi
1$4

2$3

r
$�

ffiffiffi
2

p

2
$1 ¼ 1$�

ffiffiffi
2

p

3
$

ffiffiffiffiffiffiffi
1$4

2$3

r
$�

ffiffiffiffiffiffiffi
2

1$3

r
$

ffiffiffi
3

p

2
¼ 1

3

ffiffiffi
2

3

r

Table 6 Evaluation of h~ijê2662j~ji = huduududdjê2662juuduudddi Hamiltonian matrix
element using tabulated value reported in Table 3. Segment values outside of the range
[2,6] are not defined and are marked with—. W0 and V0 values are not reported as at least
one of the contributing factors vanishes

~k b0 b Db d0 d W1(d0d,Db,b)

1 1 1 0 1 1 —
2 0 2 2 2 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðb� 1Þðbþ 1Þp
b

3 1 1 0 1 2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

bðbþ 2Þ

s

4 2 2 0 1 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðb� 1Þðbþ 2Þ

bðbþ 1Þ

s

5 1 3 2 2 1 � ffiffiffi
2

p
=b

6 2 2 0 1 2 1
7 1 1 0 2 2 —
8 0 0 0 2 2 —

h~ijê2662j~ji ¼
ffiffiffiffiffiffiffi
1$3

p

2
$�

ffiffiffiffiffiffiffi
2

1$3

r
$

ffiffiffiffiffiffiffi
1$4

2$3

r
$�

ffiffiffi
2

p

3
$1 ¼ 1

3

ffiffiffi
2

3

r

Faraday Discussions Paper
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 2
3 

ab
ri

l 2
02

4.
 D

ow
nl

oa
de

d 
on

 0
1/

02
/2

02
6 

5:
06

:3
8.

 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
Instead of calculating the segment values using the original GUGA Table 3 with
variables (b0, b,Db, d0, d) of the reversed CSFs and the reversed generator, say ê2662,
one could rst convert Table 3 to a reversed table, where changes to the b0, b, Db,
d0, d are applied (Table 4), and then use the variables of the original CSFs and
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generator, say ê3773, with segment values collected from the reversed table. Table 4
is obtained by noting that if dk = 1 then d~k = 2 (an up-spin in the direct branch is
a down-spin in the reverse branch) and b~k = bk − 1; and vice versa, a dk = 2 is
reversed to d~k = 1, and b~k = bk + 1. Moreover the RL becomes RL and vice versa.
This strategy makes the evaluation of the Wx values convenient, as one can
consistently use the d0

kdk;Dbk; bk variables of the direct CSFs.
Tables 3 and 4 show that the only difference in the contributions toW0 for x =

0 is the sign of RL and RL segment values; however, as any Hamiltonian matrix
elements always contains only one RL and one RL segment, the nal products are
always the same in sign and value for x= 0 terms. The tables also show coinciding
segment values for (d0,d) = (1,1) and (d0,d) = (2,2) for the RL and RL cases, as well
as for the RL case with Db = 0.

Next, we prove that

W1

�
RL; d

0
kdk;Db; b

�
W1

�
RL ; d 0

kdk;Db; b
� ¼ V1

�
RL; d

0
kdk;Db; b

�
V1

�
RL ; d 0

kdk;Db; b
� ¼ r

�
d
0
kdk;Db; b

�

W1

�
RL; d

0
kdk;Db; b

�
W1

�
RL; d 0

kdk;Db; b
� ¼ V1

�
RL; d

0
kdk;Db; b

�
V1

�
RL; d 0

kdk;Db; b
� ¼ r

0�
d
0
kdk;Db; b

�
;

(30)

with an example. Let us consider the segment values

W1

�
RL ; 21; 2; b

�
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðb� 1Þðbþ 1Þp
b

, and W1ðRL; 21; 2; bÞ ¼ �
ffiffiffi
2

p

b
; their ratio is
Fig. 7 All possible loops that can appear in Heisenberg Hamiltonian matrices, represented
via genealogical branching diagrams. The simplest loops are (a) for d0d = 12 and (b) for
d0d= 21 loop openings. Arbitrary length-n loops are viewed as inserting n− 2 segments of
d0d = 11 and/or d0d = 22 couplings in between the loop-opening and -closing segments:
(c) a loop opened by d0d = 12 segments and (d) a loop opened by d0d = 21 segments.
Indices of the loop-opening segment (m) and the one before the loop-closing segment
(m+ n− 2) are presented for (c) and (d). The b value of the nodemarked in red is b (see eqn
(34)). Undulating lines denote any possible couplings before and after the opening and
closing segments.
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W1ðRL; 21; 2; bÞ
W1

�
RL ; 21; 2; b

� ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
ðb� 1Þðbþ 1Þ

s
. The V1 counterpart of this ratio (from

Table 4) is
V1ðRL; 21; 2; bÞ
V1

�
RL ; 21; 2; b

� ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
ðb� 1Þðbþ 1Þ

s
, which is the same as the ratio for

W1. The equivalence of ratios holds for all d0d = 12 and d0d = 21, and both for RL
and RL segment types (le as an exercise for the motivated reader).

Thus, any RL and RL segments can always be expressed as

W1

�
RL ; d

0
kdk;Db; b

�
¼ W1

�
RL; d

0
kdk;Db; b

�
rðd 0

kdk;Db; bÞ ; (31)

and any segment product can always be written as a simple product of internal RL
segments. In the evaluation of segment products, and moving towards the proof
of eqn (28), in virtue of eqn (30) the rðd0

kdk;Db; bÞ can be omitted, as it takes
identical values for direct (W) and reversed (V) segment products.

The details discussed above can be utilized to demonstrate eqn (28) by
induction. The simplest possible loop types are considered as base case of the
induction (see Fig. 7). In one case (Fig. 7a) a loop-opening segment of the type
d0kdk ¼ 12 is immediately closed by the loop-closing d0

kþ1dkþ1 ¼ 21 segment, and
in another case (Fig. 7b) a loop-opening segment of the type d0

kdk ¼ 21 is followed
by the loop-closing d0

kþ1dkþ1 ¼ 12 segment. The undulating lines outside the
loops represent branches that are identical in the two coupled CSFs, hijêpqqpjji,
outside the range of the generator.

The coupling element value of the loop in Fig. 7a, upon taking advantage of
eqn (31) and omitting rðd0

kdk;Db; bÞ, is

W1ðRL; 12;�2; b� 1ÞW1ðRL; 21; 0; bÞ ¼
 
�

ffiffiffi
2

p

bþ 1

! 
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

bðbþ 2Þ

s !

¼ 2

ðbþ 1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðbþ 2Þp :

(32)

The V1 counterpart of this loop (relying on tabulated values of Table 4) lead to the
same result

V1ðRL; 12;�2; b� 1ÞV1ðRL; 21; 0; bÞ ¼
 
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

bðbþ 2Þ

s ! 
�

ffiffiffi
2

p

bþ 1

!

¼ 2

ðbþ 1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bðbþ 2Þp :

(33)

A similar proof holds for the second loop type (Fig. 7b).
In the induction step, we insert a segment to the le of the closing segment; we

may refer to the new segment as the n-segment, making the step vector of size n + 1
aer insertion (see Fig. 7c and d). Only segment insertions of the d0d= 11 and d0d=
22 type will be considered, that retain theDb value of the level prior to the insertion;
other segment pairs lead either to closing loops which is invalid as the node of the
inserted segment is not connected to the existing segment, or jDbj > 2 whichmakes
the coupling element zero, equally proving W1 h V1 and thus eqn (28). As an
example, we show the induction step for a generic loop with a W1(RL;12,−2,bm)
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loop-opening m segment (see Fig. 7c for reference). For a loop of length n, the
b value of the loop-closing segment is bm+n−1, and the following equation

W1ðRL; 12;�2; bmÞ/W1ðRL; 21; 0; bþ 1Þ¼V1ðRL; 12;�2; bmÞ/V1ðRL; 21; 0;bþ 1Þ;
(34)

is assumed valid for a loop of size n as part of the induction procedure, where b =

bm+n−2, represents the b value of the last segment before the closing one, which is
thus increased by 1 unit in the closing segment, (b + 1).

Inserting a d0d = 11 segment leads to the following change to the last factor of
the le hand side of eqn (34)

W1ðRL; 21; 0; bþ 1Þ¼�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

ðbþ 1Þðbþ 3Þ

s
/W1ðRL;11;�2; bþ 1ÞW1ðRL; 21; 0; bþ 2Þ

¼
ffiffiffi
2

p

bþ 3
:

(35)

Repeating the same procedure for V1 gives

V1ðRL; 21; 0; bþ 1Þ ¼ �
ffiffiffi
2

p

bþ 2
/V1ðRL; 11;�2; bþ 1ÞV1ðRL; 21; 0; bþ 2Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðbþ 1Þp

ðbþ 2Þ ffiffiffiffiffiffiffiffiffiffiffi
bþ 3

p ; (36)

The change introduced by the insertion

W1ðRL; 11;�2; bþ 1ÞW1ðRL; 21; 0; bþ 2Þ
W1ðRL; 21; 0; bþ 1Þ

¼ V1ðRL; 11;�2; bþ 1ÞV1ðRL; 21; 0; bþ 2Þ
V1ðRL; 21; 0; bþ 1Þ ¼ �

ffiffiffiffiffiffiffiffiffiffiffi
bþ 1

bþ 3

s
; (37)

is identical for the le and right hand side of eqn (34). A similar proof holds for
the insertion of a d0d = 22 segment.

Equivalent conclusions are obtained by applying insertions to d0d = 21 loop-
opening segments (Fig. 7d). Thus, the induction completely proves eqn (23) for
any Heisenberg Hamiltonians within the singlet spin symmetry.
6 Conclusions

Within cumulatively spin-adapted many-body bases, site reorderings considerably
impact the sparsity of the Hamiltonian matrix and its eigenfunctions, allowing
methods that approximate the full CI solutions, including the spin-adapted FCIQMC
algorithm, to converge rapidly to the exact solution for specic site orderings. Site
permutations exist that lead to Hamiltonian matrices with a unique (quasi) block
diagonal structure. Within each block, the spin-adapted functions (oen referred to
as conguration state functions, CSFs) have a common expectation value of the
cumulative partial spin over the rst n sites, h(Ŝ(n))2i. The unique block structure is

explained by the commutation relation
h�

Ŝ
ðnÞ�2

; Ĥ
i
; for some site orderings such

commutator vanishes, allowing the Hamiltonian and the cumulative partial spin
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operators to share common eigensolutions (compatible observables). The sparsity
that follows vanishing commutators is of broad impact. It applies to general systems

with Slocal $
1
2
; it equally applies to homonuclear and heteronuclear systems; it holds

for PNTM clusters whose magnetic centers have the same or different local spins, as
long as their interactions are dominantly of exchange type. For vanishing commu-
tators the numerical values of the magnetic coupling constants do not have any
impact on the sparsity of the Hamiltonianmatrix, and sparsity persists whether Jpq >
0 or Jpq < 0.

Permutation and point group symmetries can be exploited such that the number
of non-equivalent site orderings, on the basis of the L4-norm metric, is reduced as
compared to the factorially growing (N!) permutation space. A tree search algorithm
could be utilized to identify the distinct site orderings. The number of distinct site
orderings is substantially reduced for the singlet spin states, on the basis of reversal
symmetry and commutativity of scalar products. The importance of this strategy
resides in its ability to reduce the space of distinct site orderings as compared to the
factorial growth of the permutation space with the number of magnetic centers.

The equivalence between reverse site orderings for singlet spin states further
reduces the number of distinct site orderings, as found, for example, for the
Co(II)3Er(III)(OR)4 cubane cluster studied in ref. 186. In ref. 186, only three distinct
site orderings have been identied upon searching the 4! permutation space of
the singlet spin sector. The Co(II)3Er(III)(OR)4 system is characterized by a C1 point
group symmetry; thus, in principle, no point-group symmetry arguments can be
invoked to justify the reduction in distinct site orderings. In the present work, we
demonstrated the reduction in distinct site orderings on the ground of the
reversal symmetry and commutativity of the scalar products. Moreover, via the
tree algorithm we have been able to predict what these three orderings are.
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I. Conti, S. Coriani, J. Cuéllar-Zuquin, R. E. Daoud, N. Dattani, P. Decleva,
C. de Graaf, M. G. Delcey, L. D. Vico, W. Dobrautz, S. S. Dong, R. Feng,
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vol. 1, pp. 1–874.
192 C. de Graaf and R. Broer, Magnetic Interactions in Molecules and Solids,

Springer International Publishing, Cham, 2016.
193 G. Li Manni, D. Kats and N. Liebermann, J. Chem. Theory Comput., 2023, 19,

1218–1230.
194 T. M. Henderson, G. P. Chen and G. E. Scuseria, J. Chem. Phys., 2022, 157,

194114.
195 T. M. Henderson, F. Gao and G. E. Scuseria, Mol. Phys., 2023, 122(7–8),

e2254857.
196 R. Pauncz, Spin Eigenfunctions: Construction and Use, Springer, 1979.
197 C. Cohen-Tannoudji, B. Diu and F. Laloe, Quantum mechanics, Wiley, New

York, 1977, vol. 1, p. 898.
This journal is © The Royal Society of Chemistry 2024 Faraday Discuss., 2024, 254, 261–294 | 293

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4fd00061g


Faraday Discussions Paper
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 2
3 

ab
ri

l 2
02

4.
 D

ow
nl

oa
de

d 
on

 0
1/

02
/2

02
6 

5:
06

:3
8.

 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
198 I. Shavitt, B. J. Rosenberg and S. Palalikit, Int. J. Quantum Chem., 1976, 10, 33–
46.

199 D. M. Brink and G. R. Satchler, Angular Momentum, Oxford University Press,
1994.

200 I. Shavitt, in The Unitary Group for the Evaluation of Electronic Energy Matrix
Elements, ed. J. Hinze, Springer Berlin Heidelberg, Berlin, Heidelberg, 1981,
pp. 51–99.
294 | Faraday Discuss., 2024, 254, 261–294 This journal is © The Royal Society of Chemistry 2024

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4fd00061g

	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g

	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g

	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g

	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g
	Permutation symmetry in spin-adapted many-body wave functionsElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d4fd00061g


