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Ab initio Auger spectrum of the ultrafast
dissociating 2p3/2

�1r* resonance in HCl†

Mateja Hrast, *ab Marko Ljubotina b and Matjaž Žitnik*ac

We present an ab initio theoretical method to calculate the resonant Auger spectrum in the presence of

ultrafast dissociation. The method is demonstrated by deriving the L-VV resonant Auger spectrum

mediated by the 2p3/2
�1s* resonance in HCl, where the electronic Auger decay and nuclear dissociation

occur on the same time scale. The Auger decay rates are calculated within the one-center

approximation and are shown to vary significantly with the inter-nuclear distance. A quantum-

mechanical description of dissociation is effectuated by propagating the corresponding Franck–Condon

factors. The calculated profiles of Auger spectral lines resemble those of atomic Auger decay but here

the characteristic tails extend towards lower electron kinetic energies, which reflect specific features of

the potential energy curves. The presented method can describe the resonant Auger spectrum for an

arbitrary speed of dissociation and simplifies to known approximations in the limiting cases.

1 Introduction

The concept of ultrafast dissociation (UFD) was first proposed
in 1986 by Morin and Nenner in the analysis of their experi-
mental results on the HBr molecule.1 They concluded that the
Auger decay of the 3d hole in a molecule, resonantly excited to
an anti-bonding state, mostly occurs after the neutral dissocia-
tion of HBr has taken place, as the observed electron spectrum
was similar to that emitted by the 3d hole in atomic Br. Atomic
lines, demonstrating dissociation on a time scale shorter than
Auger decay, were later found in the spectra of other molecules,
as well, typically upon excitation of an electron from an inner to
an antibonding molecular orbital.2–7

Despite the abundance of experimental data,8–17 the compe-
tition between UFD and Auger decay still lacks theoretical
description, which would thoroughly follow the UFD driven
changes of electronic decay from the molecular to purely
atomic environment. Due to numerous degrees of freedom,
the molecular Auger spectra are rather complex with different
overlapping features, which makes theoretical modelling of
even the simplest molecules challenging. While calculations
of the electronic structure of the molecular ground state and
valence-excited states are now performed routinely, accurate

methods to describe the asymptotically free Auger electron wave
in a true molecular potential have only emerged recently.18–21

In a recent work, Kokkonen et al.4 studied UFD in chloro-
methanes with a 2p vacancy on chlorine. Clear experimental
evidence of UFD was found in the lightest species CH3Cl, while
no clear UFD signal was observed in the heaviest CCl4, although
the initial dynamics within the Franck–Condon region is simi-
lar for both.22 A simple Mulliken analysis showed that the
charge redistribution triggered by dissociation is faster in
heavier chloromethanes and may affect the electronic wave-
functions significantly during the dissociation. However, this
analysis alone is insufficient to directly explain the difference
between the observed 2p3/2

�1s* resonant Auger (RA) spectra of
different chloromethanes. Clearly, Auger rate calculations that
account for the variation of the electronic molecular states
during dissociation are required to explain the observation.

An example of the competition between UFD and Auger
decay in the HCl molecule is illustrated in Fig. 1. After exciting
an electron from the 2p core orbital of the chlorine atom to the
antibonding LUMO s* (red dashed arrow), the molecule finds
itself in an ultrafast dissociating state, represented by the top
potential energy curve (PEC). As the system travels along the
PEC, Auger decay can occur at any point during the dissociation
(orange arrows) or later in the separated atoms (purple arrow),
placing the molecule (or in the separated case, the chlorine
atom) in the ionized state with two vacancies in the valence
shell. Unlike in fluorescence decay, PECs of the initial and final
states of the Auger decay are never parallel, so the energy
difference between the PECs varies with inter-nuclear distance,
and the corresponding Auger spectral line is non-trivially
broadened.
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This exact process had already been extensively studied
experimentally2,6,23–27 but the only attempt that we are aware
of to model the mixed molecular-atomic nature of Auger line-
shapes is that of Kukk et al.28 (later reproduced by Menzel
et al.3). They used a simple exponential interpolation through
potential energy points from ref. 29. The Auger line shapes were
generated using a Monte-Carlo procedure, assuming a vibra-
tional ground state and relying on a semi-classical description
of dissociation along the PEC of the 2p�1s* state, based on the
experimentally known parameters. While they have assigned
the Auger kinetic energy at the moment of emission to
the difference in the corresponding PECs, they have assumed
the Auger decay rate to be independent of the inter-nuclear
distance. Their work was later used by Kivimäki et al. to fit the
angular-dependent experimental spectra.24 They used a combi-
nation of a pseudo-Voigt profile for the atomic peak and a
symmetric Gaussian for the molecular tail, which adequately
described the measured spectra.

There are other existing approaches to treat the UFD and
Auger decay simultaneously, however, they rely on different
simplifications, which are not valid for the decay of the Cl 2p
hole. For example, Goldsztejn et al.30 treated the 1s photo-
ionization and excitation in HCl. They derived quantum-
mechanical expressions for the Auger cross-section within the
Franck–Condon region. However, their approach is only applic-
able for small deviations from the ground state geometry,
which is sufficient to describe the K-LL Auger decay, which
occurs on about 8 times shorter time scale than the decay of the
Cl 2p hole.31 Another approach was suggested and applied to
the HF molecule by Pahl et al.,32 where only the nuclear wave-
function was propagated in time, while the electronic part was
assumed to be independent of the nuclear coordinates.

However, the recent work of Kokkonen et al.4 shows that the
electronic part must play an important role in the case of the
L-VV Auger decay of the 2p vacancy in chloromethanes.
Inhester et al.33 combined a model of classically-propagating
nuclei with an explicit integration of coupled Schrödinger
equations to describe the electron continuum wavefunction at
different molecular geometries. Their model was recently used
to describe the measured Auger spectra of water.14,17 The most
recent theoretical approach by Tenorio et al.34 employed a
combination of a restricted-active-space perturbation theory
and molecular dynamics simulations to describe the effect of
UFD in ozone. Their nuclear dynamics calculation is based on a
statistical description of the initial geometry and adiabatic
propagation in small time steps. Although the works of
Inhester et al. and Tenorio et al. accurately capture the main
features of the measured Auger spectra, we show in this work
that a quantum-mechanical description of nuclear dynamics is
needed to model specifically asymmetric line-shapes produced
by UFD.

Several theoretical studies have also been performed to
describe the non-resonant Auger decay following 2p photoio-
nization of HCl. The most recent is that by Kivilompolo et al.,9

who performed a non-relativistic ab initio calculation of the
Auger electron spectra in several chlorine-containing mole-
cules. They used a Hartree–Fock based method, the one-
center approximation (which has been successfully applied to
the HCl molecule before35,36) and also included configuration
interaction and lifetime vibrational interference. However, their
treatment of dissociation of the 2p�1 molecular ion was derived
solely from the shape of the PEC near the equilibrium distance,
because the dissociation is slower than in the 2p�1s* case.

This paper presents a relatively simple and robust, ab initio
approach for calculating the Auger spectrum of an ultrafast
dissociating molecular state that follows the evolution of the
molecular state all along the potential energy curve. First, a
quantum-chemical calculation of PECs for all molecular states is
required. Next, the one-center method37 is employed to project the
evolving molecular orbitals onto the atom with a localized core
hole, which gives the largest contribution to the Auger decay rate.
These projections are then expanded in the atomic orbitals of the
atom with the core–hole. Assuming frozen spectator orbitals at
different stages of dissociation, the expressions for the Auger
decay rates reduce to a sum of atomic-like terms, which are
relatively simply evaluated. The quantum-mechanical approach
of Gelmukhanov and Ågren38 is adapted to our case to treat
nuclear dynamics. Partial amplitudes are derived in terms of
Franck–Condon factors using a quasiclassical propagator.
To obtain the spectral lines, the contributions are integrated over
the energy range of each final state, which generates the char-
acteristic shape for a given Auger transition. Finally, the spectral
lines of all final states are summed into the total Auger spectrum.
To illustrate the method we present the calculation of the
resonant Auger electron spectrum of the 2p - s* excitation in
the HCl molecule.

This paper is organized as follows. In Section 2, we present
the method of calculation, including the calculation of the

Fig. 1 Scheme of the potential energy curves of the ground (bottom
curve), initial 2p�1s* (top curve) and final v�2s* (middle curve) states of the
Auger decay in the HCl molecule. Photoexcitation (red arrow) triggers
dissociation along the PEC of the initial state (purple). Auger decay
happens anytime during the dissociation (orange arrows), with both the
decay rate and the Auger electron energy depending on the inter-nuclear
distance R. The vertical purple arrow represents the Auger decay in the
atomic limit.
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PECs in Section 2.1, the calculation of the Auger decay rates in
Section 2.2, while Section 2.3 presents the treatment of nuclear
dynamics of the molecule, which undergoes Auger decay at the
same time. This gives the total Auger electron spectrum, which
is presented and discussed in Section 3, including a compar-
ison with the experimental spectrum. Finally, Section 4 gives
the conclusions and suggests possible improvements in the
presented method.

2 Method
2.1 Potential energy curves

To account for the Auger decay which can occur throughout the
dissociation process the PECs up to large inter-nuclear dis-
tances are required for all the states involved in the RA decay.
A method to calculate accurate PECs up to large inter-nuclear
distances with extensive configuration mixing was presented by
Pradhan et al.,29 who reported PECs for the lowest 12 states of
the HCl+ ion. To obtain reasonably good PECs for the remain-
ing states we have limited the description of molecular states to
linear combinations of single-configuration electronic states
with different spin projections. StoBe deMon implementation
of the density functional theory (DFT) method based on the
Kohn–Sham equations39 was used to calculate molecular orbitals.
The PD86 PBE non-local exchange–correlation functional of
Perdew and Wang40,41 was used. A flexible augmented corre-
lation consistent polarised valence quadruple zeta basis set
AugccPVQZ42 with two additional diffuse s, p, and d functions
was used on the chlorine atom, while the ii_iglo43 basis set was

used on the hydrogen atom. The energy convergence threshold
for the self-consistent field procedure was 10�7 a.u., the grid
consisted of 70 and 50 radial points on chlorine and hydrogen
atoms, respectively, and 26 angular points per radial shell.

The initial state 2p�1s* of the Auger decay is known to submit
to a strong spin–orbit coupling, as well as to the molecular field
splitting.36 To account for both effects, we calculated the PECs of
the 2px,y,z

�1s* states and applied the method proposed by
Gel’mukhanov44 at each point of the PEC. The method treats
spin–orbit coupling of the 2p core hole only and the Hamiltonian
in the molecular basis is directly diagonalized to simultaneously
account for the molecular field splitting. Our results at the
equilibrium geometry agree with those of Aksela et al.23 and the
expected splitting of the 2p3/2 and 2p1/2 atomic lines is verified in
the dissociation limit. This work focuses on the calculation of the
Auger spectrum emitted from the lowest 2p3/2

�1s* electronic state
of HCl in the presence of a fast neutral dissociation.

The final states of the Auger process v�1v0�1s*, with the two
valence shell vacancies v and v0 in either 4s, 5s or 2p molecular
orbitals, and a spectator electron in the s* orbital, are given in
Table 1. For some of the states, PECs are reported in ref. 29,
while others were calculated from linear combinations of
single-configuration states, which satisfy the spin, angular
momentum and symmetry requirements of true molecular
states. Even though these wavefunctions can be very compli-
cated, the final state energies are straightforwardly expressed in
terms of energies for electronic configurations with different
distributions of spin projections (see column 4 of Table 1).

Although DFT produces PECs of reasonably accurate shapes,
we find that in our implementation the energy differ-

Table 1 The molecular states of the HCl+ ion with two holes in the valence orbitals (4s, 5s and 2p) and a s* electron. The expression 2Svv
0+1L gives the

coupling of the unpaired vv0 electrons. Column 4 gives the expression of state energies in terms of the single-configuration state energies for states not
taken from Pradhan et al.29 Column 5 gives the state dissociation limits. States (6)–(11) and state (14) are doubly degenerate due to the degeneracy of the
px/py orbitals

Configuration f 2Sþ1Lþ=� 2Svv0 þ1L
� �

State energy Dissociation limit

4s�2s* (1) 2S+(1S+) E4s�2s*(m) Cl+([3s�2]1S) + H(2S)

5s�2s* (2) 2S+(1S+) Pradhan (3)2S+ Cl+([3p�2]1S) + H(2S)

4s�15s�1s* (3) 2S+(1S+) 1

2
E4sð"Þ5sð#Þs�ð"Þ þ E4sð#Þ5sð"Þs�ð"Þ
� � Cl+([3s�1 3p�1]1P) + H(2S)

(4) 2S+(3S+) 2

3
E4sð#Þ5sð#Þs�ð"Þ þ

1

6
E4sð"Þ5sð#Þs�ð"Þ þ E4sð#Þ5sð"Þs�ð"Þ
� � Cl+([3s�1 3p�1]3P) + H(2S)

(5) 4S+(3S+) E4s(m)5s(m)s*(m) Cl+([3s�1 3p�1]3P) + H(2S)

4s�12p�1s* (6) 2P(1P) 1

2
E4sð"Þ2pxð#Þs�ð"Þ þ E4sð#Þ2pxð"Þs�ð"Þ
� � Cl+([3s�1 3p�1]1P) + H(2S)

(7) 2P(3P) 2

3
E4sð#Þ2pxð#Þs�ð"Þ þ

1

6
E4sð"Þ2pxð#Þs�ð"Þ þ E4sð#Þ2pxð"Þs�ð"Þ
� � Cl+([3s�1 3p�1]3P) + H(2S)

(8) 4P(3P) E4s(m)2px(m)s*(m) Cl+([3s�1 3p�1]3P) + H(2S)

5s�12p�1s* (9) 2P(1P) Pradhan (3)2P Cl+([3p�2]1D) + H(2S)
(10) 2P(3P) Pradhan (2)2P Cl([3p�1]2P) + H+

(11) 4P(3P) Pradhan 4P Cl+([3p�2]3P) + H(2S)

2p�2s* (12) 2S+(1S+) Pradhan (2)2S+ Cl+([3p�2]1D) + H(2S)
(13) 2S�(3S�) Pradhan 2S� Cl+([3p�2]3P) + H(2S)
(14) 2D(1D) Pradhan 2D Cl+([3p�2]1D) + H(2S)
(15) 4S�(3S�) Pradhan 4S� Cl+([3p�2]3P) + H(2S)
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ences between the asymptotic states are not entirely reliable.
To improve this, we assign each molecular state its dissociation
limit using the Wigner–Witmer rules.45 As indicated in the last
column of Table 1, the limits correspond to excited states of the
Cl+ ion with two 3s and/or 3p vacancies. Our PECs are shifted
vertically to match the energy differences of the corresponding
atomic states, taken from ref. 46, in the dissociation limit. The
resulting PECs are shown in Fig. 2.

The shape of the initial state’s PEC governs the dynamics of
dissociation, as discussed in Section 2.3. The differences
between the initial and final states’ PECs at different inter-
nuclear distances correspond to the kinetic energies of the
Auger electron.

2.2 Auger transition rates

The Auger transition rate from an initial state Ci with the
energy Ei to a final state Cf of the molecular ion plus a
continuum electron ce with the respective energies Ef and e
in atomic units is

Ai!f ¼ 2p Cfce

X
i4 j

1

rij

�����
�����Ci

* +�����
�����
2

d Ei � Ef � eð Þ: (1)

The initial state Ci is the 2p�1s* electronic state of HCl with
total spin S0 and projection MS0, antisymmetrized with respect
to the exchange of any two electrons.

The final state Cf consists of a pair of vacancies vv0 in the
valence shell and an electron in the s* orbital, coupled to total
spin S, its projection MS, and projection L of the orbital angular
momentum on the molecular axis. The unpaired vv0 electrons

are coupled to a spin Svv0 with a projection MSvv0, and the same
orbital angular momentum projection L. Within the one-center
approximation (see below) the free Auger electron with spin
projection mse is approximated by the sum of partial waves

ce ¼ msej i
X
‘eme

‘emej i (2)

centered on the Cl atom. Continuum channels up to ce = 3 were
included in our calculations.

The sum in eqn (1) runs over all electron pairs and rij =
|-ri �

-rj| denotes the inter-electronic distance. We are interested
in the Auger rate (1) averaged over the initial spin S0, spin
projection MS0 and the projection m of the orbital angular
momentum of the core–hole, as well as summed over the final
spin projections MS and mse. Furthermore, we take into account
that Auger transitions conserve total spin and its projection, as
well as the projection of the total orbital angular momentum.
Then the averaged Auger decay rate integrated over the electron
emission angle can be written as:

~Af ¼
p
12

S 0;Svv0 ;Sð Þ þ 3S 1;Svv0 ;Sð Þð Þ

�
X

m;‘e;me

2p‘eme
1

r12

����
����vv0;L;Svv0

� �����
þ ð�1ÞSvv0 2p‘eme

1

r12

����
����v0v;L;Svv0

� �����
2

:

(3)

To obtain this result we took a single set of orthonormal
molecular orbitals to represent the antisymmetrized initial
and final states. In the case of HCl, only the s* molecular
orbital changes notably between the initial and final states, but
as the overlap of the two remains reasonably large along the
dissociation path, an approximation with frozen spectator
orbitals is still acceptable.

The two matrix elements in eqn (3) are the direct and
exchange two-electron integrals of the given pairs of spin–
orbitals (often denoted Jvv0 and Kvv0), and the spin factor S is
given by

S S0;Svv0 ;Sð Þ ¼ 2

2S0 þ1

X
MS0 ;MS ;mse

X
ms;MS

vv0
;ms

1

2
ms

1

2
ms

����S0MS0

� �2
4

� Svv0MSvv0
1

2
ms

����SMS

� �
1

2
ms

1

2
mse

����Svv0MSvv0

� ��2
:

(4)

For the derivation of eqn (3) and (4) see the ESI.†
To calculate the two-electron integrals from eqn (3) we

employ the one-center method,37 which only retains the terms
in the molecular orbital expansion that are centered on the
same atom as the core–hole. This has proven successful for a
well-localized core–hole, since the largest contributions to the
decay rate integral come from the vicinity of the core–hole.
Furthermore, in the vicinity of the core–hole the molecular
orbitals can be well described by a linear combination of
atomic orbitals centered on the atom containing the hole.

Fig. 2 Potential energy curves of the 2p3/2
�1s* state in HCl (black) and of

the v�1v0�1s* states of the HCl+ molecular ion (colors; dotted curves taken
from Pradhan et al.29). Horizontal dashed lines denote the energies of the
Cl+ ionic states. The vertical line shows the equilibrium inter-nuclear
distance of HCl.
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If the expansion coefficients Cv
i (i runs over the atomic orbitals)

of the valence orbitals v are known, the work of Chelkowska
and Larkins35 gives the necessary data to calculate the sums in
eqn (3). As the molecular orbitals evolve during the dissocia-
tion, the corresponding coefficients Cv

i , also evolve, which we
have determined as a function of inter-nuclear distance using
the least squares method. The atomic orbitals of Cl were
calculated by the Hartree–Fock method using the ATSP
atomic structure calculation package.47 The two 2p molecular
orbitals were found to directly correspond to the 2px and 2py

orbitals of Cl throughout dissociation. The 4s and 5s mole-
cular orbitals have contributions of both 3s and 3pz atomic
orbitals at the equilibrium distance and change into pure 3s
and 3pz respectively in the atomic limit. Consequently, their
Cv

3s=3pz
coefficients depend on the inter-nuclear distance, as

shown in Fig. 3.
This expansion allowed for a straightforward application of

the I
2p;e
vv0

2Svv0 þ1L
� �

non-resonant rates from Chelkowska and
Larkins35 (see eqn (7) therein) in the calculation of the resonant
Auger rates. Using atomic orbitals and continuum waves calcu-
lated ab initio with the atomic code GRASP2K,48 we have
reevaluated the Slater integrals Rk between the four radial parts
of the atomic orbitals participating in the Auger decay. We
found good agreement with the values from Table II of Chelk-
owska and Larkins.35

Our results for the Auger decay rates to the v�1v0�1s* final
states as a function of inter-nuclear distance are presented in
Fig. 4. As the expansion into atomic orbitals in principle
depends on inter-nuclear distance, so does the Auger rate,
though each final state is affected differently. Those without
4s or 5s vacancies exhibit constant rates in our model (dashed
lines). The strongest effect can be seen for the states with two
5s vacancies and 5s�12p�1 configurations. States with a 4s
vacancy experience a smaller change of the rate because this
vacancy is more localized. For all final states the calculation
shows an enhancement in the probability for the Auger transi-
tion at a larger inter-nuclear distance. The relative change of
the rate from the equilibrium position to the separated atoms

limit can be up to 100% which makes previous assumptions
about a constant Auger rate questionable.28

Even though the transition rates calculated by the method
described above are averaged over the orbital angular momen-
tum of the core–hole m, we may approximately assign the
resulting spectrum to the resonant Auger spectrum of the
2p3/2

�1s* initial state. The sum of the transition rates into all
final states gives the total decay rate Gi of the initial state, which
is shown on top of Fig. 4.

Finally, we note that while all other final states dissociate
into a chlorine ion and a neutral hydrogen in the ground state,
the (10)2P final state dissociates into neutral chlorine and the
hydrogen ion, which means the decay must occur via the inter-
Coulombic decay (ICD) channel and cannot be described by the
one-center method. Therefore this work does not consider the
contribution of the (10)2P state to the Auger spectrum.

2.3 Nuclear dynamics

Within the Born–Oppenheimer approximation, the molecular
wavefunction is split into the electronic (c) and nuclear part (w).
Treating the resonant Auger decay as a two-step process,
photoexcitation by a photon with energy o and Auger decay
by ejecting an electron with energy e, the scattering amplitude
into final state f is given by38

Ffðo; eÞ ¼
ð
dEi

cfcejV jcih i wqf
�� wki� 	

cijDjc0h i wki
�� w0� 	

o� Ei þ iGi=2
; (5)

where the integral runs over the range of initial state energies.

Fig. 3 The expansion coefficients Cv
i of the valence shell v into atomic

orbitals i for the 4s (blue) and 5s (red) orbitals.

Fig. 4 Dependence of Auger decay rates on the inter-nuclear distance
for different final states (colors, see Table 1) and the total decay rate Gi

(black).
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The dipole matrix element Di0 = hci|D|c0i in (5) has a
constant value for all final states and can be set to 1, when
calculating only the spectral shape. The absolute squares of the
Coulomb matrix elements |Vfi|

2 = |hcfce|V|cii|2 are approxi-
mated by Ãf/2p. As the averaged Auger rates are real and
non-zero at all inter-nuclear distances we can, up to a sign
globally, estimate

VfiðRÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
~AfðRÞ
2p

s
: (6)

The matrix elements hwq
f |wk

i i and hwk
i |w0i in eqn (5) are the so-

called continuum–continuum (cc) and bound–continuum (bc)
Franck–Condon (FC) factors.49 They are evaluated using the
ground state of the harmonic oscillator to represent the nuclear
wavefunction of the ground state w0, and for the initial and final
states, wk

i and wq
f , the numerical solutions of the Schrödinger

equation with the corresponding PEC are employed. The latter
are evaluated at the equilibrium energy Ei = Ui(R0) for the initial
state, while the final state energy depends also on the kinetic
energy of the Auger electron, Ef = Ei � e. The corresponding

wave vectors are then given by k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mr Ui R0ð Þ �Ui R1ð Þð Þ

p
and

qðeÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mr Uf RtðeÞð Þ �Uf R1ð Þð Þ

p
; respectively, where Rt is the

classical turning point for a molecular state with energy Ef on
the final state’s potential.

The solutions for wi and wf for a given energy come in pairs,
where wA behaves as a sine wave in the R -N limit and wB as a
cosine (see Fig. 5). As the dissociation is described by an
outgoing rather than a standing wave, the two solutions must
be combined to obtain the nuclear wavefunction of the
initial state

wki ðRÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2

pk
ffiffiffiffiffiffi
mr
p

s
1

NA
wAi ðRÞ þ i

1

NB
wBi ðRÞ

� �
(7)

with the correct asymptotic behaviour. The coefficients NA and
NB are the amplitudes of wA and wB in the atomic limit, to
ensure proper normalization to the d(k2 � k02) function. The

nuclear wavefunction of the final state is obtained in a similar
way, only that here the kinetic energy of the Auger electron
defines the position Rf of the turning point.

Let us now return to eqn (5). We expand the amplitude to the
double integral over R and R0 4 R to get

Ffðo; eÞ ¼
ð1
0

dR

ð1
R

dR0VfiðR0Þwq�f ðR
0ÞGoðR0;RÞw0ðRÞ: (8)

As the RA experiment in principle cannot determine at which
inter-nuclear distance R the photon was absorbed and at which
R0 the electron with kinetic energy e was ejected, the amplitudes
of all absorption–emission paths interfere, which is indicated
by the form of eqn (8).

To evaluate the Green’s function propagator Go(R0, R),
Gelmukhanov and Ågren38 assume a semi-classical approxi-
mation of wk

i and derive the expression

GoðR0;RÞ ¼ Gð0Þo ðR0;RÞ exp �
Gi

2

ðR0
R

1

vðR00ÞdR
00

 !
: (9)

The velocity v above depends on inter-nuclear distance R00 and
is given by

vðR00Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 UiðR0Þ �UiðR00Þð Þ

mr

s
: (10)

The exponentially decaying factor in eqn (9) correlates the
absorption point and the emission point, where Gi defines
how fast the amplitude diminishes when R0 is distancing from
R.

Instead of using the semi-classical approximation as in the
work of Gelmukhanov and Ågren,38 we use the numerical
eigenfunction wk

i (see eqn (7)), to estimate the prefactor

G
ð0Þ
o ðR0;RÞ � wki ðR0Þwk�i ðRÞ. In addition, we modify the exponen-

tial factor in (9) to account for the R-dependence of the decay
rate Gi, taking it under the integral over R00. Finally, the
expression for the RA amplitude becomes

Ffðo; eÞ ¼
ð1
0

dR

ð1
R

dR0VfiðR0Þwq�f ðR
0Þwki ðR0Þwk�i ðRÞ

� exp �1
2

ðR0
R

GiðR00Þ
vðR00Þ dR

00

 !
w0ðRÞ:

(11)

Expression (11) matches the results of Gelmukhanov and
Ågren38 for all limiting cases they consider. Note that the Gi, we
refer to in our work, signifies the full-width-at-half-maximum
(FWHM) of the natural lifetime broadening of the initial state,
which is twice larger than the half-width (HWHM) value used
by Gelmukhanov and Ågren.38

3 Results and discussion

The expression for the total resonant Auger cross-section is
given by the Fermi golden rule as ref. 50

sðo; eÞ ¼ 4p2ao
X
f

Ffðo; eÞj j2 �
X
f

sfðo; eÞ; (12)
Fig. 5 The nuclear wavefunctions wA

i (full) and wB
i (dashed) with energy

Ei = Ui(R0) in the initial state. The function wB
i diverges at R o R0 and is set to

0 in the classically forbidden region.
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where a is the fine-structure constant and the decay widths Gf

of the final states are assumed to be much smaller than the
width Gi of the initial state with a core–hole.

Using the method presented in Section 2, we calculated the
partial cross-sections sf and summed them into the total Auger
spectrum of the 2p3/2

�1s* state of HCl (see Fig. 6). The
spectrum consists of three distinct groups of lines: the one at
the lowest e corresponds to the final states, which dissociate to
the 3s�2 states of Cl+, the middle to the 3s�13p�1 states and the
highest to the 3p�2 states.

The two high-energy parts of the spectrum can be compared
to the experimental result of ref. 51, which measured the
corresponding Auger spectrum integrated over the emission
angle of the Auger electron (Fig. 7). Our calculation fails to
capture the relative intensities of the experimental peaks,
mostly due to neglecting the effect of spin–orbit (SO) coupling
of final states, which would split the right-most 3P peak into
three components. The SO interaction splits the peaks without
changing the total yield. We verify that the ratio of the total area
for the three states converging to 3P with respect to the total
area of the peaks converging to 1D in our calculation is reason-
ably close to that in the experiment. Despite this, we see that
our calculation quite accurately reproduces the asymmetric
lineshapes in the high-energy part of the spectrum (a) and even
some details in the molecular tails. We note specifically the
additional peaks at around 175 eV and 178 eV, which are
produced by the smaller slope of the PECs (2), (9) and (12)
right above the equilibrium R. The lower of the two is slightly
wider than in the experiment, which could be caused by small
inaccuracies in the PECs. There is an additional feature at
around 180 eV, which is not reproduced in our calculation.
It probably stems from the predissociation of the vibrational
states in the A2s+ potential, which is caused by the SO inter-
action with the dissociative 5s�12p�14P final state.29 The low-
energy part of the spectrum in panel (b) is over-estimated by
our calculation. This indicates a different level of accuracy

achieved in the low- and high-energy parts of the spectrum.
In the former, the line shapes are also not reproduced well,
which is probably a consequence of using less accurate PECs.

Fig. 6 The calculated resonant L-V2 Auger electron spectrum of the 2p3/2
�1s* state of HCl (black) at photon energy o = Ui(R0). The groups are assigned

according to the dissociation limits of the final v�1v0�1s* states, the lower two are vertically scaled for a clearer presentation. Coloured lines show
contributions of different final states.

Fig. 7 Comparison of the (a) high-energy and (b) low-energy part of the
calculated Auger electron spectrum (black) to the experimental result on
HCl51 (red). The calculated peaks were moved horizontally to match the
corresponding experimental peaks and scaled to the (highest) 1D experi-
mental peak. Each peak is denoted by the Cl+ final state in the dissociation
limit.
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To illustrate the significance of the varying decay rate, we
compare in Fig. 8 the spectral line of the state (2)2S+ to the
spectral line of the same state calculated with constant partial
decay rates, fixed at the value in the atomic limit. At small inter-
nuclear distances the total rate Gi, as well as the partial decay
rates Ãf, are larger in this case than in reality. This affects the
relative intensity of the molecular tail compared to the high-
energy atomic peak, in particular overestimating the intensity
of the molecular tail.

Furthermore, we compare our quantum-mechanical treat-
ment of nuclear dynamics to a classical approach. The latter
assumes a classical dissociation dynamics based on the slope of
the initial state’s PEC, a smearing of the initial position based
on the ground vibration state of a harmonic oscillator and a
Loretzian broadening by Gi(R) (similar to that of Kukk et al.28).
Fig. 9 shows a striking difference between the spectral line for
the state (14) obtained with the classical and quantum models.
The high-energy peaks have a similar shape and width,
while the low-energy part is highly over-estimated by the
classical model.

This discrepancy stems from the fact that in the region of
the low kinetic energies the nuclear part of the amplitude is
significantly suppressed, while in the classical model of decay
dynamics the system spends a significant amount of time in
this region.

4 Conclusions

We have calculated the resonant Auger electron spectrum of the
2p3/2

�1s* state of HCl, which undergoes ultra-fast dissociation
on the same time-scale. Comparison to available experimental
results shows very good agreement in the shape of spectral
lines, which validates the proposed approximations for calcu-
lating such spectra. This is, to our knowledge, the first ab initio
method that considers the variation of Auger rates during all
stages of molecular dissociation, and proves the importance of
this effect in describing the RA spectrum.

The quantum-mechanical description of nuclear dynamics
was shown to significantly affect the shapes of the spectral
lines. Considering the dependence of transition rates on the
nuclear distance has further improved the shape of the low-
energy tails. The total Auger rate was seen to sensitively depend
on the exact values of the radial integrals Rk. On the other hand,
the shape of the total spectrum is not that sensitive to these
parameters. The shape of the final states’ PECs in the molecular
region strongly affects the shapes of the molecular tails, while
the position of the atomic peak crucially depends on the
corresponding dissociation limit.

Our approach works for the 2p�1s* resonance of the HCl
molecule but can also be directly applied to other molecular
systems with a localized core–hole, even when the usual
approximations, presented in ref. 38, are not applicable. For
the results of Section 2.2 to be valid, the shapes of the spectator
orbitals should not change significantly during the decay. On
the other hand, the change of the participating valence orbitals
in the vicinity of the core–hole is reflected in the variation of
decay rates with the inter-nuclear distance. In larger molecules
the orbital of a weakly bound inner-valence hole may receive
more significant contributions from the neighbouring atoms
than in HCl, which challenges the validity of the one-center
approximation. For very large molecules the approximation of
the continuum state by partial waves (see eqn (2)) is no longer
valid, since the potential in which the Auger electron moves
is largely distorted by other atoms and the core–hole state
becomes delocalized.

The main features of the developed theory could also be
applied to a participator decay, if final states populated by such
decay were dissociative. However, in the presented case of the
2p�1s* resonance in the HCl molecule the probability for
participator decay to both accessible states (X2P and A2S+ from
ref. 29) is suppressed, and our calculation of spectator rates
quite accurately reproduces the measured spectrum.

To improve the description of the final states, one could
consider their L–S coupling, which should particularly improve
the shape of the 3P atomic peak, as the dissociation limit in fact

Fig. 8 Comparison of the spectral line of the state (2)2S+ (dashed) to the
spectral line of the same state calculated with constant decay rates, fixed
at the value of RN (full).

Fig. 9 The Auger spectral line of state (14)2D calculated in a classical
approximation (full) and the quantum-mechanical treatment of Section 2.3
(dashed).
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splits into three different channels by their total angular
momenta J = 0, 1, and 2. Previous studies show that the
distribution of intensities among these three peaks doesn’t
obey the statistical ratio known from atomic physics. To model
this theoretically one should therefore consider the dissocia-
tion of molecular states as an interference between three
possible channels. A method for this had been proposed by
Lee, Williams and Freed,52 who applied it to the OH molecule.

To improve the Auger decay rates within the one-center
approximation, a more refined calculation could avoid aver-
aging over the 2p orbitals of the initial state and explicitly
consider the transition from either the 2p3/2

�1s* state or one of
the higher LS-split states. Ultimately, one would like to aban-
don the one-center approximation and consider a truly mole-
cular Auger electron continuum.
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and R. Dörner, Phys. Rev. Lett., 2016, 117, 243002.

11 N. Boudjemia, K. Jänkälä, R. Püttner, T. Marchenko, O.
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R. Püttner, Phys. Chem. Chem. Phys., 2022, 24, 6590–6604.

31 M. O. Krause, J. Phys. Chem. Ref. Data, 1979, 8, 307.
32 E. Pahl, L. S. Cederbaum, H.-D. Meyer and F. Tarantelli,

Phys. Rev. Lett., 1998, 80, 1865–1868.
33 L. Inhester, C. F. Burmeister, G. Groenhof and H. Grubmüller,

J. Chem. Phys., 2012, 136, 144304.

34 B. N. C. Tenorio, K. B. Møller, P. Decleva and S. Coriani,
Phys. Chem. Chem. Phys., 2022, 24, 28150–28163.

35 E. Z. Chelkowska and F. P. Larkins, At. Data Nucl. Data
Tables, 1991, 49, 121–206.

36 R. F. Fink, M. Kivilompolo, H. Aksela and S. Aksela, Phys.
Rev. A: At., Mol., Opt. Phys., 1998, 58, 1988–2000.

37 H. Siegbahn, L. Asplund and P. Kelfve, Chem. Phys. Lett.,
1975, 35, 330–335.

38 F. Gelmukhanov and H. Ågren, Phys. Rev. A: At., Mol., Opt.
Phys., 1996, 54, 379–393.

39 K. Hermann, L. G. M. Pettersson, M. E. Casida, C. Daul,
A. Goursot, A. Koester, E. Proynov, A. St-Amant, D. R.
Salahub, V. Carravetta, H. Duarte, C. Friedrich, N. Godbout,
M. Gruber, J. Guan, C. Jamorski, M. Leboeuf, M. Leetmaa,
M. Nyberg, S. Patchkovskii, L. Pedocchi, F. Sim, L. Triguero and
A. Vela, StoBe-deMon version 3.3, 2014.

40 J. P. Perdew and W. Yue, Phys. Rev. B: Condens. Matter Mater.
Phys., 1986, 33, 8800–8802.

41 J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett.,
1996, 77, 3865.

42 D. E. Woon, J. Dunning and H. Thom, J. Chem. Phys., 1993,
98, 1358–1371.

43 S. Huzinaga, J. Chem. Phys., 1965, 42, 1293–1302.
44 F. Gel’mukhanov, H. Ågren, S. Svensson, H. Aksela and

S. Aksela, Phys. Rev. A: At., Mol., Opt. Phys., 1996, 53, 1379–1387.
45 L. D. Landau and L. M. Lifshitz, Quantum Mechanics Non-

Relativistic Theory, Butterworth-Heinemann, 3rd edn, 1981,
vol. 3.

46 NIST Computational Chemistry Comparison and Benchmark
Database, 2022, https://cccbdb.nist.gov/, [Online; accessed
27. 4. 2023].

47 C. Froese-Fischer, Computational Atomic Structure: An MCHF
Approach, 1st edn, 1997.

48 P. Jönsson, X. He, C. F. Fischer and I. P. Grant, Comput.
Phys. Commun., 2007, 177, 597–622.

49 P. W. Atkins and R. S. Friedman, Molecular Quantum
Mechanics, Oxford University Press, 3rd edn, 1996.

50 F. Gel’mukhanov and H. Ågren, Phys. Rep., 1999, 312,
87–330.

51 P. Lablanquie, private communication, 2023.
52 S. Lee, C. J. Williams and K. F. Freed, Chem. Phys. Lett., 1986,

130, 271–277.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
di

ci
em

br
e 

20
24

. D
ow

nl
oa

de
d 

on
 2

9/
10

/2
02

5 
2:

46
:2

1.
 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

https://cccbdb.nist.gov/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp03727h



