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Direct observation of the solvent organization
and nuclear vibrations of [Ru(dcbpy)2(NCS)2]4�,
[dcbpy = (4,40-dicarboxy-2,20-bipyridine)],
via ab initio molecular dynamics†

Fulvio Perrella, a Alessio Petrone *ab and Nadia Rega *abc

Environmental effects can drastically influence the optical properties and photoreactivity of molecules,

particularly in the presence of polar and/or protic solvents. In this work we investigate a negatively charged Ru(II)

complex, [Ru(dcbpy)2(NCS)2]4� [dcbpy = (4,40-dicarboxy-2,20-bipyridine)], in water solution, since this system

belongs to a broader class of transition-metal compounds undergoing upon photo-excitation rapid and

complex charge transfer (CT) dynamics, which can be dictated by structural rearrangement and solvent

environment. Ab initio molecular dynamics (AIMD) relying on a hybrid quantum/molecular mechanics scheme is

used to probe the equilibrium microsolvation around the metal complex in terms of radial distribution functions

of the main solvation sites and solvent effects on the overall equilibrium structure. Then, using our AIMD-based

generalized normal mode approach, we investigate how the ligand vibrational spectroscopic features are

affected by water solvation, also contributing to the interpretation of experimental Infra-Red spectra. Two

solvation sites are found for the ligands: the sulfur and the oxygen sites can interact on average with B4 and

B3 water molecules, respectively, where a stronger interaction of the oxygen sites is highlighted. On average an

overall dynamic distortion of the C2 symmetric gas-phase structure was found to be induced by water solvation.

Vibrational analysis reproduced experimental values for ligand symmetric and asymmetric stretchings, linking the

observed shifts with respect to the gas-phase to a complex solvent distribution around the system. This is the

groundwork for future excited-state nuclear and electronic dynamics to monitor non-equilibrium processes of

CT excitation in complex environments, such as exciton migration in photovoltaic technologies.

1 Introduction

The Ru(II) complex [Ru(dcbpy)2(NCS)2]4�, [dcbpy = (4,40-
dicarboxy-2,2 0-bipyridine)] (Fig. 1) or ‘‘N34�’’ is a popular and
efficient dye, employed in solar cell and light harvesting
applications.1–9 N3 and its charged variants belong to a broader
class of transition-metal compounds undergoing rapid and
complex photo-induced charge transfer (CT) dynamics, which
can be dictated by structural and solvent rearrangements. Such

CT dynamics can involve multiple electronic states from the
singlet initial metal to ligand charge transfer 1MLCT photo-
induced state(s). Then, an ultrafast inter-system crossing (ISC)
leads to a long-lived final triplet 3MLCT, both in solution10–15

and on semiconductor substrates.16–23 New insights about the
fast N3 ISC have been recently offered by 2D electronic-vibrational
spectroscopy in water solution.24 1MLCT states that are vibronically
coupled to 3MLCT vibrational modes and so likely involved in the
ISC were in fact identified. Such states, called 1MLCTA and 1MLCTB,
respectively located at 24 400–24 700 cm�1 (410–405 nm) and
25 000–25 300 cm�1 (400–395 nm), are characterized by an impor-
tant electronic density redistribution from the Ru(NCS)2 moiety
towards the dcbpy rings, with a transition electric dipole moment
predominantly located on the equatorial plane.25,26 Vibrational
modes involving both the Ru(NCS)2 charge-donor and the
dcbpy charge-acceptor segments on the N34� molecule are then
probed with a mid-IR pulse to correlate as many 1MLCT states as
possible with the final 3MLCT. The electron density on the dcbpy
ligands should affect the carboxylate vibrations, because an
increased electron density is expected to downshift the vibrational
frequency.
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The carboxylate IR bands and their anisotropic transient absorp-
tion should therefore be good reporters on the localization of the
MLCT excitation. Moreover, these carboxylate vibrational bands are
quite sensitive to the adsorption modes of N34� onto TiO2, since the
carboxylates act as anchoring groups on the semiconductor
surface.8,27 In addition, time-resolved IR measurements on PbS
colloidal quantum dots were used to distinguish intraband vs.
trap-to-band transitions based on the presence of ligand carboxylate
stretching vibrational signatures.28–30

Environmental effects can drastically influence the optical
properties and photoreactivity of molecules, particularly in the
presence of polar and/or protic solvents.31–40 Exactly knowing
the equilibrium solvation of a CT system in solution, such as
N34�, is crucial since, for example, the atomistic interpretation
of time-resolved signals and non-equilibrium CT dynamics can
be derived from photoinduced changes of hydrogen bonding
between the solute and nearby water molecules.41,42 Discrimi-
nating the solvent effects from the charge recombination is the
first step of our study of N34� system, because the metal–ligand
complex wave function is influenced by ligand-solvent binding
and the high-frequency vibrational modes of the ligands are
also expected to play a role in the exciton dynamics.43

From a theoretical and computational perspective, accu-
rately simulating and modeling the solute–solvent interactions
is very challenging, but at same time mandatory to provide a
molecular picture of the interplay between spectroscopic data
and microsolvation. Once solvent effects and charge redistribu-
tion upon excitation combine together, theory is required to
disentangle these effects on both the (non) equilibrium micro-
solvation and the vibration dynamics of photoactive molecules
in solution. Routinely used computational spectroscopy relies
on the study of solute–solvent clusters corresponding to energy
minimum structures on the potential energy surface that are
representative, on average, of the dye microsolvation. As a
complementary approach, configurational sampling provided
by ab initio molecular dynamics (AIMD) simulations may be a
suitable choice to describe solvent effects on solute chemical-
physical properties and spectroscopic features. Describing the
solvent by a flexible model, as in this work, is also required for
this aim to provide a more accurate description of solute–
solvent dynamics, in particular those of possible hydrogen-
bond networks, strongly impacting several system properties,
that is, solvent viscosity, mobility of solvation shells, solute–
solvent vibrational couplings.

Solute–solvent vibrations and electrostatic interactions with
bulk solvent are indeed the main actors in predicting accurate
Infrared and Raman vibrational spectra. Nowadays, different
protocols exist to also enable the vibrational analysis using
these AIMD-based methods, expressing the ab initio molecular
dynamics in normal-like modes. These modes, hereafter called
generalized modes, correspond to vibrational frequencies that
are anharmonic and coupled in nature.44–46 In this work, we
employed ab initio molecular dynamics relying on a hybrid
quantum/molecular mechanic (QM/MM) scheme to probe the
equilibrium microsolvation around N34� in terms of radial
distribution functions of the main solvation sites along with
monitoring the effects of solvent on the overall equilibrium
structure. Then, using the AIMD-based generalized normal
mode approach, we investigate how N34� vibrational spectro-
scopic features are affected by water solvation, also contribut-
ing to the interpretation of experimental Infra-Red(IR) spectra.
Density functional theory (DFT) was employed for the ab initio
treatment of the QM part, since it has an optimal balance
between accuracy and computational cost and, in its hybrid
version, it has been vastly used for the theoretical

Fig. 1 [Ru(dcbpy)2(NCS)2]4�, [dcbpy = (4,40-dicarboxy-2,20-bipyridine)]
‘N34�’ Ru(II) complex.
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characterization of both vibrational/dynamical properties of
molecules47–49 and the description of the electronic structure
of both the ground and excited electronic states in macro-molecular
systems of material50–62 or biological63–71 interest. Moreover, DFT
and its time-dependent version have shown to be effective for
theoretical characterization of many Ru complexes in different
environments.72–89 This study represents an important starting point
for future excited-state nuclear and electronic dynamics to gauge
non-equilibrium processes of CT excitation in complex environ-
ments, such as exciton migration in photovoltaic technologies.

2 Methods
2.1 Computational details

A ground-state molecular dynamics trajectory of N34� com-
pound in explicit water solution was collected. A spherical box
(of 22 Å radius, Fig. S1, ESI†) including explicitly at least four
solvation shells for each N34� site was carved out from a
previously equilibrated larger cubic box (extracted from the
AmberTools90 solvent box database) whose density resembled
the experimental value at 298 K. The N34�, treated at DFT level,
was then located at the center of the resulting sphere (eliminat-
ing the colliding water molecules in the same region), retaining
a final number of 1462 water molecules, treated at MM level
and described by the TIP3P force field.91 In particular, a flexible
version of the TIP3P water model was employed, which
includes the water bending contribution.92 A parametrization
procedure gave as water bending force field parameters y0 =
104.521, ky = 50 kJ mol�1 rad�2. A flexible MM solvent model
has proven in fact useful to accurately describe coupled solute–
solvent motions.92 The electronic structures of QM part were
obtained by solving the Kohn–Sham equation using the global
hybrid Becke, 3-parameter, Lee–Yang–Parr (B3LYP) density
functional93–95 with the def2-SVP96 basis set and associated
electronic core potential (ECP) for Ru.97 This level of theory was
already validated in a previous study for the system under
investigation.98 The QM and MM potentials were combined
according to the ONIOM QM/MM scheme.99–102 The electrostatic
interaction between QM and MM layers was treated including the
MM charges in the QM Hamiltonian (i.e., an ‘electronic’ embed-
ding). General AMBER Force Field103 atom types (and so van der
Waals non-bonding parameters) were assigned to the N34� atoms.

Non-periodic boundary conditions were introduced through
a hybrid explicit/implicit solvent model.67,104–107 A solute–
solvent explicit (i.e., atomistic) system is confined in a fixed-
radius sphere and perturbed by the mean field of the surrounding
bulk, implicit, solvent. The explicit part can be so considered as an
NVT ensemble. The Helmholtz free energy (A) for a given nuclear
configuration R and electronic density P of the explicit system can
be derived as:

A(R) = E(R,P) + W(R,P) (1)

being E(R,P) and W(R,P) the internal energy (obtained at an ab
initio level) and the solvent mean field contribution, respec-
tively. W can be considered as the work needed to charge

interactions between the explicit and the implicit systems and
it can be decomposed as:

W(R) = Wdisp-rep(R) + Welec(R) + Wcav(R) (2)

Wcav (the cavitation free energy) is constant for an NVT model
and so not explicitly included. Welec accounts for the long-range
electrostatic interactions between the explicit solute–solvent
subsystem and the bulk solvent. It can be included through a
self-consistent reaction field method, such as the Polarizable
Continuum Model (PCM)108–110 in its conductor-like
version.111–115 Wdisp-rep accounts instead for the contribution
of the short-range dispersion-repulsion interactions between
the explicit system and the outer bulk solvent. This term is
modeled by an empirical potential. The Wdisp-rep(R) potential,
actually a radial function Wdisp-rep(r) acting on the center of
mass of the explicit solvent molecules, provides effective non-
periodic boundary conditions and it depends on the solvent
density, the temperature and the chosen solvent molecular
model.116 The procedure combining nonPBC and QM/MM
AIMD was originally presented in ref. 104.

A preliminary equilibration step of B2 ps was carried out
on our system, then a B8.6 ps production run was collected. A
T = 298 K temperature was kept during the production through
velocity rescaling every 1 ps. The Atom-centered Density Matrix
Propagation extended Lagrangian approach (ADMP) was
employed:117–119 the density matrix in an orthonormal Gaus-
sian atom-centered basis is propagated along with the nuclear
degrees of freedom, avoiding a convergence procedure at each
step. A mass-weighting scheme which attributes a higher mass
to the core functions was chosen, together with a 0.2 amu bohr2

valence mass. This allowed to employ a 0.1 fs time step,
obtaining a total energy conservation within 0.01 hartree.

Concerning static calculations, two representative N34�

geometries were obtained via energy minimization procedure
either in gas-phase or using a N34� plus explicit water mole-
cules cluster model embedded in implicit solvent (in its
conductor-like version). One solvent molecule was added for
each solvation site (Fig. S2, ESI,† namely 10wat/CPCM).

Table 1 Mean (st.dev.) selected N34� structural parameters from ab initio
molecular dynamics (AIMD) in explicit water solution. Values from N34� in
either gas-phase or plus explicit water molecules cluster model embedded
in implicit solvent (10wat/CPCM) are also given for comparison. For the
gas-phase and cluster models a single value is reported since they are
identical

AIMD Gas-phase 10wat/CPCM

Ru–Nax(dcbpy) 2.10 (0.05) 2.091 2.085
2.09 (0.05)

Ru–Neq(dcbpy) 2.08 (0.05) 2.086 2.071
2.08 (0.05)

Ru–N(NCS) 2.06 (0.06) 2.067 2.054
2.07 (0.06)

Nax(dcbpy1)–Ru–Neq(dcbpy2) 100 (4) 98.08 97.25
97 (3)

N(NCS1)–Ru–N(NCS2) 89 (4) 89.82 90.40
Ru–N(NCS)–C(NCS) 165 (7) 177.20 177.94

165 (7)
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Geometries were considered fully optimized when both the
forces (maximum and RMS force, 0.000450 and 0.000300
hartree bohr�1 thresholds, respectively) and displacement
(maximum and RMS displacement, 0.0018 and 0.0012 bohr
thresholds, respectively) values for all atoms were below the
threshold criteria.

In all calculations the part treated at DFT level was assumed
to have an overall 4� charge. We checked that in the ground

state the entire negative charge was mostly located on the N34�

by performing Mulliken population analysis on the 10wat/
CPCM cluster, where in principle the 10 closest water molecules
can partially accept the negative charge. In fact, a � 3.77 e�

charge (94.32%) is actually located on the N34�, while only a �
0.23 e� charge (5.68%) is overall found on the first-shell solvent
molecules, meaning that each water molecule presents a very
small amount of charge on average (B�0.02 e�, please refer to

Fig. 2 Distributions of selected N34� structural parameters from an ab initio Molecular Dynamics simulation in explicit water solution. Values observed
in the gas-phase optimized structure are also shown as vertical black bars with arbitrary height.
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Table S1 in the ESI† for the atomic charges and the total
charges on N34� and 10 water molecules).

All calculations were performed with a development version
of the Gaussian software.120

2.2 Vibrational analysis

Besides routine normal mode vibrational analysis through
diagonalization of the Hessian matrix evaluated at an energy
minimum structure, generalized, anharmonic, modes at finite
temperature can be extracted from a Molecular Dynamics
phase-space sampling.44,45,121,122

In the following discussion, the cartesian atomic coordi-
nates and generalized normal modes coordinates are respec-
tively called q(t) = {qi(t)} and Q(t) = {Qk(t)}. The generalized
normal modes are defined such that the velocities

:
Qk are non-

correlated:

h :Qk(t)
:
Ql(t)i E dkl (3)

where dkl is the Kronecker delta and h�i denotes an ensemble
average, constructed in this work by averaging over time the
required quantities over a single collected trajectory.

Generalized normal modes (GNMs) directions are obtained
as the eigenvectors of the covariance matrix K of the atomic
mass-weighted velocities:

Kij ¼
1

2
ðmimjÞ1=2hð _qi � h _qiiÞð _qj � h _qjiÞi (4)

where mi is the mass associated to the coordinate qi and :
qi is qi

velocity.
Generalized modes velocities are calculated as the projec-

tions of atomic velocities along the generalized normal modes
directions:

:
Q(t) = L† :q(t) (5)

where L is the matrix that diagonalizes K (i.e., the eigenvectors
matrix) and :

q is the atomic velocity vector.
The frequency associated with the k-th generalized mode

can be then obtained by the Fourier Transform of the mode
velocity

:
Qk autocorrelation (i.e.,

:
Qk power spectrum):

PkðnÞ ¼
ð
h _QkðtÞ _Qkðtþ tÞite�iotdt ¼

ð
_QkðtÞe�iotdt

����
����
2

(6)

In order to observe only N34� internal motions and to exclude
rotational contributions, a minimization procedure of the
angular momentum was performed, based upon the rotation
of the structure at each trajectory step onto the starting
orientation. In particular, specific angular momentum mini-
mizations were applied in N34� carboxylate and thiocyanate
vibrational analyses. In the former, the rotation aimed at
superimposing the carboxylate groups and the linked pyridine
rings on the first frame, while in the latter, the thiocyanate
ligands and the Ru atom were superimposed. The vibrational
analysis was performed on only the N34� solute velocities in
order to extract its generalized normal modes. Nevertheless,
solvent effects contribute to such modes, since the N34�

dynamics was collected in explicit solvent.

3 Results and discussion
3.1 N34� structure and solvation in water solution

N34� main coordination structural parameters sampled by ab
initio MD in explicit water solution have been compared to
those of two representative structures obtained via energy
minimization procedure by adopting the same level of theory
(see Methods section). We wish to point out that AIMD provide
not only average values, but also their equilibrium distribu-
tions. The Ru-ligand distances in water solution are totally
comparable to those obtained from both optimized structures,
differing at most for 0.01 Å (Table 1 and Fig. 2a–c). In parti-
cular, the Ru–N(dcbpy) bonds (2.08 Å for the equatorial bonds,
2.09–2.10 Å for the axial ones) are only 0.01–0.04 Å longer than
the Ru–N(NCS) bonds. The two Nax–Ru–Neq angles involving
different dcbpy ligands (so not being the dcbpy N–Ru–N bite
angle and not being constrained by dcbpy chelation), as well
as the NCS–Ru–NCS angle, seem not to be affected by water
solvation (Fig. 2d and e). While the former assume a E1001
value, the latter retains an almost ideal octahedral (891) angle.
A solvation-induced distortion can be observed instead in the
Ru–N(NCS)-C(NCS) angles, describing isothiocyanate coordina-
tion linearity. While in both optimized (gas-phase and 10wat/
CPCM) structures NCS� coordination is actually almost linear
(E1771), the AIMD trajectory in explicit water solution samples,
on average, a slightly bent coordination (1651, Fig. 2f), showing

Fig. 3 NCS� ligands spatial distribution, calculated as trajectory-averaged
occupancy map with the volmap tool of VMD program.123 The map
isosurface (0.2 isovalue) is depicted as orange wireframe around the
ligands.
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moreover some conformational flexibility (E71 standard devia-
tion). A trajectory-averaged isodensity plot of the occupancy
map of NCS moieties reveals in fact a conic-shaped region
actually explored by NCS� ligands (Fig. 3).

N34� microsolvation in water solution has been investigated
in detail next. The N34� complex has in fact several solvation
sites on NCS� sulfur and dcbpy oxygen atoms (Fig. S3, ESI†),
both able to interact with the surrounding solvent molecules.
Because of N34� high negative charge, a strong solvation by
polar solvents (such as water) is expected. Solute–solvent g(r)
radial distribution functions reveal that the water molecules are
mostly found at 3.10 and 2.70 Å from S(NCS�) and O(dcbpy),
respectively (S(NCS)–O(wat) and O(dcbpy)–O(wat) g(r) peaks,
Fig. 4 and Fig. S4 and Table 2 and Table S2, ESI†). The solvent
molecules are therefore closer to the oxygen sites, likely
because of the dcbpy oxygen atoms higher negative charge

and smaller atomic radius. However, sulfur atoms can interact
on average with a number (B4) of water molecules higher than
oxygen sites (B3). Looking in detail at S–O(wat) and O–O(wat)
g(r) features, actually the sulfur solvation peaks do not appear
much less structured than the oxygen ones. Nevertheless, a
second solvation shell at a 4.5–5 Å distance can be observed
only for the oxygen sites.

Finally we monitored the probability of finding water molecules
around the solvation sites. For this purpose, isodensity plots of
spatial distributions of water molecules around O(dcbpy) and
S(NCS) are reported in Fig. 5. Comparing the two distributions at
the same occupancy isovalue (0.3) and within the same distance
(3.5 Å) from the O(dcbpy) and S(NCS) sites, some differences can be
observed. In fact, while solvent occupancy is slightly higher and
more uniform around dcbpy carboxylate groups (Fig. 5a), a more
diffuse and less tight distribution around NCS� ligands can be
instead observed (Fig. 5b).

Monitoring the ground-state finite temperature N34� micro-
solvation via the average number of water interactions, their
distances and their spatial distribution around the solvation
sites is a very important information, since the changes in these
parameters are proxy of CT dynamics and can be probed by
frequency shifts in time-resolved spectroscopic signals.

The dynamical perturbation of N34� structural symmetry in
water solution is then explored. N34� ‘‘ideal’’ minimum energy

Fig. 4 S(NCS)–O(wat) and O(dcbpy)–O(wat) radial distribution functions and integrated number of solvent molecules for selected S(NCS�) and
O(dcbpy) N34� solvation sites.

Table 2 Average S(NCS)–O(wat) and O(dcbpy)–O(wat) radial distribu-
tions maxima rmax and integrated number of solvent molecules in the first
shell nwat

rmax (Å) nwat

S(NCS) 3.10 4.44
O(dcbpy) 2.70 3.31
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geometry belongs in fact to the C2 symmetry group, with its C2

symmetry axis bisecting the NCS–Ru–NCS angle (please refer to
Fig. 1). Nevertheless, vibration and environment effects are
indeed able to instantaneously lower such symmetry to some
degree. This dynamic deviation from a symmetric structure is
relevant first from a spectroscopic point of view, since it
provides a mechanism to overcome in part symmetry-based
selection rules. The transition probability of dark electronic
states, forbidden in an ideal, ‘‘frozen’’, geometry, could there-
fore increase. Moreover, in the specific case of N3 and other Ru-
polypyridyl complexes, the localized nature of MLCT excited
states, with the photo-excited electron on only one bipyridine
ligand, has been recognized as a result of symmetry-breaking
vibrations and environment fluctuations.7,124–133 The localiza-
tion of CT excitation is potentially relevant, since it enables
intra-molecular, inter-ligand electron transfer processes among
bpy acceptor ligands.131–133

A continuous symmetry measure (CSM) of N34� minimal
deviation from C2 symmetry (i.e., the minimized root mean
square (r.m.s.) deviation of the structure from its image gener-
ated through the C2 operation, normalized to the r.m.s. size of
the structure)134–136 has been evaluated along the AIMD trajec-
tory in water solution. To improve computational efficiency, a
reduced N34�model (a smaller model able to retain a symmetry
not higher than C2 as the full N34� structure, Fig. S5, ESI†) has
been employed for C2-CSM calculations. Looking at the dis-
tribution from the N34� AIMD in water solution (Fig. 6), two
small CSM values (B0.1 and 0.2) appear as the most populated,
although higher symmetry distortions (B0.45) are occasionally
also explored. Therefore, compared to the static minimum
energy structure having an ideal C2 symmetry (zero CSM value),
the dynamical picture offered by AIMD simulations reveals that
N34� at room temperature in water solution actually slightly

Fig. 5 Isodensity plots (0.3 occupancy isovalue) of water molecules spatial distributions around O(dcbpy) (a) and S(NCS) (b) within 3.5 Å, calculated as
trajectory-averaged O(wat) occupancy maps with the volmap tool of VMD program.123

Fig. 6 Normalized distribution of the continuous symmetry measure
(CSM) with respect to C2 symmetry group sampled by N34� AIMD in water
solution. CSM values have been calculated with the program provided in
ref. 136. A lower value in the [0,1] range corresponds to a more symmetric
structure. An averaged distribution function (the blue curve) is shown for
better clarity. The zero value of the optimized gas-phase N34� symmetric
structure is also reported as a vertical black bar with arbitrary height.

Table 3 Selected N34� vibrational frequencies obtained through static
harmonic and dynamical vibrational analysis. If available, also experimental,
water solution, values24 are reported for comparison

Experimental

Static, harmonic

AIMDGas-phase 10wat/CPCM

nsymm(COO) (cm�1) 1375 1368 1409 1354
nasymm(COO) 1596 1767 1700 1621
n(CN) 2120 2210 2209 2080
n(CS) 820 814 786
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Fig. 7 Selected generalized modes from N34� dynamical vibrational analysis. Graphical representations of generalized modes directions are reported in
left panels; only the vectors on a single ligand are depicted for better clarity. Generalized modes power spectra are displayed on right panels.
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deviates, on average, from the C2 symmetry, due to its vibrational
motions and solvent environment fluctuations (mean C2-CSM:
0.21� 0.12). Such N34� symmetry-lowering flexibility can potentially
make dark excited states experimentally accessible and contributes
to localize the photo-excited electron in MLCT states.

3.2 N34� vibrational signatures

Several works have experimentally characterized the N34� IR absorp-
tion, in solution,24,131 in the solid state and adsorbed onto TiO2

films.8,27 Experimental frequencies from ref. 24 are here provided
for comparison, since they were measured in water solution as our
calculated ones. As already discussed in Methods section, a vibra-
tional analysis of the sampled N34� AIMD trajectory in water
solution necessarily includes both anharmonicity and solvent
effects, which cannot be completely captured instead by ‘static’
vibrational calculations (i.e., evaluating the Hessian matrix on a
minimum energy structure). In particular, dcbpy carboxyl groups
symmetric and asymmetric stretchings and thiocyanates CQN and
CQS stretching modes have been characterized through both
approaches (Table 3 and Fig. 7). Two static vibrational calculations
have been performed for comparison, one on the gas-phase opti-
mized N34� structure and another on the optimized 10wat/CPCM
cluster (Fig. S2, ESI†).

From the displacement vectors of generalized modes it can
be seen that ab initio MD-based vibrational analysis can be used
to catch the nature of the system normal modes. Considering
first the symmetric COO� stretching (experimentally found at
1375 cm�1), the inclusion of solvent effects through the two
distinct approaches (explicitly adding some QM water mole-
cules and introducing an implicit bulk solvent, or a dynamics
in explicit MM water) leads to opposite deviations from the
harmonic gas-phase value (10wat/CPCM: 41 cm�1, AIMD:
�14 cm�1, respectively). The ‘dynamical’ approach results to
be more accurate with a �21 cm�1 error, if both approaches are
compared to the experiment. Both solvent methods predict
instead a red-shift of the asymmetric COO� stretching (experi-
mentally at 1596 cm�1) from the gas-phase harmonic value
(10wat/CPCM: �67 cm�1, AIMD: �146 cm�1); the higher red-
shift by the AIMD vibrational approach allows again a lower
(25 cm�1) error vs. the experimental value. This important red
shift has been previously noted to be typical of carbonyl
moieties of amidic groups in aqueous solution as well.92 This
is due to the weakening of the double bond nature of the CO
bond because of the oxygen interaction with surrounding water
molecules. Monitoring their dynamical evolution over time can
be used to show the intrinsic dynamical nature of the system
also under equilibrium conditions. As matter of fact, all AIMD
spectra are enriched indeed with low frequency bands related
to the coupling with water librations and collective hydrogen
bond stretching and bending (region of 100–400 cm�1) modes.

While the inclusion of one explicit QM water molecule near each
NCS� ligand does not significantly alter the gas-phase CQN and
CQS stretchings, the AIMD vibrational analysis reveals instead red-
shifts of �130 and �34 cm�1, achieving a better accuracy in
particular for the CQN stretching (a �40 cm�1 error from the
2120 cm�1 experimental value).

4 Conclusions

Our work provides an investigation of equilibrium solvation of
N34� in water, where the metal–ligand–water structuration and
equilibrium fluctuations are investigated in details via ab initio
molecular dynamics. Two solvation sites are found for the
ligands: the sulfur and the oxygen sites can interact on average
with B4 and B3 water molecules, respectively. A stronger
interaction of the oxygen sites (RDF maximum at 2.70 Å) with
respect to the sulfur ones (RDF maximum at 3.10 Å) is high-
lighted by this study. Additionally we find that a dynamic
distortion of the C2 symmetric structure, revealed by a contin-
uous symmetry measure, is induced by molecular internal
motions and water solvation, mostly modifying the NCS�

ligand coordination geometry, which is influenced by a preces-
sion motion, as clearly identified by isodensity maps.

Analyzing solute–solvent hydrogen bonding network is very
important for monitoring the CT dynamics of these systems since
the strong modification of the solvent network induced by electronic
excitation of the solute can provide useful molecular insights on
how specific solute–solvent interactions respond to intramolecular
electron transfer.42 Additionally, in this work a fine characterization
of the charged ligand carboxyl symmetric and asymmetric stretch-
ings has been made available via generalized normal mode analysis.
By using an accurate description of the solute–solvent interactions
along with the anharmonic nature of AIMD sampling, we were able
to reproduce the experimental values and link the observed shifts
with respect to the gas-phase to a complex solvent distribution
around ligands, mostly spherically distributed around the
oxygen atoms.

Knowing the exact solvent distribution around dcbpy groups and
its effect on carboxyl stretching is very important, since shifts of the
order of B10 cm�1 can be used to distinguish between different
binding motifs and detect exciton migration.30 More broadly this
work provides the grounds for future excited-state nuclear and
electronic dynamics to monitor non-equilibrium processes of CT
excitation in complex environments, such as exciton migration in
photovoltaic applications.
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20 J. Kallioinen, G. Benkö, V. Sundström, J. E. I. Korppi-
Tommola and A. P. Yartsev, J. Phys. Chem. B, 2002, 106,
4396–4404.

21 J. B. Asbury, N. A. Anderson, E. Hao, X. Ai and T. Lian,
J. Phys. Chem. B, 2003, 107, 7376–7386.

22 N. A. Anderson and T. Lian, Annu. Rev. Phys. Chem., 2005,
56, 491–519.

23 C. C. Rich, M. A. Mattson and A. T. Krummel, J. Phys.
Chem. C, 2016, 120, 6601–6611.

24 J. D. Gaynor, A. Petrone, X. Li and M. Khalil, J. Phys. Chem.
Lett., 2018, 9, 6289–6295.

25 J. D. Gaynor, J. Sandwisch and M. Khalil, Nat. Chem., 2019,
10, 1–9.

26 J. D. Gaynor, A. Petrone, X. Li and M. Khalil, J. Phys. Chem.
Lett., 2018, 9, 6289–6295.

27 K. S. Finnie, J. R. Bartlett and J. L. Woolfrey, Langmuir,
1998, 14, 2744–2749.

28 J. Tang, K. W. Kemp, S. Hoogland, K. S. Jeong, H. Liu,
L. Levina, M. Furukawa, X. Wang, R. Debnath and D. Cha,
et al., Nat. Mater., 2011, 10, 765–771.

29 K. S. Jeong, J. Tang, H. Liu, J. Kim, A. W. Schaefer, K. Kemp,
L. Levina, X. Wang, S. Hoogland, R. Debnath, L. Brzozowski,
E. H. Sargent and J. B. Asbury, ACS Nano, 2012, 6, 89–99.

30 J. D. Leger, M. R. Friedfeld, R. A. Beck, J. D. Gaynor,
A. Petrone, X. Li, B. M. Cossairt and M. Khalil, J. Phys.
Chem. Lett., 2019, 10, 1833–1839.

31 C. Adamo, M. Cossi, N. Rega and V. Barone, in Theoretical
Biochemistry, ed. L. A. Eriksson, Theoretical and Computa-
tional Chemistry, Elsevier, Amsterdam, The Netherlands,
2001, vol. 9, pp. 467–538.

32 V. Barone, R. Improta and N. Rega, Acc. Chem. Res., 2008,
41, 605–616.

33 C. Reichardt, Chem. Rev., 1994, 94, 2319–2358.
34 E. Krystkowiak, K. Dobek and A. Maciejewski, J. Photochem.

Photobiol., 2006, 184, 250–264.
35 K. M. Solntsev, D. Huppert and N. Agmon, J. Phys. Chem. A,

1999, 103, 6984–6997.
36 K. M. Solntsev, D. Huppert, L. M. Tolbert and N. Agmon,

J. Am. Chem. Soc., 1998, 120, 7981–7982.
37 H. A. Frank, J. A. Bautista, J. Josue, Z. Pendon, R. G. Hiller,

F. P. Sharples, D. Gosztola and M. R. Wasielewski, J. Phys.
Chem. B, 2000, 104, 4569–4577.

38 V. Barone, N. Rega, T. Bally and G. N. Sastry, J. Phys. Chem.
A, 1999, 103, 217–219.

39 R. Improta, N. Rega, C. Aleman and V. Barone, Macromo-
lecules, 2001, 34, 7550–7557.

40 E. Langella, N. Rega, R. Improta, O. Crescenzi and
V. Barone, J. Comput. Chem., 2002, 23, 650–661.

41 A. Petrone, G. Donati, P. Caruso and N. Rega, J. Am. Chem.
Soc., 2014, 136, 14866–14874.

42 E. Biasin, Z. W. Fox, A. Andersen, K. Ledbetter, K. S. Kjær,
R. Alonso-Mori, J. M. Carlstad, M. Chollet, J. D. Gaynor,
J. M. Glownia, K. Hong, T. Kroll, H. J. Lee, C. Liekhus-
Schmaltz, M. Reinhard, D. Sokaras, Y. Zhang, G. Doumy,
A. M. March, S. H. Southworth, S. Mukamel, K. J. Gaffney,
R. W. Schoenlein, N. Govind, A. A. Cordones and M. Khalil,
Nat. Chem., 2021, 13, 343–349.

43 J. D. Leger, M. R. Friedfeld, R. A. Beck, J. D. Gaynor,
A. Petrone, X. Li, B. M. Cossairt and M. Khalil, J. Phys.
Chem. Lett., 2019, 10, 1833–1839.

44 N. Rega, Theor. Chem. Acc., 2006, 116, 347–354.
45 A. Strachan, J. Chem. Phys., 2004, 120, 1–4.
46 M.-P. Gaigeot, M. Martinez and R. Vuilleumier, Mol. Phys.,

2007, 105, 2857–2878.
47 R. Beck, A. Petrone, J. M. Kasper, M. J. Crane, P. J. Pauzauskie

and X. Li, J. Phys. Chem. C, 2018, 122, 8573–8580.
48 A. Petrone, D. B. Williams-Young, D. B. Lingerfelt and

X. Li, J. Phys. Chem. A, 2017, 121, 3958–3965.
49 E. Q. Chong, D. B. Lingerfelt, A. Petrone and X. Li, J. Phys.

Chem. C, 2016, 120, 19434–19441.
50 J. Hafner, C. Wolverton and G. Ceder, MRS Bull., 2006, 31,

659–668.

Paper PCCP

Pu
bl

is
he

d 
on

 1
1 

ag
os

to
 2

02
1.

 D
ow

nl
oa

de
d 

on
 2

8/
08

/2
02

4 
14

:0
3:

37
. 

View Article Online

https://doi.org/10.1039/d1cp03151a


This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 22885–22896 |  22895

51 R. Beaulac, Y. Feng, J. W. May, E. Badaeva, D. R. Gamelin
and X. Li, Phys. Rev. B: Condens. Matter Mater. Phys., 2011,
84, 195324.

52 P. J. Lestrange, P. D. Nguyen and X. Li, J. Chem. Theory
Comput., 2015, 11, 2994–2999.

53 J. Aarons, M. Sarwar, D. Thompsett and C.-K. Skylaris,
J. Chem. Phys., 2016, 145, 220901.

54 A. Petrone, J. J. Goings and X. Li, Phys. Rev. B, 2016,
94, 165402.

55 G. Donati, D. B. Lingerfelt, A. Petrone, N. Rega and X. Li,
J. Phys. Chem. A, 2016, 120, 7255–7261.

56 N. Li, Z. Zhu, C.-C. Chueh, H. Liu, B. Peng, A. Petrone, X. Li,
L. Wang and A. K.-Y. Jen, Adv. Energy Mater., 2016, 7, 1601307.

57 D. C. Gary, S. E. Flowers, W. Kaminsky, A. Petrone, X. Li
and B. M. Cossairt, J. Am. Chem. Soc., 2016, 138, 1510–1513.

58 D. C. Gary, A. Petrone, X. Li and B. M. Cossairt, Chem.
Commun., 2017, 53, 161–164.

59 J. L. Stein, M. I. Steimle, M. W. Terban, A. Petrone,
S. J. L. Billinge, X. Li and B. M. Cossairt, Chem. Mater.,
2017, 29, 7984–7992.

60 G. Donati, D. B. Lingerfelt, C. M. Aikens and X. Li, J. Phys.
Chem. C, 2017, 121, 15368–15374.

61 S. Xu, J. E. T. Smith, S. Gozem, A. I. Krylov and J. M. Weber,
Inorg. Chem., 2017, 56, 7029–7037.

62 U. Raucci, M. G. Chiariello, F. Coppola, F. Perrella,
M. Savarese, I. Ciofini and N. Rega, J. Comput. Chem.,
2020, 41, 1835–1841.

63 E. Battista, P. L. Scognamiglio, N. Di Luise, U. Raucci,
G. Donati, N. Rega, P. A. Netti and F. Causa, J. Mater. Chem.
B, 2018, 6, 1207–1215.

64 A. Wildman, G. Donati, F. Lipparini, B. Mennucci and
X. Li, J. Chem. Theory Comput., 2018, 15, 43–51.

65 F. Perrella, U. Raucci, M. G. Chiariello, M. Chino,
O. Maglio, A. Lombardi and N. Rega, Biopolymers, 2018,
109, e23225.

66 G. Donati, A. Petrone, P. Caruso and N. Rega, Chem. Sci.,
2018, 9, 1126–1135.

67 U. Raucci, F. Perrella, G. Donati, M. Zoppi, A. Petrone and
N. Rega, J. Comput. Chem., 2020, 41, 2228–2239.

68 A. Petrone, D. B. Lingerfelt, N. Rega and X. Li, Phys. Chem.
Chem. Phys., 2014, 16, 24457–24465.

69 G. Lever, D. J. Cole, R. Lonsdale, K. E. Ranaghan,
D. J. Wales, A. J. Mulholland, C.-K. Skylaris and
M. C. Payne, J. Phys. Chem. Lett., 2014, 5, 3614–3619.

70 A. Petrone, D. B. Lingerfelt, D. B. Williams-Young and
X. Li, J. Phys. Chem. Lett., 2016, 7, 4501–4508.

71 F. Coppola, F. Perrella, A. Petrone, G. Donati and N. Rega,
Front. Mol. Biosci., 2020, 7, 283.

72 R. Horvath, M. G. Fraser, C. A. Clark, X.-Z. Sun,
M. W. George and K. C. Gordon, Inorg. Chem., 2015, 54,
11697–11708.
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J. A. Montgomery Jr, K. Morokuma and M. J. Frisch,
J. Chem. Theory Comput., 2006, 2, 815–826.

102 L. W. Chung, W. M. C. Sameera, R. Ramozzi, A. J. Page,
M. Hatanaka, G. P. Petrova, T. V. Harris, X. Li, Z. Ke, F. Liu,
H.-B. Li, L. Ding and K. Morokuma, Chem. Rev., 2015, 115,
5678–5796.

103 J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman and
D. A. Case, J. Comput. Chem., 2004, 25, 1157–1174.

104 G. Brancato, N. Rega and V. Barone, Chem. Phys. Lett.,
2009, 483, 177–181.

105 N. Rega, G. Brancato and V. Barone, Chem. Phys. Lett.,
2006, 422, 367–371.

106 G. Brancato, N. Rega and V. Barone, J. Chem. Phys., 2008,
128, 144501.

107 G. Brancato, V. Barone and N. Rega, Theor. Chem. Acc.,
2007, 117, 1001–1015.
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