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Abstract

The discovery of the conductivity of polyacetylene ignited the field of organic electronic materials. 
Functionalizing polyacetylenes with electron withdrawing groups (e.g., fluorine), has theoretically 
been shown to increase the air-stability of PAs and open new avenues in organic electronics. Burns 
and coworkers recently reported a novel synthetic route to fluorinated polyacetylenes which 
utilizes as a key step the completely stereoselective photochemical electrocyclic ring-closing of 
hexafluorinated dienes. This photochemical torquoselective (photo-torquoselective) reaction is, to 
our knowledge, the first of its kind. While the torquoselectivity model (Houk and co-workers) 
describes the stereospecificity of thermal electrocyclic reactions, no such reactivity model exists 
for their photochemical counterpart. We have used multiconfigurational quantum chemical 
calculations and ab initio molecular dynamics simulations to describe this reaction and to 
determine the origin of its stereoselectivity. We show that the reaction proceeds through the S1 
excited state with a half-life of 445 fs. This reaction lies along an energetically unfavorable 
pathway which results in a reaction quantum yield of approximately 14%. We predict that the 
reaction pathway to the unobserved product lies as much as 0.3 eV (6.9 kcal mol−1) higher in 
energy than the pathway to the observed isomer. The reaction pathway to the observed product 
benefits from stabilizing Fδ−…Hδ+ interactions while the pathway to the unobserved product suffers 
from destabilizing F−F closed-shell repulsion. The combination of these two stereoelectronic 
effects is responsible for the difference in energy between the two pathways which directs the 
reaction exclusively to the observed product.

Introduction

π-Conjugated organic molecules and polymers are components of organic semiconductors (OSCs) 
that have become increasingly important for organic electronics. Organic electronic materials 
function in large part due to the excellent charge transport properties of planar π-conjugated 
materials. These materials are of interest for organic electronic devices, such as organic light-
emitting diodes (OLEDs) and organic field-effect transistors (OFETs),1 and organic photovoltaics 
(OPVs).2, 3 Organic materials are particularly attractive because their structures, photophysical 
properties, and bulk properties can be rationally tuned with substituent effects and π-conjugation. 
The mobilities of OFETs are now competitive with amorphous silicon4 with field effect mobilities 
of 0.1−1 cm2 V-1 s-1, which has made the advent of curved displays5-8 and sensors9-11 possible.

Many of the highest performing OFETs are comprised of molecular single crystals. Single-crystals 
of pentacene and rubrene, for example, have been shown to have hole mobilities of 1.4 and 10.7 
cm2 V−1 s−1 12; electron mobility in amorphous silicon is approximately 3 cm2 V−1 s−1.13 While 
charge mobilities and conductivity in these single-crystalline materials may be high, they pose 
challenges to both manufacturing and flexible device applications14, as single-crystals are rigid 
and brittle compared to polymer and plastic materials. This has sparked significant interest in the 
development of plastic organic electronics, which utilize semiconducting organic polymers. 
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Organic polymers continue to play a major role in the improvement of organic electronic materials, 
including solar cells,15, 16 smart windows,17, 18 and flexible electronic displays.19, 20 The discovery 
of the high conductivity21 of doped polyacetylene (PA) ignited the field of organic electronics, 
leading to the development and commercialization of numerous conductive polymers including 
polyaniline22, poly(ethylenedioxythiophene) (PEDOT)23, and polythiophene.24 However, PA itself 
is difficult to process because it readily reacts with ambient oxygen and reduces the polymer’s 
conductivity.25 This instability has prevented commercial use of PA in organic electronics. Early 
reports26-28 suggest that functionalizing PA with electron-withdrawing substituents (e.g. fluorine) 
will lower the energy of the highest occupied bands (Fermi level), thus slowing the reaction with 
O2. While a perfluorinated PA has not yet been reported, Burns and coworkers recently published 
the first synthesis of a partially fluorinated PA. Scheme 1 shows the photochemical cascade 
reaction used to synthesize fluorinated ladderenes, which are efficiently polymerized with a ring-
opening metathesis polymerization (ROMP). A subsequent mechanochemical unzipping of the 
polyladderenes affords fluorinated PA.29, 30

Scheme 1. Synthesis of all-anti hexafluoro-[5]-ladderene 3 via photochemical cascade reaction. Reaction proceeds 
through isolable intermediate 2 to yield 3 in 57% yield, while the syn isomer is unobserved.

The photochemical 4π electrocylic ring closing in this photochemical cascade is disrotatory as 
dictated by the Woodward-Hoffman rules.31 The reaction is completely stereoselective and affords 
a single diastereomer, 3. To the best of our knowledge, this reaction shown in Scheme 1 is the first 
example of a photochemical torquoselective (photo-torquoselective) reaction reported in the 
literature. Thermal 4π conrotatory electrocyclic ring closing reactions have been extensively 
reported in the literature and have been leveraged as the key transformation in the syntheses of the 
following natural products: (±)-tetrapetalone A-Me aglycon,32 taiwaniaquinone H,33 (±)-methyl 
rocaglate,34 (±)-rocaglamide,35 cribrostatin 6,36 (±)-cephalotaxine,37 (±)-roseophilin,38 
nakiterpiosin,39 (±)-merrilactone A,40 (−)-scabronine G41. These reactions feature substituents that 
appear to rotate “outward” or “inward” during the electrocyclic reaction. The preference for the 
substituent(s) to rotate “inward” or “outward” is known as torquoselectivity, a concept first 
described by Houk and co-workers in the 1980s.42-47 This work describes the nature of the 
photoexcitation and subsequent stereoselective photochemistry of 2. To this end, we have used 
multiconfigurational quantum chemical calculations and 1 picosecond ab initio molecular 
dynamics to understand the origin of the observed photo-torquoselectivity.
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Results and Discussion

Photochemical reactions begin with the absorption of a photon, which promotes a vertical 
excitation of the reactant(s) into the Franck-Condon (FC) region48 on a higher energy potential 
energy surface of the same multiplicity. Computational chemistry is an important tool that can be 
leveraged to describe the nature of the dominant transitions and their excitation energies. Many 
methods for computing these quantities generate electronic states as “excitations” from some 
ground-state reference electronic configuration. These methods are referred to as single-reference 
or single-determinant methods; here we use time-dependent density functional theory (TD-DFT). 
TD-DFT is well suited to describing ground and excited states when those states are each well 
described by a single electronic configuration, but does not account for doubly-excited 
configurations and cannot correctly describe the potential energy surface (PES) topology near 
surface crossings.49 Multiconfigurational methods then are vital to the correct description of the 
electronic structure. One example is complete active space self-consistent field (CASSCF). 
CASSCF accounts for contributions from multiple electronic configurations by allowing the 
average occupancy of a subset of the orbitals, called the active space, to vary from 0 to 2. CASSCF 
calculations require the selection of this active space; here we have selected the 4 electron, 4 
orbitals active space shown by the boxed subset of orbitals in Figure 1. 

These 4 orbitals describe the π-system of the diene, 2, while the remaining 4 orbitals of the 
complete 8 electron, 8 orbital active space we have used previously,30 comprise the σ-bonds 
formed during the initial [2+2] cycloaddition step. These additional orbitals do not contribute 

significantly to the multiconfigurational character of the wavefunction during the ring-closing step, 
and have therefore been omitted from our active space here.

We have optimized the ground state structure of 2 with CASSCF(4,4) and an ANO-S-VDZP basis 
set50, and state-averaging over the lowest three states (SA-3-CASSCF(4,4)/ANO-S-VDZP). We 
then computed the vertical excitation energy of 2 with several single- and multiconfigurational 
quantum mechanical single point energy calculations. Figure 2 shows a summary of the computed 
vertical excitation energies using TD-CAM-B3LYP51 and complete active space self-consistent 
field (CASSCF)52 with and without a second-order perturbative energy correction using the 

Figure 1. Active-space orbitals for 2 and their average occupancies in the ground-state wavefunction.  
Orbitals were computed at the CASSCF(4,4)/ANO-S-VDZP level. Isovalue = 0.075.
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extended multistate formalism (XMS-CASPT2).53, 54 The contributions of various electronic 
configurations and computed oscillator strengths are shown in the Supporting Information (Table 
S1). A discussion of the various methods is provided in the Computational Methods section. TD-
CAM-B3LYP predicts that the S1 excited state is dominated by a singly-excited highest occupied 
molecular orbital to lowest unoccupied molecular orbital (HOMOLUMO) * configuration 
(Table S1). In the case of excited states which are well described by a single electronic 
configuration, single-configurational methods like TD-CAM-B3LYP can predict excitation 
energies to within 0.4 eV with a large (triple- or quadruple-zeta) basis set.55, 56 Figure 2 shows that 
CAM-B3LYP predicts an excitation energy to S1 of 4.55 eV. CAM-B3LYP has been shown to 
often underestimate vertical excitation energies in organic molecules56, and it is known that the 
errors in CAM-B3LYP excitation energies are not systematic with respect to basis set size.57 It is 
no surprise then that the CAM-B3LYP excitation energy is 0.67 eV lower than XMS-CASPT2. 

To confirm that our selected active space is appropriate, we must first ensure that it can correctly 
describe the electronic states involved in the reaction. With our selected (4,4) active space, 
CASSCF predicts that the S1 state has ππ* character as predicted by TD-CAM-B3LYP, but it also 
contains significant contributions from several other singly- and doubly-excited configurations. It 
also predicts an excitation energy of 7.13 eV, an overestimation of 1.91 eV compared to XMS-
CASPT2 which predicts the excitation energy to be 5.22 eV. The discrepancies between CASSCF 
and the TD-CAM-B3LYP and XMS-CASPT2 results are due in large part to the absence of 
dynamic electron correlation in CASSCF, an effect which is well established in the literature58-63 
and which is recovered by the perturbation correction in XMS-CASPT2. 

XMS-CASPT2 predicts the S1 state should have the same ππ* nature as predicted by TD-CAM-
B3LYP, and eliminated the contributions from other configurations. To within the relative errors 

Figure 2. S1 (red) and S2 (blue) vertical excitation energies of 2 as computed by various methods. 
Methods marked with * were computed with the ANO-S-VDZP basis set, all other energies were 
computed with the aug-cc-PVDZ basis set. All calculations were performed using the geometry of 2 
optimized at the CASSCF(4,4)/ANO-S-VDZP level.
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of the methods, the XMS-CASPT2 results agree well that of TD-CAM-B3LYP, which indicates 
that our active space is sufficient to describe the electronic structure of 2. However, because 
CASSCF introduces some error due to the inclusion of additional electronic configurations, we 
must verify that CASSCF qualitatively reproduces the XMS-CASPT2 potential energy surface 
(PES).

Reaction Coordinate Diagram 

To describe the PES topology throughout the course of the photochemical reaction 2, we optimized 
a minimum-energy crossing point (MECP) between the S1 and S0 PESs at the CAS(4,4)/ANO-S-
VDZP level. We then computed reaction coordinate energy diagrams from a linear interpolation 
of geometries from 2 to the relevant MECP geometry and from the MECP to the products, as 
inspired by a report by Martínez and co-workers.64 Figure 3 shows the reaction coordinate diagram 
computed at the SA-3-CASSCF(4,4)/ANO-L-VTZP and XMS-CASPT2(4,4)/ANO-L-VTZP 
levels of theory for the formation of 3 (black and red) and 3a (gray and pink).

The CASSCF diagram (left of Figure 3) qualitatively matches the XMS-CASPT2 results (right of 
Figure 3). The higher accuracy of the XMS-CASPT2 energies suggests that, despite the errors 
introduced by CASSCF, the conclusions we can draw from the CASSCF calculations and 
dynamics simulations are reliable. Both methods show an energetically downhill relaxation 
pathway from the Franck-Condon point to a shallow excited-state low-energy region towards both 
3 and 3a. 3a corresponds to a reaction pathway 1that is between 0.2 and 0.3 eV (5−7 kcal mol–1) 

*Note: Interpolated geometries in these diagrams are not optimized. Any energetic barrier that appears in 
these diagrams should be interpreted as an upper bound to the true energy barrier value, if such a barrier 
exists at all.

Figure  SEQ Figure \* ARABIC 3.  Reaction coordinate diagram for the [2+2] cycloaddition of 
hexafluorobenzene and [2]-ladderene  generated by interpolation of the redundant internal coordinates, 
computed at the (left) CASSCF(4,4)/6-31G and (right) XMS-CASPT2(4,4)/6-31G levels. Black and red 
traces show the S0 and S1 energies, respectively, along the reaction coordinate.

Figure 3. Reaction coordinate diagram for the electrocyclic ring closing of 2 generated by interpolation 
of the redundant internal coordinates*, computed at the SA-3-CASSCF(4,4)/ANO-L-VTZP (left) and 
XMS-CASPT2(4,4)/ANO-L-VTZP (right) level. Black and red traces show the S0 and S1 energies, 
respectively, along the reaction coordinate towards 3. Gray and pink traces show the S0 and S1 energies, 
respectively, along the reaction coordinate towards the unobserved 3a. 
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higher in energy than the pathway leading to 3. There are some key differences between these 
surfaces, however, which are important to note as well. The CASSCF surface shows a much 
steeper slope of the S1 surface between the reactant and the MECP, compared to XMS-CASPT2, 
due to the overestimation of the vertical excitation energy. Also, CASSCF underestimates the 
energy difference between the anti and syn pathways in this same PES region. Therefore, in 
subsequent dynamics simulations using CASSCF, we expect that this method may underestimate 
the selectivity of the reaction compared to experiment. 

The CASSCF diagram suggests that there may be a shallow energetic minimum before the MECP 
in both the syn and anti pathways. We have optimized these minima at the SA-3-
CASSCF(4,4)/ANO-S-VDZP level, and they lie less than 0.08 eV below the MECP energy, an 
easily traversable barrier. The energy difference between the two possible reaction pathways 
suggests that photoexcited molecules of 2 will tend to initially relax towards 3, though the reaction 
path towards 3a may still be accessible. 

Ab initio molecular dynamics simulations

Figure 4. Perspective view (top-left) and top view (top-right) of the plot of the time evolution of 256 FSSH 
trajectories initialized in the S1 state. MECP-anti (bottom) with geometric parameters highlighted. Reactive 
C−C distance (bottom-left) and out-of-plane angle (bottom-right). Initial conditions were generated from a 
Wigner distribution of the ground state minimum. Trajectories were propagated for 1 ps at 300 K with a 
1.0 fs time step. Black circles show S1/S0 hopping points of each trajectory. Red traces are trajectories which 
formed the experimentally observed product, 3. 
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Towards our goal of understanding the origin of the photochemical stereoselectivity of the 4π 
electrocyclic ring closing of 2, we simulated the reaction by performing 256 ab initio 
[CASSCF(4,4)/ANO-S-VDZP] molecular dynamics simulations for 1 picosecond. We used 
Tully’s fewest-switches surface-hopping (FSSH) algorithm65 at 300 K with a 1.0 fs timestep, after 
performing a Wigner sampling of the reactant, 2. At the end of the dynamics simulations, we 
examined the nature of the active space orbitals by visual inspection of the final orbitals and an in-
house analysis script that examines the entire trajectory to ensure the integrity of the active space 
throughout the simulations. We found that the active space orbitals for product-yielding 
trajectories smoothly transition to the expected π/π* and σ/σ* orbitals of the products. 

Of the 256 1 ps trajectories, 97.7% (250) of these surface-hopping trajectories reached the ground 
state within the simulation time. Figure 4 shows the time evolution of these trajectories from their 
initial geometries in the Franck-Condon region of the S1 surface to their final ground-state 
geometries. The progress of these trajectories is plotted as a function of two key geometric 
parameters, the reactive C−C distance (1,4 carbons of the diene) and the out-of-plane angle, 
defined as the angle between the cyclohexadiene plane normal and the bond between one reactive 
carbon atom and the adjacent sp2 carbon, shown in the bottom of Figure 4.

Upon photoexcitation, the trajectories initially relax from the Franck-Condon region, dispersing 
across the excited-state PES, before converging back onto a lower-energy region of the excited-
state surface, shown by the upper dark-blue region with energies near 5 eV in Figure 4. The large 
concentration of S1/S0 hopping points in this region, shown by the black circles in Figure 4, shows 
that the majority of trajectories relax into this excited-state region before hopping to the ground 
state. During the 1 ps simulation time 250 (97.7%) of the trajectories crossed to the ground state, 
and 37 (14.5%) went on to form the ladderene photoproduct. Interestingly, three of these 
ladderenes were the experimentally unobserved 3a. The left half of Figure 5 shows the time 
evolution of the relative populations of the S0 and S1 states. The population decay from the S1 state 
shows a sigmoidal shape and a half-life of 445 fs. 

Figure 5. (Left) Time evolution of the average population of S1 (red) and S0 (black) for 256 FSSH 
trajectories. (Right) Plot of S1/S0 hopping points for 250 FSSH trajectories. Hopping points for 
trajectories that led to the formation of 3 are represented by circles, all other trajectories are shown as 
‘X’s.
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We then analyzed what is known as the hopping point of each trajectory, the point along each 
trajectory when the molecule hops from the S1 state to the S0. The right side of Figure 5 shows a 
plot of the time evolution of the S1 and S0 population and the 250 trajectory hopping points. The 
hopping point plot shows that the majority of trajectories (85%) hop to the ground state with an 
out-of-plane angle ≤ 90°, which corresponds to a geometry that resembles MECP-anti and the 
observed product 3. This suggests that as the trajectories evolve on the excited state surface, they 
are more often in a geometry pre-distorted towards the favored (all-anti) product. As the energy of 
the hopping points decreases there is an increasing preference for anti-pre-distorted geometries

The 34 trajectories that led to 3 are represented by circles; they hop to the ground state near MECP-
anti. However, unlike the other hopping points in this same region of the PES, they are the only 
three trajectories with hopping point energies which are significantly higher than the MECP, lying 
at 0.61, 0.77, and 1.16 eV above the MECP energy. This suggests that product formation requires 
crossing to the ground state at some high energy portion of the S1/S0 crossing seam, away from the 
MECP. 

MECP Branching Planes

Our computed reaction coordinate diagrams show that the relaxation pathway from both MECP-
syn and MECP-anti to the corresponding product should be facile and downhill. This contradicts 
our dynamics simulations that predict a reaction quantum yield of less than 15%. This suggests 
that the topography of the PES near the MECP is critical to determining the outcome of each 
trajectory. We have therefore computed the PES in the vicinity of the MECP branching plane 
(Figure 6a) for both MECP-syn and MECP-anti. This plane is defined by two orthogonal vectors, 
the two unique normal mode vectors which lift the S1/S0 degeneracy, shown in the Supporting 
Information. Radial slices of these PESs are shown for clarity in Figure 6b. The differences in the 
PES topography are small but significant. MECP-syn is characterized as sloped single-path, 
according to the P and B conical intersection (CI) characterization parameters implemented in 
OpenMolcas.66 In this case, all paths away from the CI point will curve towards a single direction. 
MECP-anti, however, is characterized as sloped, bifurcating, meaning there are two unique paths 
of steepest descent away from the MECP. 
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The two vectors on each branching space plot in Figure 6a represent reaction vectors from the 
MECP towards the relevant product (3 or 3a) and reactant (2), in red and yellow respectively. 
Conceptually, they are directions in the branching plane which most closely match the pathway 
described by the reaction coordinate diagrams shown above. While the reaction coordinate 
diagrams both show that the product-formation pathway is energetically downhill, the reaction 
vectors in Figure 6a show how this can still be an unfavorable pathway. In both MECP-syn and 
MECP-anti, the product-formation reaction vector lies downhill from the MECP, but the steepest 
descent path lies along the reactant-forming vector. While there is no energetic barrier between the 
two vectors in MECP-syn, the second steepest-descent path for MECP-anti lies along the 
product-forming vector. Our calculations suggest that there is a small energetic barrier along the 
reaction coordinate spanned by the two vectors. Molecules passing through or near MECP-syn 
will tend to revert to the reactant while molecules passing through MECP-anti can continue to the 
product. 

 Photo-torquoselectivity

Figure  SEQ Figure \* ARABIC 5. (Left) The branching plane in the vicinity of the S1/S0 MECI for the 
photochemical electrocyclic ring-closing of 2. The directions +g and –g correspond to the two paths of 
steepest descent from the MECI. (Right) The atomic components of the two branching plane vectors (top) 
g and (bottom) h.

a

b

Figure 6. a) PES near MECP-anti (left) and MECP-syn (right). Yellow arrows indicate the reaction 
vector which leads towards the reactant diene 2. Red arrows indicate the reaction vector that leads to 
the corresponding product, 3 (left) or 3a (right). b) Radial slices of PESs in panel a. Yellow and red 
circles show the same reaction vectors as the arrows in panel a. Vectors g and h which define these 
branching spaces are shown in the Supporting Information. All energies are shown relative to the 
respective MECP energy.
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We compared the geometries of several points along the reaction coordinate including the syn and 
anti MECPs to determine the origin of the photo-torquoselectivity in the reaction of 2. We 
computed non-covalent interaction surfaces using the NCIplot program67 for each of these 
geometries. Figure 7 shows the non-covalent interactions in two representative geometries, three 
steps along each reaction path from the Franck-Condon point. 

The NCIplots reveal the presence of weak stereoelectronic effects which govern the photo-
torquoselectivity of this reaction. As the reaction proceeds along the anti pathway, the fluorines 
approach the adjacent ladderene hydrogens (F−H distance < 3 Å). As shown in the left half of 
Figure 7, this results in weakly stabilizing Fδ−…Hδ+ interactions. These interactions have been 
identified as playing a major role in determining the geometric preferences in other fluorinated 
organic molecules.68, 69 

Figure 7 shows how closed-shell repulsions between adjacent fluorine lone pairs destabilizies the 
syn reaction pathway. These unfavorable interactions are absent along the anti reaction pathway 
as the F−F distances exceed the sum of the van der Waals radii of the two atoms.70, 71 The 
combination of the F−F closed-shell repulsion in the syn pathway and the F…H stabilization in the 
anti pathway leads to the computed energetic difference of 0.2−0.3 eV (5−7 kcal mol−1). Our 
dynamics simulations show that this energetic difference results in a significant preference for 
adopting an anti pre-distorted geometry in the excited-state, thereby giving rise to the photo-
torquoselective preference for the anti configuration in the product.

Conclusions

We have determined the origin of the complete stereoselectivity of a photochemical 4π-
electrocyclic ring closing reaction. We have used multiconfigurational quantum mechanical 
calculations to understand the nature of the vertical excitation and identified a convergence 

Figure 7. Representative NCIplots for anti (left) and syn (right) reaction pathways. Anti plot shows 
favorable F...H interaction that stabilizes the anti pathway. Syn plot shows unfavorable F…F closed-shell 
repulsion that destabilizes the syn pathway.  
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between multiple computational methods. Static calculations of the reaction path show that the 
relaxation from the excited to ground state can theoretically occur through one of two pathways 
that lead to 3 (favored) or 3a (disfavored). We optimized the corresponding MECPs (MECP-syn 
and MECP-anti) and found that the anti pathway exhibits two steepest-descent paths, while the 
syn pathway only shows one which leads back to the reactant diene. Ab initio molecular dynamics 
simulations reveal that these destabilizing interactions result in photoexcited molecules of diene 2 
having a strong preference for adopting anti pre-distorted S1 geometries. The combination of 
closed-shell interactions of adjacent fluorine substituents destabilizing the syn reaction pathway 
and Fδ−…Hδ+ interactions stabilizing the anti pathway result in an energetic difference of as much 
as 0.3 eV. These cooperative factors block the formation of the 3a, leading to the observed 
complete torquoselectivity. This photo−torquoselectivity could be engineered a priori through 
substitutions at key positions on the molecule, which represents a mechanism for stereochemical 
control of photochemical electrocyclic reactions, and a method for the targeted synthesis of 
functionalized ladderenes and polyacetylenes. These newly accessible polymers could hold the 
key to the next generation of organic electronic materials, so a more general development of the 
photo−torquoselectivity model is currently underway.

Computational Methods

Multiconfigurational methods

CASSCF calculations recover the strong electron correlation which arises from the interaction of 
multiple degenerate electronic configurations, but is missing the weak, so-called dynamic, 
component of electron correlation. This is very often recovered by a second-order perturbative 
correction, CASPT2. To account for the interactions of different electronic states, we have 
employed a state-averaged CASSCF wavefunction, averaged over the three lowest energy states. 
To include these same interactions in the CASPT2 calculations, we have used the extended 
multistate formulation of CASPT2, XMS-CASPT2. The XMS-CASPT2 calculations include an 
imaginary shift of 0.1 au to eliminate intruder states. All CASSCF and XMS-CASPT2 calculations 
were performed using the OpenMolcas software package.72, 73

Excitation energies

We have computed the S1 vertical excitation energy for 2 using TD-CAM-B3LYP/aug-cc-PVDZ 
as implemented in the Gaussian 16 software package,74 and with CASSCF(4,4) and XMS-
CASPT2 as implemented in the OpenMolcas software package72, 73, using both the aug-cc-PVDZ 
and ANO-S-VDZP basis sets. The CASSCF and XMS-CASPT2 excitation energies are compared 
to the values computed at the TD-CAM-B3LYP/aug-cc-PVDZ level based on the 
CASSCF(4,4)/ANO-S-VDZP optimized geometry. An extensive benchmarking study of TD-DFT 
reports that the range-separated hybrid functional CAM-B3LYP performs well for many small 
organic molecules, with errors in the range of -0.4 to 0.2 eV, compared to experimental values.75 
The computational cost of ab initio MD simulations places restrictions on the size of basis set we 
can employ, so while we expect the errors in excitation energy for CAM-B3LYP to be larger than 
those reported in these benchmarking studies, this method should provide a reasonable basis for 
comparison in the limit of the basis set we have used. 

The electronic configurations computed by CASSCF and XMS-CASPT2 should agree with those 
computed by CAM-B3LYP, though CASSCF typically overestimates the excitation energy due to 

Page 11 of 16 Journal of Materials Chemistry C



12

a lack of dynamic electron correlation. Significant deviations in the CASSCF and XMS-CASPT2 
electronic structure would suggest an insufficient selection of the active space for describing the 
Franck-Condon region. 

Ab initio molecular dynamics

Ab initio molecular dynamics simulations were performed at the SA-3-CASSCF(4,4)/ANO-S-
VDZP level using Tully’s fewest-switches surface hopping (FSSH) algorithm65 as implemented in 
OpenMolcas72, 73. The initial conditions were generated from a Wigner distribution of the ground 
state potential energy surface at 300 K, and were initialized on the first excited state. 256 
trajectories were propagated at 300 K for 1 ps with a 1.0 fs time step.

Reaction coordinate diagrams

The reaction coordinate diagrams were computed based on a linear interpolation of internal 
coordinates between relevant optimized geometries. These interpolations were performed in 
internal coordinates, rather than Cartesian to minimize the structural changes along the reaction 
coordinate. The interpolation is achieved by varying the values of all internal coordinates (bond 
lengths, angles, and dihedrals) in equally-spaced increments from their starting geometry values 
to those of the end-point geometry. In all cases, the energies of the intermediate geometries were 
computed at both the CASSCF(4,4)/ANO-L-VTZP and the XMS-CASPT2/ANO-L-VTZP levels. 
NCIplots were computed using the SCF density computed at the CAM-B3LYP/aug-cc-PVDZ 
level.
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