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Optimizing testing feedback in introductory chemistry: a multi-
treatment study exploring varying levels of assessment feedback 
and subsequent performance 
Kristen L. Murphy,a David G. Schreurs,a Melonie A. Teichert,b Cynthia J. Luxford,c Jaclyn M. Trate,‡a 
Jordan T. Harshmann§d and Jamie L. Schneider*d

Providing students with feedback on their performance is a critical part of enhancing student learning in chemistry and is 
often integrated into homework assignments, quizzes, and exams.  However, not all feedback is created equal, and the type 
of feedback the student receives can dramatically alter the utility of the feedback to reinforce correct processes and assist 
in correcting incorrect processes.  This work seeks to establish a ranking of how eleven different types of testing feedback 
affected student retention or growth in performance on multiple-choice general chemistry questions.  These feedback 
methods ranged from simple noncorrective feedback to more complex and engaging elaborative feedback.  A test-retest 
model was used with a one-week gap between the initial test and following test in general chemistry I.  Data collection took 
place at multiple institutions over multiple years.  Data analysis used four distinct grading schemes to estimate student 
performance.  These grading schemes included dichotomous scoring, two polytomous scoring techniques, and the use of 
item response theory to estimate students’ true score.  Data were modeled using hierarchical linear modeling which was set 
up to control for any differences in initial abilities and to determine the growth in performance associated with each 
treatment.  Results indicated that when delayed elaborative feedback was paired with students being asked to recall/rework 
the problem, the largest student growth was observed.  To dive deeper into student growth, both the differences in specific 
content-area improvement and the ability levels of students who improved the most were analyzed.

Introduction and theory
General chemistry is often taught in large lecture sections 
influencing instructor choices to utilize multiple-choice exams, 
frequently with limited feedback. Feedback provided after a 
multiple-choice exam is often a passive activity whereby faculty 
post scores, an answer key, and/or worked out solutions, but it 
is up to the individual student whether and how to engage with 
that feedback. Thus, understanding the best ways to use and 
provide feedback for multiple-choice exams could greatly help 
instructors employ best practices to maximize student learning 
through testing.

Testing Effect is commonly cited as a robust concept 
established through numerous research studies (Karpicke and 
Roediger, 2008; Rowland, 2014, Todd et al., 2021).  Testing 
Effect is the finding that retrieval of information (testing) leads 
to better retention compared to restudying of the material, 
which suggests that testing could also be considered a learning 
tool in addition to an assessment tool (Karpicke, 2012; American 
Psychological Association (APA), 2021). Unlike the content often 
tested in a general chemistry course, much of the Testing Effect 

literature involves materials that require fact-based retrieval 
like word lists, symbol-word pairs, and reading comprehension 
of a prose passage (Wheeler et al., 2003; Roediger and Karpicke, 
2006; Coppens et al., 2011).  Although Karpicke and Aue argued 
that Testing Effect is beneficial for more complex materials 
citing several examples, Van Gog and Sweller challenged this 
notion suggesting that there was a limit to testing benefits with 
complex problem solving that requires more than recall but also 
generation and reconstruction of information (Karpicke and 
Aue, 2015; Van Gog and Sweller, 2015; Van Gog et al., 2015). 
Van Gog et al. proposed that the drop off in efficacy of Testing 
Effect was because earlier fact-based studies required 
declarative memory encoding, whereas problem solving 
required declarative schema construction and inclusion of 
procedural memory.  In three experiments, Van Gog et al. had 
university students from various programs participate in 
learning about and solving problems related to circuits. In the 
fourth experiment, students in a math course were recruited to 
solve probability calculations. The goal of these experiments 
was to assess restudy of problems versus testing with the 
problems. In each experiment, ANOVA analysis of a final test 
one week after the initial treatment revealed no significant 
differences between the populations that restudied the 
material versus the populations that took a test of the material. 
Although this study seemed to contradict the many Testing 
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Effect studies, there were several limitations to this study. 
Limitations included relatively short acquisition times for novice 
students to learn about circuits, small sample sizes with each 
experiment consisting of 57-120 students split between 
multiple treatment conditions, and final judgement based on 
performance of only a few items. They do suggest that further 
research with the addition of corrective feedback and with 
students with stronger prior knowledge of the material would 
be beneficial to elucidate the boundaries of Testing Effect with 
problem solving. 

Testing with feedback has been shown to enhance Testing 
Effects. One issue with multiple-choice testing, and testing in 
general, is that choosing an answer (even a wrong answer) 
creates a relatively strong memory when completed under 
testing conditions. Without corrective feedback, incorrect 
answers are likely to show up again (Roediger and Marsh, 2005). 
Butler and Woodward provide a nice summary of the literature 
using task-level feedback to promote learning of facts and 
concepts (Butler and Woodward, 2018), defining task-level 
feedback as “feedback provided by an external agent after 
individual events that require memory retrieval”. They also 
provide a careful analysis and theoretical interpretation of 
testing feedback literature that contains a variety of feedback 
types and timing, each factor potentially changing the efficacy 
of outcomes. Our research group also provided a summary of 
testing feedback literature in an ACS Symposium chapter on 
testing (Schneider et al., 2014). To summarize the testing 
feedback literature: delayed corrective feedback produces 
better retention compared to immediate feedback, but 
immediate feedback may be useful with initial acquisition of 
information, especially for poor performing learners (Wright 
and Gescheider, 1970; Kulhavy and Anderson, 1972; Butler et 
al., 2007; Butler and Roediger, 2008; Mullet et al., 2014). For 
high efficacy of testing feedback on future performance, 
corrective feedback type should contain the original item, 
student’s answer, and the correct answer (Hintzman, 2010). The 
feedback type with the most discrepant research was feedback 
that provided elaboration or explanation for the answer 
choices, with some research showing no improvement with 
elaboration while others showing moderate improvement for 
certain types of questions (Moreno, 2004; Butler et al., 2013). 
For future research, Butler and Woodward suggest the 
following: further investigation of errors and specifically 
feedback effects on different types of errors, investigating 
strategies that require generation and active processing during 
feedback, shifting from verbatim repeat testing to more 
transfer situations, and assessing the influence of 
metacognitive cues on confidence judgements and processing 
of feedback (Butler and Woodward, 2018).  With all of these 
studies, there is a hope that this research will continue to inform 
educational practices, particularly in the context of science 
instruction (Risley, 2007; Henderson and Harper, 2009; Knaus et 
al., 2009; Andaya et al., 2017).

Our team endeavoured to use this rich literature to establish 
a research program investigating testing feedback efficacy on 
future performance outcomes in introductory chemistry 
courses. As practitioners and researchers, we wanted to design 
our study in a way that would directly link to classroom 
testing/practice testing applications in most introductory 
science and math courses and would apply robust, reproducible 
methods to add to the testing feedback literature. To establish 
experimental conditions with student prior knowledge and 
motivation similar to a multiple-choice testing scenario, we 
elected to use a practice test given to students enrolled in 
general chemistry courses at multiple institutions a few weeks 
prior to the course final exam. After and/or during the practice 
test, students were given some feedback condition. About 1 
week later, the same students took an isomorphic practice test. 
The change in test performance, including the change in test 
performance by different groups of students, was then studied 
using a variety of modelling techniques to investigate the 
efficacy of different feedback mechanisms.

Research questions
Methods and analysis for this study were structured to answer 
the following research questions:

(1) How do different types of feedback relate to student growth 
in exam performance, and which type of feedback is most 
effective?

(2) How does the growth related to each type of feedback 
differentially benefit students of particular ability levels?

(3) Does the content area of the question influence student 
growth, and how is that different between the treatments?

Methodology
Volunteer students enrolled in general chemistry at five 
institutions (labelled I1-I5) over 8 years participated in the test-
retest study.  A brief summary of each of these institutions is 
included in the Electronic Supplementary Information (ESI 
section 1).  Unique student groups were assigned to each 
feedback condition, but within the feedback condition the same 
group of students took the initial and final practice tests 
(between-within design).  Two isomorphic exams consisting of 
introductory chemistry concepts [chemical composition (6 
items); gram, mole, molecule conversions (6 items); reaction 
stoichiometry (4 items); and limiting reactant stoichiometry (4 
items)] were used for data collection (Murphy et al.).  Items 
were written to assess both quantitative and conceptual 
reasoning, including interpretation of particulate-level 
drawings.  Previous work has provided evidence of high validity 
for the data produced by these items when administered to 
general chemistry students (Murphy et al.; Schreurs et al., 2024; 
Trate et al., 2020).  Reliability was also assessed through 
Cronbach’s alphas and average inter-item correlations which 
are included in ESI section 4.2.  Practice Tests are available upon 
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request from the corresponding author. Detailed information 
on the scoring of these tests is detailed elsewhere and in ESI 
section 12 (Murphy et al.). Student consent was obtained per 
IRB at each institution, and all students who did not provide 
consent were excluded from analysis.

General practice methodology: Delayed Noncorrective (DNC)

The general data collection strategies were held constant at 
each testing site with instructors at each institution proctoring 
the practice exams during out of class sessions and/or 
laboratory sessions. Faculty proctors were given recruitment 
information and PowerPoint presentations to guide their 
introduction of the testing protocols. Students were invited to 
participate in the study about 3-4 weeks prior to the course final 
exam to help prepare for the final exam in some key course 
concepts. Students had up to 60 minutes to complete the initial 
20-item multiple-choice Exam A. The proctors scanned the 
exam scoring sheets and sent them to the research team to 
score using electronic scoring software (Gravic, 2023). A score 
feedback sheet sorted by pre-assigned research student IDs was 
generated by the research team and posted for the 
participating students on a course management site (like D2L or 
Canvas) within 2-3 days of initial testing by the proctor. The 
feedback sheet indicated how many items were correct out of 
20 and how many items were correct in each of the four topic 
areas. One week after taking the initial test, students returned 
to take an isomorphic 20-item multiple-choice Exam B with the 
same 60-minute limitation. Exam B had the same order of items 
with the same stem language but with different elements, 
compounds, and/or quantities. The answer choices also had the 
same language and same processing errors; however, the order 
of the answer choices was different to encourage re-processing 
of items rather than recalling answer choice order. Exam B was 
processed like Exam A with a score feedback sheet posted to 
the course management site within 2-3 days of testing. This 
general practice testing methodology constituted what we 
describe as Delayed Noncorrective feedback since students 
received their scores after taking the exam, but they did not 
receive information on which questions they missed, what their 
errors were, or the correct answers. Students were given access 
to overall score and subscores for all treatments in this study. 
This experimental condition is Treatment 1.

Validation steps were taken to ensure the week 2 exam 
(Exam B) was comparable to the week 1 exam (Exam A).  The 
student sample analysed for the validation included 2,025 
students who completed Exam A and 219 students who 
completed Exam B during week 1, without immediate feedback. 
The exams were graded dichotomously (correct or incorrect) 
and polytomously.  Two partial-credit polytomous grading 
schemes were used and were dubbed “open” and “hierarchy”.  
Partial credit values were determined by expert raters.  The 
open partial credit values could be any permutation of 0, 0.25, 
0.5, or 1 where values could be used multiple times or excluded 
entirely.  Questions under the hierarchy scheme required each 
of the values (0, 0.25, 0.5, 1) to be used once per question for 
the 4 answer choices.  More details about these partial credit 
methods are provided elsewhere (Murphy et al.).  To ensure 

cloning, test performance was compared between both 
versions and is included in ESI section 4.2.  All analyses pointed 
towards both exams performing comparably.

Corrective feedback methodology

Each corrective feedback condition was added to the general 
practice testing methodology (Treatment 1) with changes 
occurring either during week 1 testing (immediate feedback 
conditions) or between week 1 and 2 testing (delayed feedback 
conditions). All Treatments utilized the same exams: A then B. 
The delayed noncorrective feedback condition described by the 
general methodology (Treatment 1) served as the control (e.g., 
item correctness was not indicated). In all, there were 10 
different corrective feedback conditions (Treatments 2-11) 
described in Table 1. Only students who fully answered all 20 
items on both week 1 and week 2 exams and who fully 
participated in the corrective feedback were included in the 
analysis.

Immediate Feedback Assessment Technique (IFAT)

During Treatments 2, 6, and 7 week 1 testing, students were 
instructed to bubble in their first answer choice on an 
electronically scored answer sheet and then to use a 
commercially available Immediate Feedback Assessment 
Technique (IFAT) form to scratch off a waxy coating to reveal 
the correctness of their answer choice (Epstein Educational 
Enterprises). The intent of the IFAT form is to provide 
immediate feedback to students so that they may correct their 
process before progressing to the next item. IFAT was the only 
corrective feedback mechanism employed for Treatment 2.  The 
specific directions provided to students for using the IFAT forms 
are provided in ESI section 2.

Delayed Corrective (DC)

In Treatments 3-11, some form of delayed corrective (DC) 
feedback was provided 2-6 days after week 1 testing but before 
week 2 testing. Electronic platforms (Web Assign and Qualtrics) 
were used to deliver the delayed feedback conditions. In the 
delayed feedback conditions, students were shown each item 
one at a time, and students either entered their original Exam A 
answer choice (student prior answer choices were provided to 
them by the researchers) or the students were asked to 
recall/rework the problem and enter their answer choice. Based 
on testing feedback research optimal conditions, students 
would view the original item, their answer, the correctness of 
their answer, and the correct answer during the testing 
feedback process (Butler and Woodward, 2018).  In Treatments 
3, 5, 7, 9, and 11, student answer choices for week 1 were 
provided to the students’ course management site for students 
to input into the online feedback test to get item by item 
corrective feedback (Answers Provided, AP). In Treatments 4, 6, 
8 and 10, students Recalled/Reworked (RR) each item during 
the Exam A feedback. In the delayed corrective condition 
(Treatment 3), students were given the following types of 
messages based on the correctness of their answer:

“Your answer choice was incorrect. The correct answer 
choice was D 55.3%.”
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“Your answer choice of D 55.3% was correct.”

Answer Until Correct (AUC)

In the delayed Answer Until Correct (AUC) condition 
(Treatments 4-7), students were instructed to continue to 
answer each item one at a time until they chose the correct 
answer. After each attempt, students were given the following 
messages based on the correctness of their answer:

“You answered A. This is incorrect. Please try another 
answer.”

“You answered B. This is correct. Good job! Please go on to 
the next problem.”

Elaborative Feedback (EF)

In the Elaborative Feedback (EF) conditions, students were 
given additional information on the likely mistake they made 
based on the answer choice selected and a possible solution to 
obtain the correct answer. In Treatments 8 & 9 (EF1), this took 
the form of only one answer being elaborated to the students. 
The elaborative feedback was developed from response process 
research done with student interviews (Schreurs et al., 2024; 
Trate et al., 2020). An example of this is provided below and an 
additional example for a conceptual item is included in ESI 
section 6:

In Treatments 10 & 11 (EF2), students were given the same 
elaborative feedback information if they were incorrect on the 
first answer choice but instead of the correct answer solution 
they were told to “click on the next page to try this question 
again”. On the second attempt, they got the same feedback as 
the students did on the elaborative feedback condition (1 
answer). 

All 11 treatment conditions are summarized in Table 1, 
which is ordered to approximately mimic an increasing amount 
of feedback to the student (e.g. Treatment 11 is substantially 
more feedback to the student than Treatment 1, for example). 

Statistical analysis of exam score data

The classical treatment of test-retest data comparing different 
feedback mechanisms would be to utilize a repeated measures 
ANOVA analysis. Because of the number of treatments (11 
Treatment conditions) and the partial-credit scoring options, a 
more sophisticated approach was taken to more carefully 
discern differences in student performance. Specifically, our 
analysis of the exam data necessitated the use of many 
mathematical tools such as Hierarchal Linear Modelling (HLM) 
and Item Response Theory (IRT).  HLMs were chosen as the 
primary modelling technique because of their efficiency when 
investigating the relationships within and between hierarchical 
levels such as students within treatments over time (Woltman 
et al., 2012).  For some analyses, HLM was paired with IRT.  IRT 
attempts to transform the observed performance on a given 
assessment into a more accurate prediction of underlying 
ability.  A commonly used statistic within IRT is the Lord’s Wald 
test which provides a metric for showing significant difference 
between two groups on a common item (e.g., do week 1 and 
week 2 perform the same on this question?).  Differences 
between two groups can also be visualized using Item 
Characteristic Curves (ICCs).  ICCs plot student’s ability levels 
against the probability of answering each item correctly 
(Schurmeier et al., 2010).  If the treatment improved student 
performance, that ICC would be expected to appear higher 
(more likely to answer correctly) at most ability levels.  Effect 
size for each ability level can be calculated using Cohen’s h to 
compare the proportion of students at each ability level who are 
likely to answer correctly (based on the ICC) before and after 
the treatment (Cohen, 1988).  Further background on HLM, IRT, 
and the Lord’s Wald test are included in ESI section 3.1-3.2.

Table 1 Brief description of treatments and the indexing used 
for all future analysis.
Code Treatment* Description

1 DNC Only Delayed Noncorrective (DNC)
2 IFAT IFAT and DNC

3 DC-AP Delayed Corrective no Elaborative Feedback 
(prior answer choices provided) and DNC

4 AUC-RR Delayed AUC no Elaborative Feedback (asked 
to rework/recall) and DNC

5 AUC-AP Delayed AUC no Elaborative Feedback (prior 
answer choices provided) and DNC

6 IFAT + AUC-RR IFAT and Delayed AUC no Elaborative 
Feedback (asked to rework/recall) and DNC

7 IFAT + AUC-AP
IFAT and Delayed AUC no Elaborative 

Feedback (prior answer choices provided) 
and DNC

8 EF1-RR Delayed Elaborative Feedback (1 answer) 
(asked to rework/recall) and DNC

9 EF1-AP Delayed Elaborative Feedback (1 answer) 
(prior answer choices provided) and DNC

10 EF2-RR Delayed Elaborative Feedback (2 answer) 
(asked to rework/recall) and DNC

11 EF2-AP Delayed Elaborative Feedback (2 answer) 
(prior answer choices provided) and DNC

*all treatments involved DNC
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Software specifications

The analyses required the implementation of IRT and the 
construction of HLMs.  All statistical analysis was conducted 
using R 3.6.2 (R Core Team, 2022). To import raw data from 
excel, the R package ‘readxl’ was used (Wickham and Bryan, 
2019). After all analyses, the R package ‘xlsx’ was used to export 
results from R back into excel (Dragulescu and Arendt, 2020).  
The ‘ltm’ package was used to construct the IRT models and 
‘difR’ was used to compare the models using Lord’s Wald test 
(Rizopoulos, 2006; Magis et al., 2010). HLMs were created using 
both the ‘nlme’ and ‘lme4’ package (Bates et al., 2015; Pinheiro 
et al., 2020).  After the HLMs were formed, the ‘arm’ package 
was used to estimate the standard error associated with the 
random effects (Gelman and Su, 2020).

Pilot hierarchical linear models

To determine the optimal model to fit the data, four pilot 
models were constructed and compared.  The initial model was 
the simplest and was tested against 3 iterations of building up 
the model through the addition of fixed and random effects.  
The process of these models is explained in detail in ESI section 
3.3 but the optimal model (referred to as “m2”) used: student 
initial performance, student improvement between weeks, and 
a random effect based on the student’s treatment.

Results
The average exam scores and total number of students who 
took the exam are displayed in Table 2 with the data broken 
down by institution and semester. These data illustrate the 
diversity of student performance profiles among our sample.  
Table 3 shows averages and counts broken down by the type of 
feedback (hereafter referred to as treatment) provided to the 
student between week 1 and week 2 testing. Our goal was to 
compare the different feedback treatments to address the 
research questions regarding how the types of feedback relate 
to student growth in exam performance and how that growth 
relates to students of different achievement levels and to 
different content areas.

Hierarchical linear modelling m2 coefficients and random effects

Using the results from pilot models (ESI section 3.3), the optimal 
model (m2) was used to model the full data to estimate the 
value added by each treatment.  Since the primary focus of this 
study is the growth in student performance caused by each 
treatment, the initial ability levels (β0 and θ0 j(i)) are not reported 
here but are included in ESI section 5.  When interpreting the 
coefficients directly, β1 is the average growth of the full sample 
and θ1 j(i) is how much the growth of treatment j differs from 
that average.  However, rather than interpreting β1 and θ1j(i) 
independently, a more useful metric is interpreting the sum of 
β1 and θ1j(i).  The interpretation of the sum of these two 
coefficients is now the slope of treatment j, which can be 
interpreted as how many points of improvement were caused 
by treatment j.  This model (m2) was run using dichotomous, 
open, and hierarchy scoring and the slopes (β1 + θ1 j(i)) for each 
treatment along with the standard error of θ1 j(i) are plotted in 
Figure 1.

The values of the slopes within each treatment vary 
between grading schemes.  This is to be expected because the 
partial credit schemes gave students more opportunities for 
points which inflated their week 1 scores and gave them less 
room to improve during week 2.  It is because of this week 1 
inflation that dichotomous (lowest average score) is 
consistently the highest growth, followed by open (second 
lowest average score), followed by hierarchy (highest average 
score).  These slopes may have agreed more closely with a more 
difficult exam where students wouldn’t have been as likely to 
obtain the highest possible score.

Regardless of the slight differences in slopes within each 
treatment, the between-treatments trend is fairly consistent.  
The smallest gain was observed for the control treatment 
(delayed noncorrective only), whereas the largest gains were 
observed for the delayed elaborative feedback conditions 
(whether 1 or 2 answer attempts allowed) where students were 
asked to rework the problem or recall their initial response. All 
the scoring schemes showed the same progression of 
treatments with two exceptions under the hierarchy grading 
scheme (boxed in red on Figure 1).  These differences were 
minor and only caused a flipping-in-order of two pairs of 
treatments.

Table 2 Week 1 descriptive statistics of exam performance for all grading schemes with the maximum possible score of 20.
Institution

Week 1
I1 I2 I3 I4 I5

Overall 
Average

Fall 13.87 10.89 13.73 10.70  13.30
Average Dichotomous Score

Spring 12.59 11.05 13.63 10.97 14.56 13.09
Fall 14.87 12.40 14.75 12.16  14.39

Average Open Score
Spring 13.74 12.55 14.72 12.39 15.52 14.22

Fall 15.52 13.24 15.45 13.13  15.10
Average Hierarchy Score

Spring 14.52 13.44 15.38 13.35 16.18 14.96
       Overall Count

Fall 379 85 417 74  955
Spring 304 20 345 112 166 947Count
Total 683 105 762 186 166 1902
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Table 3 Comparison of week 1 and week 2 scores between treatments.

Fig. 1 Estimates for the slope (β1 + θ1 j(i)) of each treatment under the m2 model. The slope of each treatment is interpreted as how many 
points of improvement were caused by that treatment.  Error bars correspond to the standard error of the treatment slope.  Treatments 
are boxed based on how they were later collapsed.  

Table 4 Order of treatments with the top leading to the most student improvement and the bottom leading to the least improvement.  
Colour coding of text corresponds to how the treatments were later collapsed.

Code Treatment
10 Delayed Elaborative Feedback (2 answer) (asked to rework/recall) and DNC (EF2-RR)
8 Delayed Elaborative Feedback (1 answer) (asked to rework/recall) and DNC  (EF1-RR)
5 Delayed AUC no Elaborative Feedback (prior answer choices provided) and DNC (AUC-AP)
4 Delayed AUC no Elaborative Feedback (asked to rework/recall) and DNC (AUC-RR)
6 IFAT and Delayed AUC no Elaborative Feedback (asked to rework/recall) and DNC (IFAT + AUC-AP)
7 IFAT and Delayed AUC no Elaborative Feedback (prior answer choices provided) and DNC (IFAT + AUC-AP) 

11 Delayed Elaborative Feedback (2 answer) (prior answer choices provided) and DNC (EF2-AP)
2 IFAT and DNC (IFAT)
9 Delayed Elaborative Feedback (1 answer) (prior answer choices provided) and DNC (EF1-AP)
3 Delayed Corrective no Elaborative Feedback (prior answer choices provided) and DNC (DC-AP)  

1 Delayed Noncorrective (DNC Only)

Treatment
 

1 2 3 4 5 6 7 8 9 10 11
Overall 
Average

Week 1 12.71 13.78 12.59 12.79 12.88 15.54 13.97 14.79 13.55 13.08 12.57 13.20
Average Dichotomous Score

Week 2 13.02 14.77 13.30 14.40 14.62 16.65 15.21 16.70 14.25 15.31 13.81 14.24
Week 1 13.93 14.82 13.74 13.91 13.98 16.28 14.97 15.71 14.52 14.20 13.78 14.31

Average Open Score
Week 2 14.22 15.67 14.47 15.38 15.54 17.24 16.00 17.32 15.15 16.11 14.84 15.23
Week 1 14.70 15.45 14.47 14.68 14.88 16.73 15.59 16.22 15.37 15.00 14.53 15.03

Average Hierarchy Score
Week 2 14.93 16.21 15.15 16.00 16.20 17.64 16.56 17.64 15.86 16.60 15.52 15.84

             Overall Count
Count 592 327 112 194 82 57 110 66 64 205 93 1902
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Sample collapse by treatment

While the order of student growth caused by the treatments is 
shown in Figure 1, many neighbouring treatments have 
standard error bars which overlap.  In an attempt to further 
separate the differences caused by treatments and obtain 
sample sizes large enough to conduct IRT analysis, samples 
which received similar treatments were collapsed into groups.  
This process was guided by both the quantitative results that 
showed the ordering of treatment effectiveness, and by 
qualitatively analysing the treatments which are likely to 
produce similar results.

The first grouping (Group 1, purple in Table 4) was the 
highest performing treatment and consists of delayed 
elaborative feedback (asked to rework/recall).  Grouping 2 
(blue) was similar in that all treatments contained delayed AUC 
without elaborative feedback.  The third grouping (orange) 
qualitatively has a wider variety of treatments together; 
however, quantitatively they all performed very similarly in 
Figure 1.  Group 4 (black) was students who were only provided 
delayed noncorrective feedback and this treatment was left on 
its own because its standard error did not overlap with any of 
the other treatments, and because this treatment (as 
Treatment 1) served as the control for comparison.

After these treatment groupings (TG) were determined, a 
new HLM was constructed using a slight modification of the 
previous model (m2).  The model for TG is 𝐘𝒕𝒊 = 𝛃𝟎 + 𝛃𝟏 +
𝛉𝟎 𝒌(𝒊) + 𝛉𝟏 𝒌(𝒊) + 𝛅𝟎 𝒊 + 𝛜𝒕𝒊 where all of the coefficients and 
indexes are interpreted in the same way.  The only change to 
this model is that instead of treatment j, the new model has TG 
k.  The values of the coefficients for this model are shown in ESI 
section 8.  Figure 2 shows the slopes (β1 + θ1 k(i)) for each TG 
along with the group’s standard errors.  These TG for each 
scoring scheme (along with the true score which is discussed in 
the next section) show the expected ordering and separation of 
the treatment groups. Specifically, regardless of the scoring 
method, the smallest gain (slope) was observed for the control 

treatment (delayed noncorrective feedback), and the greatest 
gains were seen for delayed elaborative feedback where 
students were asked to recall or rework the problem.

Dichotomous 2-parameter logistic item response theory model

An additional benefit of collapsing the treatments into broader 
groupings is the increase in sample size of each group (see Table 
5).  Using these collapsed samples and within each week and 
TG, a 2-parameter logistic (2-PL) model was used which could 
accommodate both for question difficulty and discrimination.  
IRT true scores for each week were used following the same 
HLM procedure that was used above.  These models, based on 
an alternative measure of student ability, led to the same 
conclusions that were drawn from the other dichotomous and 
polytomous scores (Figure 1).  However, the true scores based 
on IRT modelling suggest the benefit caused by treatment group 
2 and 3 may be understated by the other methods, and the 
benefit from treatment group 1 may be overstated (Figure 2).

Table 5 Sample size of each treatment and treatment grouping.
Code Sample Size Treatment Grouping Sample Size

10 205

8 66

Treatment Group 1 (TG1): 
Elaborative Feedback (RR)

N = 271
5 82
4 194
6 57
7 110

Treatment Group 2 (TG2): Answer 
Until Correct (AP & RR)

N = 443

11 93
2 327
9 64
3 112

Treatment Group 3 (TG3): 
Variety, Similar Performance

N = 596

1 592
Treatment Group 4 (TG4): DNC 

Only
N = 592

Fig. 2 Estimates for the slope (β1 + θ1 k(i)) of each treatment group under the m2 model.  Error bars correspond to the standard error of 
the TG slope.

Page 7 of 41 Chemistry Education Research and Practice

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



ARTICLE Chemistry Education Research and Practice

8 | Chemistry Education Research and Practice, 2023, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx

Please do not adjust margins

Please do not adjust margins

Table 6 Lord DIF detection under each Treatment Grouping (TG) 
with “X” indicating a significant difference between weeks at the 
0.001 level.

Content Area Question # TG1 TG2 TG3 TG4
Chemical 
Formulas Q16 X X   

Conceptual 
Understanding of 

Molar Mass
Q14  X   

Empirical 
Formula Q13 X X X  

Identify Excess 
Products Q20 X X   

Stoichiometric 
Calculations Q8  X   

Q19 X X   
Q9 X    Limiting Reactant 

Calculations
Q10 X X   

Lord’s test for differential item functioning between week 1 and 
week 2 item response theory models

IRT analysis also allowed for week 1 and week 2 results to be 
more accurately compared through the use of Lord’s Wald test.  
The significance threshold was set at the 0.001 level where a 
significant result indicates that week 1 and week 2 performed 
significantly different.  Since the results of this test do not 
necessitate that week 2 performed better than week 1, ICC’s 
(item characteristic curves) were analysed in the next section 
which show the probability of a student of any ability level 
answering the problem correctly.  This analysis confirmed 
improvement in performance for most ability levels.  Questions 
that showed a significant difference under each TG are shown 
in Table 6 and are later expanded upon in the section 
“Treatment grouping results summary”.  The presence of 
significant differences was then broken down by the content 
area of the question.  Significance values for each Lord 
comparison can be found in ESI section 10.

Item Characteristic Curve (ICC) comparison

The primary limitation with the Lord results is while significant 
differences were found, no indication of effect size had been 
determined.  While quantitative methods do exist for finding 
IRT overall effect size, for this study ICC’s were compared to 
visualize how the effect size changed for each student ability 
level.  In other words, ICC comparison allowed for visualization 
of not only which content areas benefited from each treatment, 
but also which student ability levels benefited the most.  One 
example of direct ICC comparison is shown in Figure 3 with TG1, 
question 9.  This figure shows that week 2 had a higher 
probability of students answering the question correctly for 
nearly every ability level.  Students of average ability level 
(ability = 0), appear to benefit the most because this is where 
the week 1 and week 2 plots are most separated.  It is also worth 
noting that the region where week 1 outperforms week 2 seems 
to be a result of the question discriminating better week 2 as 
opposed to a counterintuitive shift in improvement which 
benefits week 1.  Comparing ICC’s in this manner is effective; 

however, it is tedious and would lead to the analysis of 160 plots 
(20 questions x 2 weeks x 4 TG).  Analysis can be dramatically 
simplified by instead investigating the difference between the 
weeks.  This is shown for question 9 in the red box of Figure 3 
and can be simply interpreted as the more positive the line, the 
more the treatment benefited students of that ability level.  
These differences for each question can then be summed to 
provide a rough estimate of which student abilities benefit 
overall under each TG.  The plot of these sums is shown in Figure 
4.

Fig. 3 Side-by-side comparison of ICCs between week 1 and week 2 
of treatment grouping 1, question 9.  Within the red box, is the area 
between these curves.

For ease of explanation, Figure 4 was broken into three 
categories of students using a cut-point of ±1.5: below-average 
(<–1.5 ability level), average (–1.5 to 1.5 ability level), and 
above-average (>1,5 ability level).  The categories are colour 
coded in the figure.  Interpretation of the plot shows that the 
TG effectiveness follows the expected pattern (TG1 > TG2 > TG3 
> TG4) for average and above-average student.  Above average 
students showed a smaller gap in growth due to the initial start 
of higher performance (ceiling effect).  An interesting pattern is 
seen for below-average students (TG3 > TG2 > TG1 > TG4).  This 
drop in treatment effectiveness may be caused by low-ability 
students not engaging in the ‘asked to rework or recall’ portions 
of the treatments which was pivotal for both TG1 and TG2. In 
addition, low-ability students may not engage as productively in 
“Answer Until Correct (AUC)” feedback methods, simply 
guessing through the answer choices rather than reasoning 
through alternate answers.

Fig. 4 Sum of the differences between week 1 and week 2 ICC’s 
for every question within each treatment grouping.

The ICC can also be used to analyse content-specific growth.  
Raw differences in the ICC (as were used to establish Figure 4) 
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after being broken down by content area can be found in ESI 
section 11.  However, to better quantify the effect size of these 
differences, Cohen’s h was calculated based on these ICC 
differences for each ability level.  To determine if a content area 
experienced growth as a result of the TG, the cut-point of 0.5 
was used which signifies a medium effect size (Cohen, 1988).  
Content groups that fell above this cut point are shown 
tabularly (Table 7) and analysed further in the section 
“Treatment grouping results summary”.

Treatment grouping results summary

The benefit to students caused by each TG has now been 
analysed through two distinct methods: Lord’s Wald test and 
ICC comparison.  An independent qualitative approach to 
scoring was also completed (termed ‘multimode scoring”) and 
is documented in ESI section 12.  A tabular summary of which 
content groups were determined to be benefited for each TG 
under each method are shown in Table 7.  

Table 8 is a transformation of Table 7 and shows the ability 
level where students received the most benefit when ICCs 
within each content area were averaged.  The ability levels are 
reported as a z-score so a value of 0 indicates average ability 
students, negative indicates below average ability students, and 
positive indicates above average students.  For example, Table 
8 shows that in the content area of “Chemical Formulas”, TG1 
resulted in the most growth for students with a factor score of 
-1.420.  This means students who performed 1.420 standard 
deviations below the class average were most aided by this 
treatment grouping in this content area.  However, this 
treatment grouping was most beneficial to students who were 
1.036 standard deviations above the class average in the 
content areas of “Identify Excess Products”.  This 
transformation was only conducted for content areas where at 
least one of the three (Lord Statistic, IRT ICC, or Multimode) 
detection methods summarized in Table 7 showed growth for 
that treatment grouping.  Interpretation of Table 8 is three-fold 
and involves analysis of the overall pattern, the within TG trend, 
and the between TG trend.  Overall, the detection pattern is 
intuitive and shows that TG1 and TG2 led to growth in the most 
content areas, followed by TG3, and ending with no growth 
above the thresholds with TG4.

For analysis within treatment groupings, with the exception 
of a few content areas within TG1, the later the content area 
the higher the ability of students benefited.  This means that 
lower achieving students are benefiting from the treatments by 
expanding their foundation knowledge of chemistry while 
higher achieving students who already possess sufficient 
foundational knowledge are expanding their peripheral 
knowledge.

Table 7 Full summary of improvement detection with X 
indicating improvement was observed.

Content Measurement TG1 TG2 TG3 TG4
Lord Statistic X X   Chemical 

Formulas IRT ICC X X   

Lord Statistic XConceptual 
Understanding of 

Molar Mass IRT ICC X X

Application of 
Molar Mass  No Significant Differences

Mass Percent Significant Differences Only Observed Through 
Multimode Analysis (See ESI section 12)

Lord Statistic X X X  
Empirical Formula

IRT ICC X X   
Mole to Mole 

Ratio No Significant Differences

Lord Statistic X X   Identify Excess 
Products IRT ICC X    

 Mole to Mole 
Conversion No Significant Differences

Lord Statistic  X   Stoichiometric 
Calculations IRT ICC     

Lord Statistic X X   Limiting Reactant 
Calculations IRT ICC X    

When comparing between TG, the question becomes 
which grouping provides benefit to the widest array of 
students.  Analysis of the ranges from Table 8 show that TG1 
benefited students of the most diverse abilities with a range of 
-2.456 (-1.420 - 1.036 = -2.456).  This was followed 
subsequently by TG2 (-1.689) and TG3 (-0.998).  The large 
range of benefit to students provided by TG1 strengthens the 
argument for its use and confirms that it’s not only beneficial 
to a specific ability student.

Table 8 Z-score ability that experienced the most growth for 
each treatment grouping where growth was seen.  Negative values 
indicate peak growth for below average students while positive 
values indicate peak growth for above average students.

Content TG1 TG2 TG3 TG4
Chemical 
Formulas -1.420 -1.523

Conceptual 
Understanding 
of Molar Mass

-0.787 -1.247 -0.883

Mass Percent -0.269
Empirical 
Formula -0.422 -0.806 0.115

Identify 
Excess 

Products
1.036 -0.576

Stoichiometric 
Calculations -0.192

Limiting 
Reactant 

Calculations
-0.294 0.166
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Conclusions
Implications

The results provided by the m2 HLM show a clear ordering of 
the effectiveness of different types of feedback treatments 
(research question 1).  After sample collapse by treatment, the 
standard errors did not overlap with neighbouring groupings 
and showed particular benefit for providing students with 
delayed elaborative feedback coupled with students being 
asked to recall or rework each problem.  Further investigation 
into this growth showed that students of a wide range of 
abilities all benefited from TG1 (delayed elaborative feedback) 
lending weight to its use for a larger variety of students 
(research question 2). More specifically, the data presented 
here suggest practitioners will provide the greatest benefit to 
their students, as a whole, by providing them with an 
opportunity for delayed elaborative feedback along with having 
the students recall/rework the exam questions.  This can be 
operationalized by providing students with the opportunity to 
rework exam questions with item-by-item feedback, for 
example with an electronic platform or course management 
system which would provide elaborative feedback in real time. 
Note this suggestion does not necessarily advocate for exam 
retakes for improved exam grades, but as a post-exam 
assignment with the purpose of learning from errors for future 
assessments.

It is noteworthy to address the significant instructor time 
investment of programming in item-by-item elaborative 
feedback.  In the case where such feedback is not realistic to be 
implemented, dramatic student improvement was also seen 
using AUC (TG2).  Assuming the course-management system 
supports AUC, this method requires no additional instructor 
intervention and therefore may be a more preferable option to 
many instructors.

Another important result of the work presented here is that 
with all methods of analysis, the control treatment, which 
consisted of delayed noncorrective feedback that provided a 
score but no information on missed questions or correct 
answers, showed the lowest gain, and as shown in Tables 7 and 
8 (as TG4) showed no gain for any content area. Further, 
delayed corrective feedback (Treatment 3 in Table 1, collapsed 
into TG3 in the subsequent analysis) showed little to no gain in 
performance either. This feedback condition mimics the 
predominant feedback given in a large-enrolment course: 
students can see which questions they answered 
correctly/incorrectly and an answer key is posted. The work 
presented here indicates that this method of feedback does not 
lead to improved performance for students. Effective feedback 
must include an opportunity to rework exam questions through 
initial attempts and/or through answer-until-correct attempts 
(TG1 & TG2), and the most effective feedback will also contain 
item-by-item (TG1) elaborative feedback. The results of this 
work have implications for best practices in exam feedback as 
well as for online homework systems.

An interesting caveat is that lower-performing students 
experience the lowest gain from the delayed elaborative 
feedback. Thus, if an instructor is attempting to help primarily 

low-performing students, it may be more beneficial to provide 
those students with their original answers to questions before 
they engage in a delayed feedback opportunity as opposed to 
being asked to recall or rework questions as is indicated in 
Figure 4.  It is also important to note that for reasonable 
elaborative feedback to be given and for student improvement 
through item-by-item feedback, multiple-choice assessments 
should be built with logical distractors. There is also an 
advantage to incorporating partial credit scoring, which 
provides credit for partially-correct processes, a method of 
giving feedback to students with initial scoring (Murphy et al.).

These results also indicated a relationship between 
feedback type and content area being assessed (research 
question 3).  However, while this analysis shows that a 
relationship between content and feedback exists, this study 
was not designed to make claims about what causes a particular 
type of feedback to be effective within a specific content area.  
Based on prior research, it can be assumed a portion of this 
relationship can be explained by the ratio of complex problem 
solving versus fact-based retrieval the item required (Wheeler 
et al., 2003; Roediger and Karpicke, 2006; Coppens et al., 2011; 
Karpicke and Aue, 2015; Van Gog and Sweller, 2015; Van Gog et 
al., 2015).  However, a deeper investigation is required to better 
understand what types of problems are ideal for which type of 
feedback.

Regardless of the type of feedback an instructor wishes to 
provide to students, an important consideration is the feedback 
options provided by their course management system.  For 
example, functionality to provide students with immediate 
feedback during testing or testing feedback (as opposed to 
feedback following test completion) may not be available.  The 
feedback mechanisms we investigated follow best practices of 
connecting item stem with answer choices to student answers 
to corrective feedback with feedback coming at the moment 
students are thinking about a particular item. Most online 
course managements systems only allow for whole test 
feedback at the end of submission. Given that the benefit of 
different feedback types was found to vary based on content 
and student ability, we encourage course management systems 
to provide a greater variety of possible feedback mechanisms 
for instructors to choose from.

Limitations

The effectiveness of each individual treatment is based on 
student performance in introductory chemistry and may not be 
consistent at other levels of chemistry or in other fields.  
Additionally, the influence of TG on content-specific growth 
uses a limited number of questions to predict student growth 
for a more general content area.  The intention of the content-
specific growth results is not to encourage a specific type of 
feedback based on the content area being studied.  Rather, this 
study only demonstrates that students may respond to 
feedback differently based on the content being assessed.  To 
understand the cause of differential improvement between 
content areas, a deeper qualitative investigation into changes in 
student process would be necessary.
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The differential performance of treatments between 
content areas would be expected to be even more apparent for 
content which rely on different processes.  Another limitation 
of this work is that many of the items tested could be solved 
algorithmically.  The Testing Effect literature suggests the 
Testing Effect may be even stronger for fact-based items than 
the complex problem-solving items we tested (Karpicke and 
Aue, 2015; Van Gog and Sweller, 2015; Van Gog et al., 2015).

Finally, while these results are based on 5 distinct and 
diverse universities, they do not encompass or account for all 
populations of students, and no analysis was done to date on 
this data to investigate how different student populations 
(besides ability) grow differently when exposed to these 
treatments.  Furthermore, even though student growth was 
observed between the week 1 and week 2 assessment, it is 
unclear how well the learning gains students experienced 
translated to other course work later in the semester.  Similar 
feedback research in the more authentic classroom setting is an 
important next step.
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1) Further description of institutions
A brief summary of the five institutions where assessment data was collected is included below in Table 1.
Table 1 Description of the institutions where data collection took place.

Institution
Code Description

I1 Small suburban comprehensive school with undergraduate only chemistry
I2 Medium rural predominantly undergraduate institution
I3 Large urban research-intensive institution
I4 Medium rural mastering level Hispanic serving school
I5 Professional school with organic followed by one term of general chemistry

2) Instructions provided to students completing the IFAT
“If your first scratch unveils a star, you've gotten the answer correct and you should proceed to the next question. If your first 
scratch unveils a blank square, you have not chosen the correct answer and you should reread the question and select/scratch 
another answer. Repeat this process until you uncover the star representing the correct answer. Please only circle the FIRST 
scratched choice for each question not any of the 2nd, 3rd, or 4th scratches.”

3) Expanded statistical background
3.1) Hierarchal Linear Modelling (HLM) 
HLM’s are commonly used in a variety of fields and it is in-part because of their diverse use that the nomenclature surrounding 
HLMs is often inconsistent (Singer, 1998; O’Connell and McCoach, 2004; Cornelius et al., 2007; Laursen and Weston, 2014).  A 
few of the common names used to refer to HLM-type models are: multilevel models, nested data models, linear mixed-effect 
models, value-added models, etc.  For the purposes of this study the models will only be referred to as HLMs and the models 
will be represented in a manner consistent with how it was formatted by Doran (Doran and Lockwood, 2006).  One limitation 
with any type of linear model is the results will only be as accurate as the scores that are used to construct the model.  With 
that in mind, to test validity, four models were constructed using different scoring techniques.  One of these scoring techniques 
was the students true score which required item response theory (IRT) to estimate.
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ESI 2

3.2) Item response theory
IRT has increased in popularity since the 20th century when it was first developed (Bock, 2005).  Today, IRT is commonplace in 
psychometrics and is used in the development of major examinations such as the scholastic aptitude test (SAT) and graduate 
record examination (GRE) (An and Yung, 2014).  The primary reason IRT has become such a cornerstone of psychometrics is 
because it uses student’s responses to each of the items on the exam to estimate the students underlying ability (Cooper et al., 
2008; Hambleton et al., 2012).  An additional benefit of IRT is the prediction of students’ abilities does not depend on the 
sample of students who took the exam which means IRT analysis will automatically account for any potential sampling error 
between treatments (Weaver and Sturtevant, 2015).  However, construction of these IRT models comes at the cost of 
methodological simplicity and requires hefty sample sizes which for some research projects is not realistic (Glynn, 2012).  For 
example, in this study sample sizes were not large enough to investigate specific treatment-level impacts with IRT, so the 
treatments needed to be grouped together for IRT results to be valid.

One possible expansion of IRT is the use of Lord’s Wald test to investigate each question for the possibility of differential 
item functioning (DIF) (Lord, 1980).  In the past, DIF has been primarily used in psychology and education for the purpose of 
investigating question bias between two groups (Kendhammer et al., 2013; Kendhammer and Murphy, 2014; Lee and Suh, 
2018).  While DIF analyses have typically been used to evaluate exam fairness for factors such as cultural or sex-based 
differences, these tests can equivalently be used to reveal when items perform differently before and after a treatment has 
been applied to the students (Holland and Wainer, 2009).  After a test such as Lord’s has been conducted, questions with a 
significant value only indicate that students perform differently on the exam before and after the treatment and post hoc 
analysis must be conducted to ensure that the treatment benefited the student (as opposed to harmed the students’ 
performance).  This post hoc analysis can be conducted in many different ways but use of item characteristic curves (ICCs) has 
the benefit of revealing differences at every student ability level (Zumbo, 1999).

3.3) Pilot HLM
To determine the optimal method for analyzing the data, four pilot models were constructed and are displayed in Table 2.  
These models are labeled m1-m4 and are in sequence based on increasing complexity.  For interpretation of these models, 
Table 3 includes more details about the variables.

Table 2 Description of the variables used for all HLMs.

Symbol Interpretation Specific Symbol Specific Interpretation

Y Test score Yti Test score for student (i) at time (t)

β0 Average initial ability level of students during week 1

β1 Average student improvement from week 1 to week 2

β2
Semester main effect to account for variability among student-level 

intercepts
β Fixed effects

β3 Sex main effect to account for variability among student-level intercepts

θ 0 j(i)
Difference from average initial ability for a student (i) who underwent 

treatment (j)
θ Treatment-Level 

Random Effects θ1 j(i)
Difference from average student improvement for a student (i) who 

underwent treatment (j)
δ0 i Difference from average initial ability for a student (i)

δ Student-Level 
Random Effects δ1 i Difference from average student improvement for a student (i)

ϵ Random Error ϵti Error associated with student (i) at time (t)
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Table 3 Progression of HLMs used to model student performance.

Index Equation Parameters
m1 Y

ti
 = β

0
 + δ

0 i
 + ϵ

ti Random Student Intercept

m2 Y
ti
 = β

0
 + β

1
 + θ

0 j(i)
 + θ

1 j(i)
 + δ

0 i
 + ϵ

ti Random Student Intercept Nested by Treatment

m3 Y
ti
 = β

0
 + β

1
 + θ

0 j(i)
 + θ

1 j(i)
 + δ

0 i
 + δ

1 i
 + ϵ

ti
Random Student Intercept and Slope Nested by 

Treatment

m4 Y
ti
 = β

0
 + β

1
 + β

2
 + β

3
 + θ

0 j(i)
 + θ

1 j(i)
 + δ

0 i
 + δ

1 i
 + ϵ

ti
Random Student and Intercept and Slope Nested by 

Treatment with Additional Main Effects

The simplest model (m1) attempts to predict student scores based solely on the student’s initial performance.  This 
model therefore assumes that no improvement was seen in student scores from week 1 to week 2.  While this is clearly not 
likely, this model was only used as a baseline against which to test the next model.

The second model (m2) builds upon m1 by adding a retest effect and a random effect for the treatment.  Within this 
model, each treatment was allowed to vary in both the intercept (θ0 j(i)) and slope (θ1 j(i)).  The treatment intercept would help 
account for any differences in student’s initial ability levels between the treatments.  This treatment intercept may not be 
necessary for a study which applies all treatments to a homogeneous sample but because this data collection was conducted at 
multiple institutions over several years this intercept will help to control for any initial ability level differences that may exist.  
The treatment slope was allowed to vary because the treatments were expected to cause varying levels of student 
improvement (this expectation is confirmed in the results section).

The third model (m3) only differs from m2 in that the individual student-level growth is also accounted for in the 
model.  While it is intuitive to recognize that different students will benefit differently from the same treatment, up until this 
point this variable was not included in the model because it was expected that individual student-level effects would be 
miniscule compared to the effect caused by the treatment as a whole.  Comparing m3 to m2 tests the validity of that 
assumption.  The final model (m4) tests to see if it is beneficial to account for student-level initial ability by using other main 
effects such as the semester they took the exam and the sex of the students.

The comparison between these models was conducted by using the likelihood ratio test to compare the goodness of 
fit for each subsequent model (Table 4).  The first comparison (m1 to m2), is shown to be significant (p < 0.001) which indicates 
that grouping students by treatment greatly improves the model.  When comparing m2 to m3, the goodness of fit between the 
models is not significant (p = 0.114).  This confirms the expectation that the individual student-level growth is miniscule 
compared to the effect caused by the treatment as a whole.  The final comparison (m3 to m4) is not significant at the 0.01 level 
(p = 0.017).  This comparison is significant at the 0.05 level, but this final model was not used because despite being significant 
(under this looser requirement), when dealing with a larger sample such as this, even negligible differences can be found to be 
significantly different.  With this in mind, the benefit added to the model by including additional main effects is negligible 
compared to the inclusion of treatment-effects.  Based on these comparisons between the models, all future treatment analysis 
was conducted using m2 since it was shown that m3 and m4 are not significantly better than m2 and also incurred far greater 
computational demands.  Importantly, the dichotomous coefficients used in the primary manuscript vary slightly from the pilot 
coefficients.  This is because the pilot models were all constructed with the same dataset and therefore had the constraint of 
needing sex data.  Therefore, the final model used in the manuscript had a slightly larger sample size and small changes in the 
coefficients (n = 1,902).   

Table 4 Likelihood ratio test results to compare the goodness of fit between each HLM.  Likelihood-ratio and significance 
correspond to the current model and the previous model (m1 to m2, m2 to m3, and m3 to m4).

Model Log-Likelihood Likelihood-Ratio Significance

m1 -10036.761

m2 -9848.130 377.261 <0.001

m3 -9845.960 4.341 0.114

m4 -9841.859 8.200 0.017
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4) Exam cloning
4.1) Exam recoding
Table 5 shows how the clones of the responses from Exam A were randomized in the creation of Exam B.  For example, with 
question 1: response A was left as response A, response B was moved to response C, response C became response B, and 
response D was left as response D.  This process was carried out through the use of SPSS’s recode syntax (IBM Corp, 2017).
Table 5 Explanation of how the exam responses were shuffled to create Exam B.

Question # Exam A Exam B A Question # Exam A Exam B
A A  A D
B C  B B
C B  C C

Q1

D D  

Q11

D A
A D  A A
B C  B C
C A  C B

Q2

D B  

Q12

D D
A D  A A
B C  B C
C A  C B

Q3

D B  

Q13

D D
A C  A C
B A  B B
C B  C A

Q4

D D  

Q14

D D
A D  A A
B C  B B
C A  C D

Q5

D B  

Q15

D C
A A  A C
B C  B B
C D  C A

Q6

D B  

Q16

D D
A B  A D
B D  B C
C A  C B

Q7

D C  

Q17

D A
A D  A B
B A  B C
C B  C D

Q8

D C  

Q18

D A
A A  A C
B B  B B
C D  C D

Q9

D C  

Q19

D A
A A  A B
B D  B C
C C  C D

Q10

D B  

Q20

D A
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4.2) Exam cloning equivalence
The average week 1 exam performance under each grading method is shown in Table 6.  To examine the equivalence between 
exam clones, exam performance was compared between students (n=2025) who took exam A during week 1 and students 
(n=219) who took exam B during week 1. By only comparing week 1 performance, there was not yet any feedback intervention.  
Independent samples t-tests show no significant differences between the exam performances.  Similarly, the Cronbach’s alphas 
and the average inter-item correlations are similar as shown in Table 7.  Figure 1 shows the performance distributions for each 
of these grading methods is comparable and that the exam scores are normally distributed.  It is also important to note that 
Exam B had a much smaller sample size than Exam A in week 1, which explains the increase in noise.

These comparisons only showed the exams are comparable in aggregate.  To investigate more in-depth, the 
discrimination and difficulty of each individual question was calculated and compared.  Figure 2 shows these values plotted for 
both exams and shows a spread of difficulty while many items still falling into the range of between 0.3 and 0.8 with 
discriminations above 0.25 (where harder and easier questions have lower discrimination values).  Exact discrimination and 
difficulty values can be found in Table 8.  Item plots to compare test items are shown in Figure 3 and show that the questions 
are similar for every range of student ability level.
To investigate even deeper than comparing exam items, item answer selections were also compared and are shown in Table 9 
and Table 10.  These tables show each answer selections, percent selection and attraction indices.    Attraction indices were 
calculated using the top and bottom 25% of students.  Green boxes indicate the correct answer for that question and since 
response options were randomized between Exam A and Exam B, values should not be directly compared between the tables 
without realignment.

Table 6 Comparison of week 1 exam performances showing no significant differences.

Dichotomous Open Hierarchy
 Exam A Exam B Exam A Exam B Exam A Exam B

Mean 12.56 12.34 13.75 13.62 14.55 14.35
Std Dev 4.12 4.28 3.57 3.70 3.16 3.33

n 2025 219 2025 219 2025 219
t(p) 0.740 (0.460) 0.463 (0.644) 0.869 (0.385)

Cohen’s d 0.052 0.036 0.062

Table 7 Comparison of exam Cronbach’s alphas and average inter-item correlations.

Dichotomous Hierarchy Open
Exam A Exam B Exam A Exam B Exam A Exam B

Cronbach's Alpha 0.787 0.807 0.785 0.805 0.789 0.809
Average Inter-Item 

Correlation 0.154 0.171 0.153 0.170 0.156 0.173
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Fig. 1 Percent of each raw score obtained on Exam A and Exam B under each of the grading methods.  

Fig. 2 Plot of item difficulty versus discrimination.  Each question has two points, one from exam A and one from exam B.
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Table 8 Item difficulty and discrimination for each exam.
Exam A Exam B

Difficulty Discrimination Difficulty Discrimination
88.44 0.24 86.30 0.34
71.41 0.46 68.49 0.56
66.81 0.49 60.73 0.59
84.69 0.25 84.93 0.22
69.68 0.45 67.12 0.63
76.40 0.53 67.58 0.67
61.83 0.64 63.01 0.73
69.58 0.59 71.69 0.51
48.94 0.69 52.51 0.68
34.91 0.61 31.96 0.61
77.48 0.39 77.17 0.41
60.40 0.60 64.84 0.58
56.15 0.57 55.25 0.61
59.01 0.54 64.84 0.56
51.85 0.55 42.01 0.61
54.57 0.57 48.86 0.62
71.65 0.43 79.45 0.32
67.95 0.63 71.69 0.57
46.17 0.64 41.10 0.69
38.32 0.43 34.25 0.21
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ESI 9

Fig. 3 Item plots of each question for Exam A (blue) and Exam B (red) showing similar performance.  Item plots were 
constructed in the same manner as discussed by Holme (Holme and Murphy, 2011).
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ESI 10

Table 9 The percent of students who chose each response option (e.g., for Q1 0.79% of students selected response A), and 
the attraction indices for each response within Exam A.

Exam A %A %B %C %D Attraction A Attraction B Attraction C Attraction D
Q1 0.79% 2.02% 88.44% 8.74% -0.02 -0.03 0.24 -0.19
Q2 10.62% 8.35% 9.58% 71.41% -0.09 -0.20 -0.17 0.46
Q3 66.81% 11.36% 7.21% 14.57% 0.49 -0.20 -0.12 -0.17
Q4 84.69% 5.09% 2.37% 7.80% 0.25 -0.05 -0.03 -0.17
Q5 3.90% 20.79% 69.68% 5.63% -0.08 -0.28 0.45 -0.09
Q6 11.21% 4.44% 7.95% 76.40% -0.28 -0.12 -0.13 0.53
Q7 14.47% 17.38% 6.27% 61.83% -0.25 -0.26 -0.13 0.64
Q8 8.49% 69.58% 16.44% 5.38% -0.16 0.59 -0.33 -0.10
Q9 48.94% 30.86% 15.11% 5.04% 0.69 -0.33 -0.27 -0.10

Q10 15.60% 29.19% 34.91% 20.15% -0.09 -0.27 0.61 -0.25
Q11 77.48% 4.35% 7.95% 10.22% 0.39 -0.06 -0.12 -0.20
Q12 2.32% 4.49% 32.74% 60.40% -0.04 -0.07 -0.49 0.60
Q13 19.16% 56.15% 16.05% 8.54% -0.23 0.57 -0.21 -0.13
Q14 6.52% 59.01% 24.89% 9.48% -0.10 0.54 -0.22 -0.22
Q15 51.85% 15.16% 12.00% 20.89% 0.55 -0.20 -0.11 -0.24
Q16 30.12% 7.65% 7.51% 54.57% -0.28 -0.17 -0.12 0.57
Q17 6.72% 71.65% 4.10% 17.38% -0.11 0.43 -0.11 -0.21
Q18 8.15% 67.95% 15.41% 8.44% -0.16 0.63 -0.28 -0.18
Q19 31.95% 9.48% 46.17% 12.20% -0.43 -0.16 0.64 -0.05
Q20 38.32% 13.04% 19.90% 28.49% 0.43 -0.07 -0.20 -0.17

Table 10 The percent of students who chose each response option (e.g., for Q1 0.91% of students selected response A), and 
the attraction indices for each response within Exam B.

Exam B %A %B %C %D Attraction A Attraction B Attraction C Attraction D
Q1 0.91% 86.30% 1.83% 10.96% -0.02 0.34 -0.03 -0.25
Q2 8.68% 68.49% 9.13% 13.70% -0.22 0.56 -0.24 -0.09
Q3 6.85% 18.26% 13.70% 60.73% -0.10 -0.27 -0.20 0.53
Q4 2.74% 2.74% 84.93% 9.59% -0.03 0.00 0.20 -0.17
Q5 67.12% 10.05% 18.26% 4.57% 0.63 -0.27 -0.25 -0.08
Q6 21.00% 67.58% 7.76% 2.74% -0.49 0.65 -0.18 -0.02
Q7 8.68% 12.79% 63.01% 15.53% -0.22 -0.22 0.73 -0.31
Q8 71.69% 7.31% 14.16% 6.85% 0.51 -0.08 -0.27 -0.14
Q9 52.51% 23.74% 17.81% 5.94% 0.68 -0.27 -0.39 -0.05

Q10 19.18% 23.29% 31.96% 25.57% -0.17 -0.32 0.63 -0.13
Q11 15.53% 2.74% 4.11% 77.17% -0.28 -0.05 -0.09 0.38
Q12 1.37% 29.22% 4.57% 64.84% -0.03 -0.49 -0.07 0.59
Q13 19.18% 12.79% 55.25% 12.79% -0.17 -0.15 0.61 -0.32
Q14 19.18% 64.84% 5.94% 10.05% -0.29 0.54 -0.10 -0.17
Q15 42.01% 15.07% 30.14% 12.33% 0.61 -0.15 -0.26 -0.15
Q16 3.65% 6.85% 40.18% 48.86% -0.05 -0.17 -0.36 0.61
Q17 3.20% 4.57% 79.45% 12.33% -0.02 -0.10 0.32 -0.18
Q18 12.33% 6.85% 71.69% 8.22% -0.24 -0.12 0.55 -0.19
Q19 13.70% 7.76% 36.53% 41.10% -0.09 -0.05 -0.53 0.68
Q20 35.62% 34.25% 12.33% 16.89% 0.05 0.21 -0.06 -0.15
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ESI 11

Besides the quantitative comparisons shown above, the exams were also compared using multimode scoring.  A brief 
description of multimode is included in the introduction but precise details about how multimode scores were calculated can 
be found in the previous work that has been done on these exams (Murphy et al.).  These estimates were conducted based on 
raters’ expectations of response patterns for each ability so students who had response patterns that were not predicted were 
placed into an “other” category.  Sankey diagrams for student categorization and movement between the content areas are 
shown in Figure 4 and Figure 5.  The populations of each categorization and movements between them are similar for each 
content area.  Based on how often a student was categorized into each ability level, and what ability levels they fell into, the 
student’s overall ability was estimated.  Again, the specifics of the methods followed to achieve this overall ability estimate can 
be found in previous work (Murphy et al.).  The overall ability level distributions were shown to be comparable and are 
visualized in Figure 6.

Fig. 4 Sankey diagram for exam A showing student categorization (high, medium/high, medium, medium/low, low, or other) 
and movement between predicted ability levels within content areas.

Fig. 5 Sankey diagram for exam B showing student categorization (high, medium/high, medium, medium/low, low, or other) 
and movement between predicted ability levels within content areas.
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ESI 12

Fig. 6 Predicted overall ability of students based on multimode results.
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ESI 13

5) Pilot model coefficients
Table 11 The equations and coefficients of the pilot models that were used to determine which model would be most 
appropriate.  These models were all built with 1,898 students because 4 students had to be removed because of missing sex 
data.  Student-level intercepts (δ0 i) and slopes (δ1 i) also generated but are not included for brevity and irrelevance to the 
research question.  The dummy coding for m4 is as follows: Sex: female = 0 and male=1, Semester: Fall = 0 and Spring = 1.

Yti = β0 + ϵtim1
β0 13.722

Yti = β0 + β1 + θ0 j(i) + θ1 j(i) + δ0 i + ϵti

β0 13.433
β1 1.260

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.716 0.315 -0.753 -0.529 -0.343 1.426 0.431 1.085 -0.018 -0.224 -0.675

m2

θ1 j(i) -0.919 -0.227 -0.491 0.274 0.326 0.074 0.014 0.574 -0.387 0.840 -0.077

Yti = β0 + β1 + θ0 j(i) + θ1 j(i) + δ0 i + δ1 i + ϵti

β0 13.429

β1 1.260

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.710 0.315 -0.736 -0.516 -0.328 1.378 0.424 1.058 -0.017 -0.213 -0.655

m3

θ1 j(i) -0.915 -0.223 -0.484 0.269 0.315 0.081 0.017 0.564 -0.374 0.829 -0.078

Yti = β0 + β1 + β2 + β3 + θ0 j(i) + θ1 j(i) + δ0 i + δ1 i + ϵti

β0 13.312

β1 1.259

β2 -0.107

β3 0.538

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.697 0.304 -0.754 -0.485 -0.372 1.422 0.397 1.072 -0.072 -0.171 -0.642

m4

θ1 j(i) -0.914 -0.223 -0.485 0.269 0.309 0.090 0.015 0.566 -0.379 0.830 -0.078

5.1) Investigation into Q20 removal
Interviews with students revealed that question 20 may have been misinterpreted by some students.  This misunderstanding 
may be the root cause for why the questions’ discrimination was not consistent between the exams.  Later IRT analysis also 
confirmed inconsistent and poor discrimination of this question.  Because of the weakness of this question, an investigation was 
conducted to determine if removal of this question from analysis would be appropriate.  To test this, m2 was constructed for 
each grading scheme both with and without Q20 and the models were compared.  All of these models were built with the full 
sample of 1,902 students for which week 1 and week 2 data was available.  While a direct comparison between coefficients can 
be conducted (Table 12 compared to Table 13), it is of limited value.  The reason for this limitation can be seen for example 
when comparing the dichotomous models.  The mean slope (β1) for the model including Q20 is larger than the model without 
Q20.  However, the model with Q20 accounts for some this difference by having a more negative treatment-level slope (θ1 j(i)).  
In other words, often when the mean was larger the amount to subtract from that mean was also greater so comparing just 
raw coefficients leads to differences being maximized between the models.

This issue can be circumvented by comparing the direct amount each treatment benefited (β1 + θ1 j(i)) as opposed to 
the amount away (θ1 j(i)) from an estimated average (β1).  These values are shown in Table 14 and Table 15 and show similar 
results.  The growths along with the standard error are plotted in Figure 7 through Figure 9 and show overlap of every 
treatment under every grading scheme.  Seeing no significant difference between the coefficients with and without the Q20 the 
question was not removed.  This decision was further confirmed when analyzing the model fits and seeing relatively minor 
differences (Table 15).
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ESI 14

Table 12 Model coefficients when including Q20.

Yti = β0 + β1 + θ0 j(i) + θ1 j(i) + δ0 i + ϵti

β0 13.432

β1 1.259

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.718 0.308 -0.751 -0.528 -0.343 1.427 0.432 1.086 -0.016 -0.223 -0.673

Dichotomous

θ1 j(i) -0.921 -0.237 -0.491 0.275 0.327 0.075 0.015 0.576 -0.386 0.842 -0.076

β0 14.494

β1 1.103

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.561 0.287 -0.661 -0.491 -0.329 1.230 0.378 0.967 -0.053 -0.200 -0.567

Open

θ1 j(i) -0.786 -0.222 -0.343 0.305 0.312 0.032 -0.034 0.446 -0.336 0.707 -0.081

β0 15.203

β1 0.975

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.504 0.216 -0.625 -0.426 -0.188 1.027 0.307 0.801 0.028 -0.122 -0.514

Hierarchy

θ1 j(i) -0.721 -0.194 -0.281 0.283 0.239 0.089 0.021 0.390 -0.325 0.535 -0.035

Table 13 Model coefficients when removing Q20.

Yti = β0 + β1 + θ0 j(i) + θ1 j(i) + δ0 i + ϵti

β0 13.017

β1 1.133

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.671 0.319 -0.664 -0.523 -0.315 1.357 0.393 0.974 0.004 -0.271 -0.603

Dichotomous

θ1 j(i) -0.852 -0.250 -0.438 0.235 0.275 0.104 -0.010 0.529 -0.325 0.830 -0.097

β0 13.977

β1 0.988

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.521 0.290 -0.590 -0.487 -0.310 1.178 0.346 0.876 -0.042 -0.231 -0.509

Open

θ1 j(i) -0.719 -0.218 -0.290 0.267 0.272 0.041 -0.060 0.408 -0.290 0.685 -0.097

β0 14.657

β1 0.844

Treatment 1 2 3 4 5 6 7 8 9 10 11
θ0 j(i) -0.472 0.223 -0.559 -0.425 -0.174 0.990 0.277 0.726 0.025 -0.150 -0.461

Hierarchy

θ1 j(i) -0.633 -0.184 -0.237 0.241 0.199 0.075 -0.003 0.357 -0.282 0.509 -0.042

Table 14 Treatment initial ability and growth when including Q20.
 Treatment 1 2 3 4 5 6 7 8 9 10 11

β0 + θ0 j(i) 12.713 13.739 12.680 12.904 13.089 14.858 13.864 14.518 13.415 13.208 12.758
Dichotomous

β1 + θ1 j(i) 0.337 1.021 0.768 1.534 1.586 1.333 1.274 1.835 0.873 2.101 1.183
β0 + θ0 j(i) 13.934 14.781 13.833 14.003 14.165 15.725 14.872 15.461 14.441 14.294 13.928

Open
β1 + θ1 j(i) 0.317 0.881 0.760 1.407 1.415 1.135 1.068 1.549 0.766 1.810 1.021
β0 + θ0 j(i) 14.699 15.418 14.577 14.777 15.015 16.230 15.510 16.003 15.230 15.080 14.689

Hierarchy
β1 + θ1 j(i) 0.254 0.781 0.694 1.258 1.214 1.064 0.996 1.365 0.650 1.510 0.940
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ESI 15

Table 15 Treatment initial ability and growth when removing Q20.
 Treatment 1 2 3 4 5 6 7 8 9 10 11

β0 + θ0 j(i) 12.347 13.336 12.353 12.494 12.703 14.374 13.411 13.991 13.022 12.747 12.415
Dichotomous

β1 + θ1 j(i) 0.281 0.883 0.696 1.368 1.408 1.237 1.123 1.662 0.808 1.963 1.037

β0 + θ0 j(i) 13.456 14.267 13.387 13.490 13.667 15.156 14.323 14.853 13.935 13.746 13.468
Open

β1 + θ1 j(i) 0.269 0.770 0.698 1.254 1.259 1.029 0.928 1.396 0.698 1.673 0.891

β0 + θ0 j(i) 14.185 14.879 14.098 14.232 14.482 15.646 14.934 15.382 14.682 14.507 14.196
Hierarchy

β1 + θ1 j(i) 0.211 0.660 0.607 1.085 1.043 0.919 0.840 1.201 0.562 1.353 0.802

Table 16 Model fits with and without Q20 for each of the grading schemes.

 Log Likelihood with Q20 Log Likelihood Without Q20
Dichotomous -9868.134 -9729.839

Open -9275.585 -9143.314
Hierarchy -8835.852 -8688.663

Fig. 7 Dichotomous student growth, along with the standard error, caused by each treatment both with and without Q20.
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ESI 16

Fig 8 Open student growth, along with the standard error, caused by each treatment both with and without Q20.

Fig. 8 Hierarchy student growth, along with the standard error, caused by each treatment both with and without Q20.
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6) Sample conceptual item feedback

Fig. 9 Example of feedback given to a student who incorrectly selected response “c.”

7) Treatment slopes ordered by quantity of feedback

Fig. 10 Estimates for the slope (β1 + θ1 j(i)) of each treatment under the m2 model. The slope of each treatment is interpreted 
as how many points of improvement were caused by that treatment.  Error bars correspond to the standard error of the 
treatment slope.  Plot is functionally identical to Fig. 1 in the main text though is now ordered by the quantity of feedback 
provided to students.
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8) Treatment grouping coefficients
Table 17 Model coefficients for the modified m2 model after samples which received similar treatments were collapsed into 
their 4 groupings.

Yti = β0 + β1 + θ0 k(i) + θ1 k(i) + δ0 i + ϵti

β0 13.275
β1 1.206

Treatment Group 1 2 3 4
θ0 k(i) 0.406 0.135 -0.092 -0.449

Dichotomous

θ1 k(i) 0.840 0.280 -0.191 -0.928
β0 14.369
β1 1.059

Treatment Group 1 2 3 4
θ0 k(i) 0.314 0.112 -0.075 -0.351

Open

θ1 k(i) 0.707 0.251 -0.169 -0.789
β0 15.089
β1 0.921

Treatment Group 1 2 3 4
θ0 k(i) 0.275 0.121 -0.063 -0.333

Hierarchy

θ1 k(i) 0.581 0.256 -0.134 -0.703
β0 15.021
β1 1.188

Treatment Group 1 2 3 4
θ0 k(i) 0.539 0.365 0.022 -0.926

True Score

θ1 k(i) 0.518 0.351 0.021 -0.889

Table 18 Treatment grouping initial ability and growth.
 Treatment Group 1 2 3 4

β0 + θ0 k(i) 13.681 13.411 13.183 12.827
Dichotomous

β1 + θ1 k(i) 2.045 1.486 1.014 0.277
β0 + θ0 k(i) 14.683 14.481 14.294 14.018

Open
β1 + θ1 k(i) 1.766 1.310 0.890 0.270
β0 + θ0 k(i) 15.364 15.210 15.026 14.757

Hierarchy
β1 + θ1 k(i) 1.502 1.177 0.787 0.217
β0 + θ0 k(i) 15.560 15.386 15.042 14.095

True Score
β1 + θ1 k(i) 1.706 1.539 1.209 0.299

Table 19 Log likelihood of treatment grouping under each grading scheme.
Log Likelihood

Dichotomous -9872.201
Open -9279.716

Hierarchy -8838.57
True Score -10707.635
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9) Item response theory results
Table 20 Difficulty and discrimination as calculated by IRT for each of the treatment groupings.

Treatment Grouping 1 Treatment Grouping 2
Week 1 Week 2 Week 1 Week 2

Question Difficulty Discrimination Difficulty Discrimination Difficulty Discrimination Difficulty Discrimination
Q1 -2.152 1.083 -7.593 0.472 -2.616 1.030 -5.943 0.590
Q2 -2.034 0.651 -2.049 0.997 -2.390 0.512 -2.047 0.872
Q3 -1.145 1.103 -1.391 1.094 -1.233 0.942 -1.992 0.806
Q4 -3.795 0.391 -4.010 1.060 -2.887 0.725 -4.296 0.682
Q5 -1.596 0.861 -1.243 1.894 -1.166 1.071 -1.290 1.565
Q6 -1.956 0.871 -1.613 1.711 -1.531 1.440 -1.624 1.840
Q7 -0.618 1.512 -0.525 1.691 -0.847 1.126 -0.699 1.534
Q8 -1.262 1.716 -1.203 2.552 -1.010 1.626 -0.904 2.692
Q9 -0.147 1.387 -0.636 2.461 -0.285 1.753 -0.360 1.893

Q10 0.438 1.431 -0.690 1.085 0.323 1.419 -0.080 1.690
Q11 -3.453 0.440 -2.264 1.115 -1.920 0.718 -1.903 0.877
Q12 -0.682 1.433 -0.990 2.014 -0.571 1.006 -1.013 1.015
Q13 -0.170 1.048 -1.173 1.286 -0.350 0.993 -1.375 1.044
Q14 -0.428 1.073 -0.951 1.317 -0.808 0.711 -0.915 1.142
Q15 -0.413 0.992 -0.257 1.600 -0.495 0.927 -0.405 1.308
Q16 -0.593 0.919 -1.277 1.476 -0.500 0.881 -1.053 1.591
Q17 -1.744 0.892 -2.057 1.164 -1.425 0.978 -1.885 0.974
Q18 -0.957 1.607 -0.987 2.215 -0.803 1.821 -0.867 2.276
Q19 -0.055 1.849 -0.859 1.592 -0.121 1.146 -0.647 1.351
Q20 0.097 0.561 -0.499 1.401 0.473 0.706 -0.584 0.622

         
Treatment Grouping 3 Treatment Grouping 4

Week 1 Week 2 Week 1 Week 2
Question Difficulty Discrimination Difficulty Discrimination Difficulty Discrimination Difficulty Discrimination

Q1 -3.553 0.779 -4.224 0.819 -2.331 0.987 -2.708 0.915
Q2 -1.810 0.745 -2.326 0.760 -1.477 0.731 -1.341 0.989
Q3 -1.191 0.677 -1.620 0.747 -0.935 0.964 -1.103 0.823
Q4 -2.120 1.173 -4.724 0.546 -2.329 0.855 -2.411 0.841
Q5 -1.024 1.266 -1.199 1.295 -1.084 0.920 -1.013 1.016
Q6 -1.266 1.676 -1.741 1.438 -1.020 1.623 -1.034 2.165
Q7 -0.543 1.565 -0.628 1.539 -0.536 1.379 -0.470 2.027
Q8 -1.044 1.612 -0.900 1.822 -0.739 1.560 -0.826 1.386
Q9 -0.177 1.329 -0.262 1.743 0.113 1.261 -0.016 1.366

Q10 0.332 1.553 0.134 1.672 0.789 1.292 0.505 1.423
Q11 -2.380 0.688 -1.667 1.042 -1.650 1.079 -1.394 1.210
Q12 -0.606 1.145 -0.897 0.926 -0.652 1.257 -0.546 1.343
Q13 -0.403 0.832 -1.016 1.298 -0.616 1.077 -0.583 1.302
Q14 -0.752 0.858 -1.003 0.952 -0.494 1.139 -0.627 1.143
Q15 -0.319 0.831 -0.193 0.973 0.073 0.930 0.096 1.123
Q16 -0.593 0.952 -0.994 0.926 -0.254 0.936 -0.332 0.973
Q17 -1.402 0.901 -2.083 0.943 -1.335 1.101 -1.605 1.313
Q18 -0.775 2.040 -0.879 2.013 -0.737 1.856 -0.538 2.047
Q19 -0.226 1.218 -0.297 1.505 0.149 1.059 -0.049 1.216
Q20 0.984 0.558 0.023 0.756 1.034 0.556 0.418 0.825
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ESI 20

10) Lord results
Table 21 Significance values from Lord’s statistic for DIF between week 1 and week 2.  Values below 0.001 are highlighted in 
orange.

 TG1 TG2 TG3 TG4
Q1 7.73E-01 3.20E-01 3.48E-01 7.49E-01
Q2 1.08E-01 2.03E-02 1.96E-01 4.90E-01
Q3 4.43E-01 7.39E-02 8.84E-02 5.59E-01
Q4 2.77E-01 4.98E-02 3.04E-01 9.50E-01
Q5 2.52E-03 2.97E-03 3.64E-01 7.94E-01
Q6 1.75E-02 3.38E-02 7.71E-01 4.00E-01
Q7 1.03E-01 1.80E-03 2.59E-01 1.03E-01
Q8 2.74E-02 1.50E-04 3.11E-03 5.34E-01
Q9 4.07E-05 2.87E-02 7.63E-03 9.88E-01

Q10 4.42E-07 4.95E-05 9.55E-02 6.39E-01
Q11 3.52E-02 1.17E-01 2.55E-02 3.21E-01
Q12 1.06E-02 1.97E-02 9.84E-01 3.03E-01
Q13 1.19E-06 5.31E-08 8.38E-07 6.48E-01
Q14 4.22E-03 9.81E-04 1.69E-01 9.36E-01
Q15 6.49E-03 1.94E-03 4.21E-02 3.91E-01
Q16 6.52E-05 3.77E-07 2.07E-01 9.79E-01
Q17 1.28E-01 1.42E-01 8.03E-03 5.16E-02
Q18 4.48E-02 8.15E-03 1.87E-01 2.55E-02
Q19 5.58E-05 5.90E-05 2.60E-02 7.70E-01
Q20 5.24E-05 8.03E-05 1.67E-03 1.95E-01
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ESI 21

11) Difference between week 1 and week 2 item characteristic curves

Fig. 11 Difference between week 1 and week 2 ICC’s plotted within content areas.
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ESI 22

12) Multimode analysis
In addition to the quantitative methods used to assess each treatment, qualitative measures were also used to access 
student growth.  Multimode grading was previously conducted on this exam, and the results of this grading scheme 
were also applied to the research questions here-in (Murphy et al.).  As a brief summary, multimode grading was 
conducted in four key steps labelled [1]-[4].  [1] First, the response options (A-D) of each item were analysed and the 
ability level of a student who would choose that response was ordinally estimated from the following options: high, 
medium/high, medium, medium/low, or low.  [2] The exam questions were then ordered based on content progression.  
Content progression was not necessarily correlated with item difficulty, rather early content questions only required 
foundational knowledge where later content questions required an understanding of the earlier foundational 
knowledge to answer correctly.  [3] Then, aided by the ordering of questions based on content progression, questions 
were grouped into broader content areas.  [4] From there, within each content area, student ability was again estimated 
for each content topic based on possible response patterns.  This method was specifically used to assess changes in 
student score within specific content areas.

12.1) Content-specific multimode analysis
Students’ ability within each content area each week was determined using the multimode method (Murphy et al.).  
After content-specific ability levels were determined, Sankey diagrams were constructed to visualize ability migration 
from week 1 (left column) to week 2 (right column).  The height of each ability level (High, Medium/High, Medium, 
Medium/Low, Low, Other) corresponds to the population of that ability level.  The thickness of the grey connections 
between week 1 and week 2 reference the number of students who made that specific migration.  These shifts are 
shown in the figure below for each treatment grouping and most content areas.  Two content areas (“Empirical 
Formula” and “Identify Excess Products”) are not included as the multimode analysis was not able to assign an ability 
estimate for those content areas (Murphy et al.).  The checkmark (✔) and cross (✖) on the top of each image reflect 
whether overall improvement was seen for the diagram.
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Fig. 12 Multimode ability and migration between weeks for each content area and Treatment Grouping (TG).  Diagrams 
where dramatically more improvement was seen are marked with a “✔” where diagrams where improvement was canceled out 
by decline is marked with a “✖”.
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