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Exploring finite-temperature electronic transport in CoSi
alloys with transition metals (Cr, Mn, Fe, Ni) using the
KKR-CPA method†

Ho Ngoc Nam,∗a Quan Manh Phung,bc Katsuhiro Suzuki,d Hikari Shinya,e f ghi Akira Masago,ik

Tetsuya Fukushima,il and Kazunori Sato∗imn

The finite-temperature electronic transport properties of the CoSi compound and its alloy with 3d
transition metals including Fe, Cr, Mn, and Ni are elucidated by using the Korringa-Kohn-Rostoker
Green’s function method combined with the coherent potential approximation. On the basis of
the linear response theory, the electrical resistivity of the CoSi compound observed in experiments
could be quantitatively reproduced by taking into account both local phonon displacements and
antisite disorder effects. Our calculations reveal the formation of Co-Si disorders with a very small
concentration and their dominant effect on resistivity at a low-temperature range. Moreover, alloying
transition metals with CoSi also led to significant changes in the states of conduction electrons, which
is interesting as a typical example of a rigid band scheme. Notably, we found that alloying with Ni
could reduce the system’s resistivity by more than 25%, suggesting its potential for enhancing the
power factor of the CoSi compound for thermoelectric applications.

1 Introduction

In recent decades, electrification has grown in popularity world-
wide as a solution to reduce emissions from fossil fuels.1 This
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inevitable trend was being driven by the soaring demand for
energy-efficient solutions in a variety of industries, including
the automotive, manufacturing, and power generation sectors.2

Among credible solutions, thermoelectric (TE) technology has
garnered substantial interest due to its potential to convert waste
heat into usable electricity,3–5 offering a sustainable approach to
enhancing energy efficiency and minimizing environmental im-
pact.6 Nevertheless, several challenges to this technology persist,
primarily stemming from the need for high TE efficiency materi-
als, which can be quantified by the dimensionless figure of merit
(i.e., ZT = S2T

ρκ
, where S is Seebeck coefficient, T is absolute tem-

perature, ρ is electrical resistivity, and κ = κe +κl is total thermal
conductivity from electronic and phononic parts). Most of the
current state-of-the-art TE materials are semiconductors, while
metallic materials have received less attention.3 This is due to
the fact that metallic materials typically have low S and high κ

values, making optimizing TE performance difficult.

Transition metal monosilicides B20-type XSi (X = Co, Fe, Cr,
Mn, and Ni) have attracted much recent interest owing to their
fascinating electronic properties.7–12 In particular, the similari-
ties in the crystalline and electronic structure of these materials
make them ideal for research into the electron number-dependent
behavior of transport properties (the rigid band scheme).13 Be-
sides, XSi was also found to have good stability and resistance
to oxidation, bolstering their suitability for energy harvesting ap-
plications.7 Among them, CoSi emerges as a promising metal-
lic TE candidate with a maximal ZT value of 0.2.14–16 CoSi was
found to have a chiral structure but does not exhibit any kind of
magnetic order.17 Compared to other metallic systems, CoSi has
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a large value of power factor (i.e., PF = S2/ρ = 3.5 Wm−1K−1

at room temperature), which is even comparable to Bi2Te3 or
PbTe, owing to its considerable S value (e.g., –83 µVK−1) and
relatively low ρ value.18–21 It is also found that nanostructur-
ing CoSi via mechanical milling and spark plasma sintering could
efficiently reduce thermal conductivity to 35% owing to the en-
hancement of phonon scattering in systems.22,23 As a result, im-
proving CoSi’s performance could be accomplished through op-
timization of the S or ρ value using band structure engineer-
ing. However, there have not been many theoretical studies that
shed light on the electronic transport of both pristine CoSi and
its alloys with transition metals. In previous works, for exam-
ple, transport properties of CoSi were estimated using Boltzmann
transport theory within relaxation time approximations such as
constant relaxation time (CRTA),24,25 electron-phonon average
(EPA),26 or the full electron-phonon interaction (EPW).25 In the
same manner, an earlier study27 that employed the EPW method
also observed similar transport properties of CoSi. Their calcu-
lations are even expanded to alloying CoSi with Fe and Ni but
are limited by small concentrations along with rigid band approx-
imation and independent scattering approximation.27 Neverthe-
less, there are still deviations in the electrical resistivity of CoSi
between these calculated values and experimental observations,
especially at high temperatures.26 Several drawbacks in Boltz-
mann’s approach might contribute to this issue. Accordingly, in-
stead of explicitly accounting for variations in electron density
with temperature, only the band structure information at 0 K
and temperature-dependent scattering lifetime are used. Con-
sequently, a flawed treatment of scattering lifetime could result
in observed deviations in the resistivity value.28,29 Also, the lack
of vertex correction in the Boltzmann approach could also cause
appreciable errors in the estimation of transport properties.30,31

Furthermore, examining the impact of impurity scattering on the
system’s resistivity (e.g., in the presence of defects or dopants)
is challenging due to the numerous possible configurations and
expensive computational costs of the conventional supercell ap-
proach. Therefore, to gain insight into the electronic transport
properties of CoSi, a superior approach is needed to handle these
issues.

In this work, the temperature-dependent electronic and trans-
port properties of CoSi will be clarified using the Korringa-Kohn-
Rostoker Green’s function method32,33 combined with the co-
herent potential approximation34,35 (KKR-CPA). First, the CPA
method enables us to readily handle random displacements of
local phonons and antisite disorders contribution without us-
ing the common supercell method. Thus, significant changes in
electronic structure at certain finite temperatures without and
with defects could be acquired. In addition, using the Kubo-
Greenwood formula with vertex correction allows us to repro-
duce the electrical resistivity of CoSi consistently with previous
experiments. The formation of very small concentrations of anti-
site disorders that affect the system’s resistivity is also discussed.
Lastly, the effect of alloying 3d transition metals on the electronic
transport of CoSi was investigated at different concentrations, re-
vealing their potential to enhance the power factor of CoSi for
thermoelectric applications.

Fig. 1 (a) Crystal structure of transition metal monosilicides XSi (X
= Co, Fe, Mn, Cr, Ni) with cubic form, space group P213 (#198). (b)
Configurational average is treated by the CPA method as a periodic effec-
tive medium for random atomic displacements due to thermal excitations
and chemical disorder in antisite disordered structures. (c) The partial
phonon DOS of the CoSi compound (purple: Co atom, pink: Si atom)
is used for the calculation of local phonon excitation.

2 Computational methods
The electronic and transport properties are theoretically in-
vestigated using first-principles calculations. First, the crys-
tal structure of all systems is fully optimized using a gener-
alized gradient approximation (GGA) in the form of Perdew-
Burke-Ernzerhof36 (PBE) based on the projector augmented wave
(PAW) method37,38 as implemented in the Vienna ab initio sim-
ulation package (VASP).39,40 In which, energy tolerance is set to
4×10−4 eV Å−1 with a cut-off energy of 520 eV and a Γ-centered
k-mesh of 5×5×5. The calculated lattice constant of CoSi is
4.443 Å, which is in good agreement with the observed exper-
imental data (i.e., 4.447 Å).41 To account for the local phonon
displacements caused by finite-temperature excitation, we used
the density functional perturbation theory (DFPT) in the Phonopy
code42 to estimate force constants from a 2×2×2 supercell with
64 atoms. The probabilities of atomic displacements at a cer-
tain temperature were then extracted from the phonon density
of states (DOS) using the relation proposed by Ebert et al. as
follows:43 〈

u2
i

〉
=

1
mi

∫ E (ω)

ω2 gi (ω)dω (1)

where mi is the mass of atomic species i, ω is phonon fre-
quency, E (ω) is the average energy of the harmonic oscillator

(i.e., E (ω) = h̄ω

2 + h̄ω

[
exp

(
h̄ω

kBT

)
−1

]−1
), and gi(ω) is the partial

phonon DOS. In Table 1, we show
〈
u2

i
〉

values of Co and Si atoms
at different temperatures, which are extracted from their phonon
DOSs in the CoSi compound [Fig. 1 (c)] for calculations. It should
be noted that the atomic displacement of elements such as Fe, Cr,
Ni, and Mn in their alloys with CoSi is determined by their partial
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Table 1 The calculated atomic displacement
〈
u2

i
〉

values of Co and Si
atoms in the CoSi compound at finite temperatures. The unit of

〈
u2

i
〉

is
normalized by the lattice constant.

Temperature (K)
〈
u2

i
〉

Co Si
100 0.0063 0.0083
200 0.0096 0.0112
300 0.0135 0.0149
400 0.0175 0.0189
500 0.0216 0.0230
600 0.0258 0.0273

phonon DOS in compounds of FeSi, CrSi, NiSi, and MnSi, respec-
tively. Using the fitting method, the variation of lattice constants
in alloy samples depending on impurity concentrations was taken
into account. Additional information can be found in the supple-
mentary part (Figs. S1–S2).

With the atomic displacement distribution obtained as above,
the electronic structures and transport properties at finite tem-
peratures are investigated via KKR-CPA method32–35 using the
AkaiKKR code.44 The KKR-CPA method, where multiple scat-
tering effects are replaced by an effective medium potential, is
known as a powerful theoretical framework for the treatment of
disordered systems with randomly distributed atomic positions.
All information about the scatterings for single-site potentials
can be given by atomic t-matrices in KKR Green’s function ap-
proach.43,45 An atomic t-matrix is a set of coefficients of par-
tial wave expansion at each atomic position. In the case where
an atom is displaced, a new centre of partial wave expansion
naturally arises.31,46 Therefore, it is necessary to determine self-
consistently atomic t-matrix changes corresponding to the atomic
displacements. Hereinafter, the local phonon excitation and anti-
site defect are treated as the configuration average with respect
to the local phonon displacements and defect states, respectively
[Fig. 1 (b)]. Note that for alloy systems, only the phonon and
random potential contributions to transport properties are consid-
ered. Specifically, a total of six directions of atomic displacement
(D) are considered for the local phonon excitation as follows:

D =
〈

u2
i

〉


0 0 1
0 0 1̄
0 1 0
0 1̄ 0
1 0 0
1̄ 0 0


(2)

In addition, atomic sphere approximation is used and the
local density approximation (LDA) with the Moruzzi-Janak-
Williams parametrization47,48 is also employed for the exchange-
correlation functional. The first irreducible Brillouin zone is sam-
pled on k-sampling points of 451 and 23001 for self-consistent
calculations and transport calculations, respectively. To consider
relativistic effects, the scalar relativistic approximation is included
in all calculations. The maximum angular momentum up to lmax

= 3 is taken into account in the present calculations. To elim-
inate the unphysical contributions to the transport calculations,
an imaginary part iη with η = 10−5 Ry was attached to the en-

ergy. Besides, we also estimate the formation energy of antisite
disorders by definition:

Eform = Etotal
defect −Etotal

bulk (3)

where Etotal
defect and Etotal

bulk are the total energy of defect and pure
systems, respectively. Finally, the electrical resistivity from the
Kubo-Greenwood formula which embedded the vertex correction
using the ladder-like approximation30 is calculated as follows:

σµν =
1
4

lim
η→0

[σ̃µν (ε + iη ,ε + iη)+ σ̃µν (ε − iη ,ε − iη)

− σ̃µν (ε + iη ,ε − iη)− σ̃µν (ε − iη ,ε + iη)]

(4)

where ε is energy, iη is an infinitesimal imaginary part, and con-
ductivity part σ̃µν is defined by

σ̃µν (z1,z2) =− h̄
πNΩ

Tr
〈

jµ G(z1) jν G(z2)
〉

CPA (5)

with N is the number of atoms, Ω is the volume of a unit cell,
jµ,ν is the current operator. The angle brackets ⟨⟩CPA represent a
configuration average over random atomic displacement of disor-
dered systems determined by the CPA method.30,49

Fig. 2 (a) The temperature-dependent electronic DOS of pure CoSi
compound. (b) The change in DOS of a CoSi system without and with
very small concentrations of Co-Si antisite disorders at 0 K.
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Fig. 3 The temperature-dependent Bloch spectra function of electrons in the pure CoSi system (a-c) and in the case of small concentration of 0.1%
antisite defect presented in the system (d-f). The imaginary part iη (η = 10−5 Ry) is attached to the energy for the calculation.

3 Results and discussion

3.1 Electronic and transport properties of CoSi

The calculated electronic DOSs of pure CoSi compound under dif-
ferent temperature conditions are illustrated in Fig. 2 (a). Both
the upper and lower energy regions of the Fermi level show varia-
tions in electron density with increasing temperature. Especially,
we found that the electron density is slightly increased as T in-
creases from 0 K to 600 K at the Fermi level. To get a better look
at the electron transport behavior under the influence of temper-
ature, we also calculated the Bloch spectral function along the
high symmetry k-path, as shown in Fig. 3 (a-c). At 0 K, when the
contribution from the phonon displacement is equal to zero, the
electron states of the pure CoSi system are very thin lines [see Fig.
3 (a)], which is in good agreement with the band structure cal-
culations at 0 K shown in the previous theoretical studies.18,25,26

But as the temperature goes up, the phonon oscillations gradually
make these electron states more spread out and blurred [Fig. 3
(b-c)]. This is reasonable given that in such a perfectly ordered
crystalline system, electrons could be described by well-defined
energy levels associated with specific wave vectors. Consequently,
the allowed levels of energy would be sharply defined and well-
separated as thin lines in the band structure at 0 K. In addition,
conduction electrons in this scenario would not encounter any
lattice imperfections or scattering centers that could disrupt their
motion, so their lifetime would be infinite. In contrast, any ex-
citations at finite temperatures could result in deviations from
this idealized scenario. Specifically, the increased temperature-
induced spatial fluctuation of atomic positions causes electron-
phonon scatterings, resulting in the electron conduction lifetime
being finite and broadening the energy bands as observed in Fig.
3 (b-c).

Based on the obtained electronic structure information of
pure CoSi, we calculated the electrical resistivity using the
Kubo–Greenwood formula, as illustrated in Fig. 4 (a). The re-

Fig. 4 (a) The electrical resistivity of CoSi without and with small con-
centrations of antisite defect are calculated using the Kubo-Greenwood
formula. Previous experimental observations16,50–52 (color symbols) and
theoretical data from the EPA, EPW methods25–27 (the dashed grey and
black lines) are included for comparison. (b) Decomposition of contri-
butions to the electrical resistivity of CoSi, including only 0.1% antisite
defect (dark yellow line), only local phonon displacement (LPD, purple
line), and both LPD+0.1% antisite defect (dark cyan line). (c) The for-
mation energy of antisite disorders as a function of defect concentration.
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sistivity estimated from this work (the purple line) confirms that
CoSi has a low ρ value, an advantage for possessing a large TE
power factor. When compared to the calculation results from
other highly accurate theoretical methods using Boltzmann’s ap-
proach, such as the EPA or EPW method,25–27 our KKR-CPA cal-
culations combined with the Kubo-Greenwood formula yielded a
reasonably consistent estimation. However, at around 300-600
K, the EPA method26 (the dashed grey line) provided a saturated
tendency of resistivity at only around 1 µΩm, which is underes-
timated compared to experimental observations. A similar ten-
dency was also observed in the case of the EPW method pre-
viously.25,27 Accordingly, several limitations in Boltzmann’s ap-
proach could be the reason, such as the lack of vertex correc-
tion or the efficiency in the treatment of phonon scatterings. No-
tably, the results from our work with vertex correction and local
phonon displacement attached show a better prediction with a
large increase in resistivity at high temperatures, which is com-
patible with the experimental tendency. To examine the vertex
correction’s contribution in this case, we calculated the system’s
resistivity difference between switching on and off the correction
(see Fig. S4). We found that its effect on the electrical resis-
tivity of CoSi is weaker at low temperatures (e.g., 0.17 µΩcm
at 100 K) and becomes more significant at higher temperatures
(e.g., 2.7 µΩcm at 600 K). The results indicated that the influ-
ence of vertex correction is quite small in this case. Consequently,
the reasonable treatment of scattering by local phonon displace-
ments could be the main reason for enhancing prediction at high

temperatures. Nevertheless, there are still discrepancies between
theoretical results and experimental data, particularly at temper-
atures below 300 K. At low temperatures, it is known that the
contribution of defects to electronic transport properties could
become significant. Moreover, based on experimental data mea-
sured in previous works, we observed that there is a difference
in values of electrical resistivity among these works.16,50–52 The
discrepancy in measured values of these works might come from
differences in homogeneity and defect concentration in samples.
Therefore, taking into account the effect of defects could be es-
sential in improving the prediction quantitatively. For example,
in the previous studies of Heusler compounds,31,53 the presence
of antisite defects was believed to be the main source of finite re-
sistivity at low temperatures. Or in a related experimental work,
the formation of antisite defects with a small concentration has
also been confirmed in the MnSi compound,54 which has a simi-
larity in crystal and electronic structures to CoSi. So, a very small
amount of antisite defects of 0.1% and 0.2% was assumed in our
calculations as an attempt to reproduce the experimental data of
CoSi. In terms of electronic structure, the presence of a small
concentration of antisite disorders causes the electron density to
decrease slightly at the Fermi level compared with the pure sys-
tem [Fig. 2 (b)]. In addition, its Bloch spectra function indicated
conduction electrons are slightly expanded and smeared at Fermi
energy. This effect was found to be stronger at low temperatures
and gradually becomes insignificant across the high temperatures
as compared to the pure system [Fig. 3 (d-f)]. As a result, the

Fig. 5 The calculated room-temperature Bloch spectral function of electrons in Co1−xMnxSi (left-hand side: blue color) and Co1−xCrxSi alloys (right-
hand site: magenta color) corresponds to different concentrations of (a) x = 0.01, (b) x = 0.05, (c) x = 0.1, (d) x =0.3, (e) x = 0.5, (f) x =0.7, (g)
x =0.9 and (h) their electronic DOSs. The imaginary part iη (η = 10−5 Ry) is attached to the energy to calculate the Bloch spectral function.
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Fig. 6 The calculated room-temperature Bloch spectral function of electrons in Co1−xFexSi (left-hand side: orange color) and Co1−xNixSi alloys
(right-hand site: green color) corresponds to different concentrations of (a) x = 0.01, (b) x = 0.05, (c) x = 0.1, (d) x =0.3, (e) x = 0.5, (f) x =0.7,
(g) x =0.9 and (h) their electronic DOSs. The imaginary part iη (η = 10−5 Ry) is attached to the energy to calculate the Bloch spectral function.

resistivity of the defect case increases significantly compared to
the pure one at a low-temperature range, as depicted in Fig. 4
(a) (the dark cyan and blue lines). Specifically, the calculated re-
sistivity of the pure system at 100 K increased from 0.13 µΩm
to 0.57 µΩm in the presence of 0.1% antisite disorders and in-
creased to 1.5 µΩm if a concentration of 0.2%. Consequently, the
electrical resistivity is quantitatively well reproduced compared
with the observed results from different experimental samples.
To clarify the effect of antisite disorders on a system’s resistivity,
we have decomposed the value of ρ under the contribution of
various factors, as shown in Fig. 4 (b). First, if we completely
ignore thermal excitation and only the effect of 0.1% antisite dis-
orders is considered, the calculated residual resistivity of the sys-
tem is 0.5 µΩm (the dashed dark yellow line). However, when
both the defect and the local phonon displacement are consid-
ered (the dark cyan line), the effect of antisite disorders is only
significant at low temperatures and diminishes at higher temper-
atures. This is due to the fact that at low temperatures, thermal
fluctuations are at their minimum, and then electrons will more
easily be trapped or scattered by localized states of defects. At
higher temperatures, electrons gain sufficient thermal energy to
release from these localized states, resulting in a smaller effect
of antisite disorders on resistivity. It should be noted that only a
very small concentration of antisite defects is considered here. In
cases where the defect concentration becomes significant, its in-
fluence on the high-temperature resistivity would become larger,
equivalent to that at low temperatures (see Fig. S3).

Finally, the formation energy of antisite defects as a function
of concentrations is calculated to consider their viability in the
compound [see Fig. 4 (c)]. Accordingly, the formation energy in-
creases linearly with the defect concentration, indicating the dif-
ficulty of forming this type of defect with a large concentration in
the system. We also found that with amounts of 0.1–0.3%, their
formation energies are very small, meaning that small amounts
of antisite defects could be easily formed in the system, which
might affect the electrical resistivity of CoSi as we assumed be-
fore. Therefore, to accurately reproduce the electronic transport
of the CoSi compound compared to experiments, local phonon
displacements and Co-Si antisite disorder effects should be con-
sidered. After confirming the validity of our method for the CoSi
compound, we investigated the effect of alloying transition metals
on the electrical resistivity of CoSi.

3.2 Alloys of CoSi with transition metals (Fe, Cr, Mn, Ni)

To investigate the effects of transition metals on the electronic
transport of CoSi compound, we alloyed CoSi with its adjacent
3d transition metals (i.e., Co1−xMxSi, where M = Cr, Mn, Ni, and
Fe) at different concentrations ranging from very small to very
large, including x = 0.01 (1 at.%), x = 0.05 (5 at.%), x = 0.1
(10 at.%), x = 0.3 (30 at.%), x = 0.5 (50 at.%), x = 0.7 (70
at.%), and x = 0.9 (90 at.%). For alloying 3d transition metals,
spin-polarized calculations are taken into account in these cases.
However, our results revealed the absence of magnetic moments
induced by dopant atoms in alloy systems. In Figs. 5 and 6,

6 | 1–9Journal Name, [year], [vol.],

Page 6 of 9Journal of Materials Chemistry A



we show the change in the electronic states of alloyed systems
by calculating their Bloch spectral functions and DOSs at room
temperature.

At a small concentration of 1%, the band structure of alloy sys-
tems is not much different from the pure system. We found that
states of conduction electrons at Γ-point near the Fermi level of
the Cr- and Mn-alloyed systems are more smeared and spread out
than compared to Ni or Fe dopants. Besides, the electron density
is also quite similar in the cases of Fe, Cr, and Mn dopants, except
in the case of Ni, where it is slightly decreasing. When the al-
loying concentration in a system exceeds 5%, significant changes
in the states of conduction electrons could easily be observed.
Specifically, the lines representing the electron states are broad-
ened and faded as the alloy concentration increases, especially
around 30–70%. The presence of transition metals in high con-
centrations disrupted the crystal order, rendering the wave vec-
tor no longer a good quantum number, while the electronic re-
laxation time also became finite due to the strong scattering of
impurities. Therefore, energy bands were getting blurred and
spreading with energy uncertainty predicted by the uncertainty
relationship between energy and time (i.e., ∆E.∆t ≥ h̄/2, where
∆E is the uncertainty in energy measurement, ∆t is electron life-
time, and h̄ is Dirac constant).55 For the Mn dopant, its substitu-
tion for Co causes the Fermi level to progressively shift down to
the valence band. At the same time, the electron density at the
Fermi level is greater than that of a pure system. However, the
introduction of Mn into the system induces very strong impurity
scatterings in the valence band [see Fig. 5(d-f), left-hand side],
which can significantly reduce the electron relaxation time and
adversely impact the system’s electrical resistivity. Similarly, al-
loying with Cr shows an increase in electron density at the Fermi
level. However, it also shifts the Fermi level into the valence band,
where strong scatterings occur due to the influence of impurities
[see Fig. 5(d-f), right-hand side]. For the Fe dopant, although it
also lowers the Fermi energy down into the valence region, the

Fig. 7 The Fermi energy map represents the shifting positions of Fermi
levels on the DOS of CoSi as different concentrations of Cr, Mn, Fe, and
Ni dopants are introduced into the system.

scattering effect caused by Fe seems slightly weaker than that
of Cr and Mn, especially around 5–30% [see Fig. 6(b-d), left-
hand side]. Notably, the Fermi level of the system gets closer to
the small band gap position at 90% concentration [Fig. 6(g-h),
left-hand side], which is possibly useful to enhance the S coeffi-
cient of the system. In contrast, alloying with Ni shows a differ-
ent tendency in electronic states [Fig. 6(a-g), right-hand side].
Since Ni has more electrons in d orbitals, the Fermi level of the
alloy system thereby shifts above the conduction band. The states
of conduction electrons here are more distinct and thinner than
those of electrons in the valence band below, which are expanded
and very blurred. This means that the relaxation time of elec-
trons in the conduction band will be longer than in the valence
band, where scatterings by impurities are more intense. There-

Fig. 8 The calculated electrical resistivity of alloys Co1−xMxSi as a func-
tion of transition metal elements (M = Cr, Mn, Fe, Ni) at different alloy-
ing concentrations and temperatures. Experimental data (black symbol)
is also included for comparison.8
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fore, its effect on the change in the system’s resistivity might be
favorable. Interestingly, the observed electronic structure of CoSi
alloys with Fe, Cr, Mn, or Ni is quite similar, only the Fermi en-
ergy is shifting up or down depending on impurity concentration
and type of metal. This is also a typical example of a rigid band
scheme where the electronic structure of alloys remains nearly
unchanged and intentional doping allows for control of the Fermi
level and system’s conductivity, as stated previously.13 Therefore,
it is possible to adjust the transport properties of the alloy by ma-
nipulating the Fermi level to the desirable positions. In Fig. 7,
the position change of the Fermi level corresponding to different
concentrations of transition metals alloying has been mapped to
the electronic DOS positions of the CoSi system for reference.

Finally, the electrical resistivity of alloy systems was calculated,
as shown in Fig. 8. As analyzed above, alloying with Cr and
Mn led to a significant increase in electrical resistivity compared
to the pure system, reaching a maximum in the range of 1–10%
(i.e., 5.14 µΩm for Cr alloying and 4.68 µΩm for Mn alloying at
300 K) and then gradually decreasing as concentrations exceeded
30%. In cases of Fe, the resistivity of the system rises significantly
at 5–10% and then approaches saturation at 30–70% (i.e., around
2.5 µΩm). Notably, when the concentration is above 90%, the re-
sistivity value suddenly increases to a high value (i.e., 4.72 µΩm
at 300 K) due to the shift of the Fermi level to a narrow energy
gap. As compared to the available experimental data on compo-
sitional alloys, our theoretical result shows a good agreement in
estimation.8 However, it is noted that resistivities observed in ex-
periments are slightly higher than the calculated values. This is
understandable because alloying processes with metals, in reality,
could raise some defects affecting the system’s resistivity, which is
omitted in our calculations due to its complexity. Among the can-
didates, we found that alloying with Ni could reduce the resistiv-
ity of the system sharply. In particular, the resistivity of these al-
loys remains lower than 1 µΩm at concentrations of 1–30%. The
highest estimated resistivity at 300 K is only 1.13 µΩm within
the concentration range of 50–70%, and its value continues to
decrease at higher concentrations. Therefore, with smaller values
of electrical resistivity obtained, alloying with Ni could potentially
enhance the power factor of CoSi for better thermoelectric perfor-
mance. Lastly, it should also be mentioned that additional discus-
sion regarding the effects of Seebeck coefficients is necessary for
further conclusions on the thermoelectric performance of these
systems, which could be considered in future work.

4 Conclusions
In summary, we performed first-principles calculations using
KKR-CPA Green’s function method combined with the Kubo-
Greenwood formula to unveil the finite temperature-dependent
electronic transport of the CoSi compound and its alloys with var-
ious transition metals. By incorporating both the local phonon
displacement effect and localized states of defects, we found
that the electrical resistivity of the CoSi system could be well re-
produced quantitatively compared to experimental observations.
In addition, our results revealed that there is the formation of
Co-Si antisite disordered atoms with very small concentrations,
which significantly affects the resistivity of the system in the low-

temperature range. Moreover, by alloying the CoSi compound
with Fe, Cr, Mn, and Ni at various concentrations from very small
to very large, we have shown the effects of transition metals on
the states of conduction electrons in systems, thereby reasonably
predicting the change in resistivity of these alloy systems. Accord-
ingly, alloying Cr, Mn, or Fe largely increased impurity scattering
in the system, leading to a rise in the resistivity of alloys. Mean-
while, by relocating the Fermi level to the conduction band where
scattering is weaker, alloying with Ni can reduce the electrical re-
sistivity of alloys by more than 25% in comparison to the pure
system, indicating its potential for enhancing the power factor of
CoSi.
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