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Direct ink writing, a versatile method of 3D and 4D printing, requires the precise placement of
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a nozzle just above the print surface to prevent fluid instabilities that cause deviations from the

prescribed print path. But what if one could harness the instability associated with the spontaneously

folding or coiling of a thin stream of viscous fluid, i.e. use the "fluid rope trick" to write specified

patterns on a substrate? Here we use Deep Reinforcement Learning to derive control strategies for
the motion of the extruding nozzle and thus the fluid patterns that are deposited on the surface. The
method proceeds by having a learner (nozzle) repeatedly interact with the environment (a viscous

filament simulator), and improves its strategy using the results of this experience. We demonstrate

the outcome of the learned control instructions using experiments to drive a viscous jet and create

cursive writing patterns and Pollockian paintings on substrates.

1 Introduction

The rapid evolution of three-dimensional (3D) printing technol-
ogy enabling new manufacturing capabilitiesm has been driven
by the ability to control the additive deposition of complex mate-
rials through a computer-controlled nozzle. However, the ulti-
mate limits on print quality are imposed by the rheodynamics of
the printed material that is a function of material rheology and
the ability to design robust print paths for the nozzle. Defects in
printing typically arise in non-uniformly extruded/deposited ma-
terial and instabilities such as folding and coiling of fluid jets3.
A simple protocol to prevent these defects is to force the nozzle
trajectory to exactly mimic the target print pattern from a very
small height offset.

While this approach increases the accuracy of layer-by-layer
direct writing of 3D objects, the result is that printing is typi-
cally a very slow process. Moreover, it is challenging to adapt
these methods to complex topographies of the substrate on which
the deposited material is laid down, or to precisely control sharp
turns without distorting the extruded filament. Here, we explore
the possibility that 3D printing could be sped up by operating with
a nozzle that is elevated above the print surface, and harnessing
the dynamic instability of a falling fluid jet#? to enable rapid ac-
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curate printing without requiring the nozzle to exactly mimic the
target pattern.

While the coiling instability of a falling jet has been studied in
variety of different situations®19"13] most prior work has focused
on explorations of the resulting patterns in response to simple
controls of the nozzle. Here we ask if we can actively learn to
precisely control the nozzle in space-time to print desired pat-
terns by harnessing folding and coiling instabilities rather than
avoiding them. That this can be done, and very well, is evidenced
in the striking art of Jackson Pollock, who created paintings by
dripping and pouring paint on a canvas from a height while mov-
ing his hand®®. More generally, this raises the question: given a
final target pattern or shape in a plane, how can we optimize the
nozzle trajectory so that a continuous stream of material can be
printed accurately and quickly, without having to precisely trans-
late the nozzle along the print path, or bringing the nozzle close
to the substrate. Put simply, how can a machine learn and deploy
these optimal strategies from experience?

Our approach taps into the recent success of a class of machine
learning algorithms known as reinforcement learning methods™®
that are able to harness the expressive power of neural nets (NN)
to explore and exploit a large state and action space to find solu-
tions to difficult tasks. The starting point is a physical simulator
that characterizes the necessary physics of thin threads of vis-
cous fluid extruded from a height and captures the interactions
between agent (nozzle head) and environment (print surface).
Then, by building a framework of learning through repeated in-
teractions with the environment, we show that it is possible to
find a nozzle trajectory that can print a target pattern. Here, we
only consider the case of learning to print a single layer of ma-
terial onto a flat surface and leave the challenging problem of
stacking multiple such layers to build a 3D structure for future
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investigation.

2 The dynamics of viscous filaments

reference
2a

Fig. 1 Representation of the fluid thread and the associated material
frame. Taking advantage of the slender aspect ratio of the filament, we
can completely define its trajectory in space-time using its center line
x(S,t) € R and an orthonormal material frame [d;(S,t), d2(S,t), d3(S,1)]
whose dynamics follow from the balance of linear and angular momentum;
Figure adapted from Audoly et al.16.

The simulator used to model the liquid-rope instability of a vis-
cous fluid follows earlier work on characterizing the coiling of
liquid jets'l® which we summarize briefly. A thin stream of vis-
cous liquid is represented using a discrete Lagrangian description
that takes advantage of the large aspect ratio (length/radius) of
the system to deduce a reduced order description for the fluid
thread. Then, the centerline x(S,7) € R? and an orthonormal ma-
terial frame [d|(S,t), d»(S,1), d3(S,t)] suffices to capture the time
evolution of viscous thread as shown in Fig. [l Here, the mate-
rial frame is adapted to centerline by requiring d3 to align with
the tangent to the centerline, and d;,d, span the plane normal to
centerline’s tangent. The dynamical equations of the thread of the
thread are given by the balance of linear and angular momentum
for the position x(S,) and the orthonormal frame associated with
di(S,t), or equivalently, the spin angular velocity v(S,#) in terms
of equations1©:

pAOX(S:t):FV(SJ)'i_f(SJ) €h)]
1Jv(S,t) = M,(S,t) +m(S,t) 2

Here, F, and M, are internal resultant viscous forces and mo-
ments in the thread arising from the rates of stretching, bending
and twisting of the thread, while f and m are the external body
force and body moment density, respectively. The expressions for
the resultant force and moments in the fluid thread are expressed
using the kinematics of the centerline representation in terms of
the local area Ay and moments of inertia J at every cross-section S,
as well as the viscosity of the fluid (assuming it can be modeled as
a simple Newtonian liquid); see®,®l for the detailed expressions
of the individual terms in the above equation and their respective
discretizations, which form the basis for this work. When sup-
plemented by boundary conditions at the nozzle and free bound-
ary conditions on the substrate, where the filament touches down
tangentially and is assumed to adhere instantly, this completes
the formulation of the problem.

A critical dynamical variable underlying the generation of com-
plex patternsiZ is the ability to move the nozzle; we assume that
it can be moved freely in a plane using horizontal movements and
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also allow it to rotate relative to two axes, as shown in Fig. A,
with the angles ¢ and 6 describing the rotational degrees of free-
dom (DoF). Assuming that the flow rate (Q) and nozzle extru-
sion diameter a are constant, controlling the writing/painting
pattern on the substrate requires that the agent (nozzle) have
time-varying translational and rotational velocities, likely to be
bounded within a range of practical relevance. Vertical motion
of the nozzle changes the nature of the pattern deposited; at low
heights, the jet is rectilinear, then starts to coil as the height is
increased past a first threshold, and then the jet coils rapidly as
inertial effects start to dominate at even larger falling heights.

In Fig. 2] A (bottom), we show a coiling pattern deposited on
the surface (z =0); plotted using the normalized coordinates
x* = x/a and y* = y/a with the nozzle radius a. For the remain-
der of the article, we normalize all the relevant lengths with the
nozzle radius and velocity with \/gh, where g is the gravitational
acceleration and # is the nozzle height. The coil radius increases
as the height of the nozzle is increased, and when the agent is
translated linearly along the y— axis with a constant velocity, fol-
lowing a short transient, we see that an overlaid coiling pattern is
deposited on the substrate z = 0 similar to what has been observed
experimentally'lZ. These observations suggest that writing a de-
sired pattern requires controlling the various DoFs of the nozzle.
But how can we learn the form of the nozzle’s actions?

3 A reinforcement learning framework

Reinforcement learning (RL)> provides one possible answer by
allowing the action of an agent to repeatedly interact with the en-
vironment and converge towards an optimal policy without hav-
ing any prior knowledge of the underlying model. An RL problem
is defined in terms of states, actions and rewards. The state s € S
is a quantitative description of the environment at the current
time, with S being the set of all possible states. In every state, a
set of actions A(s) are available to the agent. By taking an action
a € A(s), the agent transitions from one state to another and re-
ceives a numerical scalar reward signal r from the environment.
The reward is a measure of how desirable it is to take action a
in state s. Overall, the goal of the learner (or agent) is to find
an action policy m(als) which maximizes the cumulative reward
over the entire learning episode by exploring different ways of in-
teracting with the environment; this schematic is summarized in
Fig.[2]B.

For the printing problem, the current state is defined by the fol-
lowing parameters: the arc length S of the pattern that has been
printed so far, the current position of the nozzle (x,y,z, ¢, 0) with
Z € [Amin, hmax], and the last action, corresponding to the veloc-
ity of the nozzle (vy,vy,v;,v9,vg). If the height of the nozzle z
is outside of its prescribed range, the state is considered invalid.
Just as the states, the actions (DoFs) that describe the motion of
the nozzle are continuous. The agent has up to five degrees of
freedom: translation velocities (v.,vy,v;) and rotational velocity
(vg,ve). Furthermore, we assume that the range of all actions
is bounded within the interval [vyin,vmax]- For the position and
motion of the nozzle, only the DoF that are part of the action are
considered, as the other parameters stay constant. Thus, the di-
mension of the state is between 3 (one DoF) and 11 (five DoF).
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Fig. 2 Printing with the liquid-rope instability. (A) The state of a printing nozzle is represented by its translational coordinates (X,Y,Z) w.r.t. a
stationary frame. The azimuthal angle ¢ and polar angle 6 further specify the ink extrusion direction (solid red arrow). Simulation of viscous thread
(1 =5000 cP) coiling as the print head is translated vertically at a constant speed. The top view shows coils of increasing radii as the nozzle is raised
from z=0.5 to z=12.5 cm. Translating the nozzle at a constant speed of 0.5 cm/s creates periodic coils on the surface as shown for a fixed set
of parameters. (B) In the controlled setting, the agent (nozzle) interacts with the environment to improve its action-selection policy 7. It receives
a state s; and numerical reward r; from the environment, based on which it updates its policy and returns the next action a;. By taking action «,
the environment transitions to the next state s,+1. It measures its desirability through the reward r,1; and sends the information, along with the new

state, back to the agent.

Theoretically, it would be sufficient to use the arc length as the
only only state variable, however, we find that the rewards con-
verge very slowly in that case.

More specifically, we use an off-policy actor-critic named V-
RACER!® as our RL framework, although many other methods
are likely to also work. A summary of this follows: the algorithm
trains a neural network to approximate a continuous path 7" (als)
for the nozzle (continuous policy approximation). The policy net-
work is randomly initialized and then iteratively updated through
repeated attempts to reach the target following the policy gradi-
ent theorem. We employ "Remember and Forget Experience Re-
play" to reuse past experiences over multiple iterations to update
the policy in a stable and data-efficient manner, with hidden net-
work layers with 128 LSTM (long short-term memory) units each.
This representational capacity of the network was found to be suf-
ficient for the cases considered in this work. The actuation period
(temporal resolution) of our simulations was generally fixed to
0.01 s; varying the number of units and the number of layers did
not change the final optimized solutions.

Since the goal of the learning to write is equivalent to deposit-
ing a 2D pattern of the same shape as a target input pattern, the
reward/penalty is chosen so as to reflect the mismatch between
the target and the printed pattern. The target pattern is given as a
time-ordered list of 2D coordinates of the path. We implemented
the reward by comparing the position of the printed vertices with
vertices of the given target shape. Denoting the total arc length
of the pattern that has been created so far by S; — where i is the
current learning step, the error is computed by integrating it from
the last step to the current step:

S;
r= [ K (8) = X(5)] d ®)

Here we have chosen the error at a certain arc length in terms of
the absolute difference between the target position and the actual

position, linearly interpolated from their two respective neigh-
bors. In addition to the reward based on the pattern, we give a
strong negative reward for invalid states, i.e. for invalid heights z.
Using this reward function, the maximum - and optimal — cumu-
lative reward is 0, as this would indicate that the created pattern
does not deviate from the target pattern at any point.

To create regular initial conditions for learning, the simulation
is first stabilized by using a constant velocity (vy,vy,v;,vp,ve) =
(v0,0,0,0,0) for a fixed number of time steps until the pattern
follows a simple straight line. From there, the agent is allowed
to start learning the appropriate set of actions to replicate the
target pattern. In practice, in addition to the simulation parame-
ters (nozzle flow/radius and fluid properties) and RL parameters
(learning rate, discount factor, size of NN, activation function),
we also specify the maximum number of steps per episode step
ng, i.e. the number of actions that the agent can take before the
episode is over.

4 Using reinforcement to learn writing

To validate that the RL agent takes optimal actions, we first ask
if we can reproduce the simplified scenario of printing a straight
line from a nozzle. As shown earlier in Fig. [2] A, for an arbi-
trary unidirectional velocity, an uncontrolled agent, translating
with an arbitrary velocity produces a pattern consisting of over-
laid coils™. If the nozzle is allowed to vary its planar velocity
(vx and vy), we see that over time associated with an increase in
the number of episodes, the agent converges to create a straight
line as shown in Fig. A i (green curves). Consistent with this,
the cumulative reward plateaus with increasing episode number
(Fig. [3| A ii); the value of the plateau depends on the height of
fluid extrusion and bounds on the nozzle actions. To draw a
straight line, the agent speed must counter the effective veloc-
ity at which the coils are naturally laid on the surface, i.e. the
optimal solution must satisfy the relations v, > QR, and vy ~ 0.
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Fig. 3 Using reinforcement learning to control the liquid coiling instability. (A-i) The agent takes actions, a; = {v,,v,} while extruding liquid from
a fixed height of 7 cm and learns to draw a straight line over multiple iterations, seeking to maximize the total reward. The red and green curves
correspond of the maximum limit of 1 cm/s and 5 cm/s on the velocity components. (A-ii) Maximum reward depends on the limits on translation
velocity, and the height from which the liquid is extruded. A better control can be learned when extruding from a smaller height for the same limits of
velocity components. (A-iii) A density plot of the actions taken at various episodes. To create a straight line, the agent learns to suppress coiling by
moving solely in the x-direction. (B) A more complex task of drawing a varying amplitude wave using a larger set of actions, a; = {vx,vy,v;}. Unlike
the straight line in (A), the agent harnesses the liquid coils to draw the curved pattern. (C) The performance of the agent also depends on the relative
scale of liquid coils and target curvature. A comparison of the local curvature (|k|) of the drawn pattern at different scales show the challenge in
learning when the scale of target curvature is significantly smaller than the nature curvature of liquid coils. (D-i) The constrained set of actions limits
the agent’s performance in drawing larger curvature. (D-ii) The fluid material properties, such as the kinematic viscosity 71, also limit the accuracy of

the learned pattern.
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The action density plots in Fig. |3| A iii show that the agent does
indeed converge to this state. We also test the performance by
restricting the action to a lower maximum velocity (shown in red
in Fig.[3]A 1) and find that the agent is unable to converge to a
straight line in such a case, consistent with our expectation. An-
other experiment we perform to understand the ability to learn
is to increase the height of fluid extrusion, keeping the flow rate
same as previous cases. A higher height allows for fluid jet to
accelerate further, leading to a higher the coiling frequency. In
such a case the appropriate actions that are required to prevent
depositing coil would require a higher velocity bound, in the ab-
sence of which the cumulative reward will decrease further, as
shown in Fig.[3|A ii.

To learn to write well, the agent must learn to negotiate curves
with complex curvature profiles. Therefore, we need a tar-
get pattern with a wide range of curvatures and rate of vari-
ation of curvature; an exponentially decaying sinusoidal wave
y = 10e~1900x 5in 20007x serves both purposes. The agent is now
allowed an additional action v, # 0 in addition to the ability to
vary vy, v)y, and in Fig. [3|B we show the learned patterns as a func-
tion of episode number, and see that after about 5000 episodes,
the correct shape is learned, and the visible accuracy of the task
does not improve much beyond that. A closer look at the evo-
lution of the learned pattern shows that the agent first learns to
match the pattern on larger length scales, followed by further im-
provements to closely match the features with sharp changes in
curvature, i.e. on smaller length scales. This is consistent with
the cumulative reward first showing a sharp increase followed by
a very weak increase corresponding to the plateau-like regime in
Fig.[3]A ii) associated with later episodes.

An optimal strategy for the agent aims to utilize or avoid the
coiling instability depending on the nature of the curvature pro-
files in the target pattern. Thus, for curvatures comparable to
the coiling radius, one should use the natural coiling instability,
and otherwise to avoid it by moving quickly. However, when the
(position and velocity) actions of the nozzle are bounded, writ-
ing patterns with curvatures that are significantly larger than the
coil radius can be a challenge. To challenge the agent with such
patterns, we change the absolute scale of the target pattern, thus
changing the curvature profiles overall, and ask how well the RL
agent, with the same bounds on action, learns to draw patterns
at different scales. In Fig.[3|C we compare the absolute curvature
of the target pattern with that of the learned patterns as a func-
tion of scale, using the same exponential form used in Fig. [3| B.
For each case, the overall scale of the target pattern is halved
or doubled, keeping all other parameters fixed. We see that the
magnitude of curvature of the learned patterns is generally differ-
ent from the target curves at the locations of extreme curvature;
the case with smallest scale shows significant deviations from the
target, implying that decreasing the scale of the target pattern
(hence increasing the curvature), results in a reduction of the
agent’s ability to print the target. The bounds on velocity and po-
sition of the nozzle determine the largest curvature that can be
deposited on the surface. A slow moving agent deposits overlaid
coils whose radius linearly scales with the height of fluid extrusion
(as shown in Fig. A). In such a case, curvature of the deposited

Soft Matter

pattern will approach the natural coiling curvature. A fast moving
agent very close to the surface ideally can realize any curvature.
Restricting agent to a minimum height above the surface, thus
requires finding an action sequence to realize curvatures through
reinforcement. In the case of smallest scale in Fig. |3| B, the agent
is unable to find any action sequence that will allow it to deposit
the large curvatures present in the target pattern.

The substrate patterns associated with the jet coiling instabil-
ity are affected by both the limits on the dynamics of the nozzle
as well as the properties of the fluid. To explore their respective
roles, in Fig. |3| D i we show the effect of limiting the agent’s ac-
tions to vy, v, # 0,v, =0, i.e. planar motion and compare it to the
case when v, # 0 (Fig. [3| B); we see that extruding fluid from a
constant height introduces an unwanted coiling response in the
learned pattern, especially near the regions of large curvature in
the target pattern, demonstrating the influence of limiting the ac-
tion space in the learning problem. In Fig. [3|D ii we show the
effect of changing the magnitude of the viscous forces by simply
changing the kinematic viscosity (1) of the fluid; reducing the
viscosity leads to an increase in the coiling frequency in a pre-
dictable way and we see that after a similar number of learning
episodes, the learned pattern is not quite as accurate. These tests
of deploying RL point to a simple but important lesson; choosing
the right range of actions is critical for good performance in any
task, and becomes particularly clear in the context of interacting
with and learning using physical systems.

To further explore the ability of RL in more realistic and useful
tasks, we now demonstrate how to guide a nozzle to mimic cur-
sive writing or paint like Pollock. We first prescribe the target pat-
tern: a continuous curve associated with the word “Cambridge"
along with an action space (vy,vy), but no vertical velocity, i.e.
v, = 0. Since the coiling frequency (Q ~ 1/h) is higher when fluid
is extruded from a larger height (h), the nozzle must translate
faster to avoid unstable/unwanted coiling. The natural coiling
frequency for the range of extrusion heights explored in Fig. [4]
ranges between 0.1- 0.6 1/s. The ratio of agent’s translational
speed to the natural coiling speed (QR ~ Qh) varies widely in the
range 0.05-5 for each height. This large variation is associated
with the use of the coiling mode (< 1) and its avoidance (> 1).
In Fig.[4] A, we show how the agent learns to write from different
fixed heights in the range z € [2,10] cm, after the same number of
training episodes. While the overall patterns look similar, a closer
look shows noticeable differences in the regions of the curve with
large curvature e.g. letters “r", “d" and “g". In Fig. [4| B we show
the trajectory of the nozzle at a fixed height as it moves to deposit
the pattern on the substrate; in regions of the pattern that are al-
most straight (or weakly curved), the agent avoids the coiling
instability by generally moving rapidly, while it uses the coiling
instability to achieve higher curvature in regions where the tar-
get pattern demands it. Indeed, the deployment of coils becomes
more apparent when printing from higher heights, when the noz-
zle makes sharper turns in its path (e.g. for the letter “m") to be
able to print smooth patterns on the surface.

Continuing to characterize the properties of printing using a
nozzle operating from a height, in Fig. 4] C we show the differ-
ences between the local direction of motion of the nozzle and the
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Fig. 4 Using RL to reproduce cursive writing. The agent, with actions a; = {vy,v,}, can harness liquid coiling to write cursive text. (A) The predicted
deposited patterns from fixed heights as shown. In each case the z-component of velocity is set to zero. (B) The nozzle trajectories at corresponding
heights are shown. The mismatch between the deposited pattern and the nozzle trajectory is apparent at higher nozzle location. (C) A comparison
of local direction (local orientation w.r.t the horizontal 8) of translation of the nozzle and the printed pattern show that non-trivial actions are
performed to control the target pattern, and the agent does not just follow the trajectory of target pattern. (D) The normalized magnitude of actions,
v = ﬂvﬁ-ﬁ-vﬁ)/ﬁh, that were used from printing are shown. (E) The magnitude squared coherence between the printed patterns and the target
pattern is shown. A higher coherence is observed at lower spatial frequencies. (F) The curvature of the cursive text plotted as a function of arc length
shows misaligned curvature peaks for patterns deposited from different heights. The error in k vs S curves can be decomposed into vertical and a
horizontal components (in G) using elastic functional data analysis. (H) Changing the height of extrusion allows for directly controlling the total printing
time (inset). A speed-error trade-off results as a consequence. Within a given range of actions, a lower error, defined as & = ([ (1 —x(S)/Kky(S))?dS)"/?,
is achieved when nozzle is held closer to the surface as a result of low-coiling frequency and smaller liquid coil radii. Here we define non-dimensional

printing speed v* = (Syp1a1/1p)//gh
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local direction of the pattern that gets laid on the surface. We see
that there are two types of errors: at some places, the local ori-
entation of curves appears phase-shifted, while in other regions
the amplitudes of the curves are poorly correlated. The phase-
shift corresponds to the lag between the nozzle’s position and the
point of contact of fluid jet with the surface; locations where the
two are poorly correlated correspond to the case when the nozzle
deploys fluid coils to print. In contrast, the normalized velocity
magnitude, |v¥| = |v|//gh, shows frequent changes when the noz-
zle is held at a small but fixed height as shown in Fig. 4| D, and
thus leads to differences in the curvature of the nozzle and the
pattern being printed. We see that the nozzle is likely to more
closely follow the target pattern while printing the pattern from a
lower height.

To quantify the accuracy of learning the task, we use two ap-
proaches based on local measures to derive global metrics. Since
we work with planar curves, up to rigid motions (that we do
not worry about), the target and learned patterns are completely
characterized by their scalar curvature as a function of the arc-
length. For one measure of the error on the scale of the whole pat-
tern, we define a coherence metric in terms of the spatial Fourier
domain as follows :

[Py ()2

)= () Pex7) @
where Pk (f) and Py, (f) are the power spectral densities of the
curvatures kp(S) (target) and k(S) (learned), respectively, and
Py, (f) is the cross power spectral density between xp(S) and
x(S).12, observing that Cy,x(f) € [0,1]. Plotting the coherence
in Fig.[4| C, we note that ky(S) and «(S) are strongly associated at
very low spatial frequencies (or relatively larger scales) while at
higher spatial frequencies the association is relatively weak. This
is consistent with the observations from other learning experi-
ments as well: the agent is can capture the large scale features of
the curves either by moving in straighter or slightly curved path
or printing coils, but when the target curvature scales are larger
than the natural coiling scales, there is a mismatch between the
target and learned curvature.

To compare the difference between the target and learned cur-
vature along the trajectory raises a familiar problem of registra-
tion - how does one align points along the learned path with
points along the target pattern, given that the speed of the noz-
zle is not necessarily a constant? To solve this problem, we use
methods from functional and shape data analysis“? whereby we
simultaneously solve the problem of registration and determina-
tion of error by insisting on reparametrization invariance of the
error metric. A natural solution that presents itself is to align the
curvature data for various cases with the curvature of the target
curve using the Fisher-Rao metric and the square-root velocity
function (SRVF) representation of curvature data<’, thus sepa-
rating out errors in the phase and the amplitude of the curvature.
Fig. [4| E shows the aligned curvature of different cases shows in
Fig.[4|D and their respective phase shift. Defining the error as the
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(A) B)

Fig. 5 Using RL to mimic Pollock's paintings. Liquid coiling was exten-
sively utilized by famous American painter Jackson Pollock in his drip
paintings (as shown in (A)2Y). (B) With the available set of action
(vx,vy,vz), the agent can learn to draw parts of Jackson Pollock’s, Fig-
ure, 1948, indicating that Pollock's drip painting may owe its complexity
to the liquid coiling instability.

[ — p norm of the curvature mismatch,

. K'( S) P 1/p
emys e
we quantify agent’s capability to print from various heights
above the surface. Printing with different nozzle heights is as-
sociated with a trade-off. Small nozzle heights lead to very accu-
rate learned paths but ones that are very slow, since they do not
exploit the instability, while larger nozzle heights lead to faster
printing albeit with poorer accuracy. In the inset of Fig. |4 F we q
show that a higher extrusion height results in a higher coiling fre-
quency and hence faster overall printing. In Fig. 4] F we show the
trade-off by comparing the overall curves printed from different
heights; faster printing is also less accurate. We note that there is
an additional effect, since the filament diameter at the substrate
changes with the height of the nozzle, but here we ignore this and
only consider matching the target pattern with the centerline of
the fluid jet.

Finally we ask if the agent can learn to not just write, but
sketch, paint or draw. As an exemplar, we chose part of a paint-
ing by Jackson Pollock (Figure, 194821)), famous for his "paint-
ing at a distance" style, wherein he allowed paint to drip and
drizzle from a brush or a rod held far above the canvas, thus ex-
ploiting both fluid coiling and jetting instabilities1# as shown in
Fig. |5 A. Could an agent learn the complex movements of the
artist given the final result? Restricting ourselves to a limited part
of the painting which we could easily track as a continuous curve
as shown in Fig. [5/B inset, we show that by allowing the action
space for the RL agent to be non-zero v, vy, v, does in fact repro-
duce a fragment of the Pollockian painting as shown in Fig. |5|B.

5 Physical experiments on learning to write

The real test of the RL protocols described above is of course to
deploy them in physical experiments. To do so, we dispense a
viscous fluid, silicone oil (n = 500 cP), through a nozzle at a
fixed flow rate, and deposit it along a defined path from above
a smooth sheet of paper glued on a flat, stationary platform. We
use the RL control learned in the numerical setting as the digital
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Fig. 6 Testing the predicted RL strategies using physical experiments to write. (A) An experimental print showing a pattern with a first region printed
with RL-derived and a second region without control where the nozzle is moved at 0.5 cm/s. (inset) The pattern printed in simulation. (B) RL
controlled cursive handwriting using silicone oil, overlaid with the numerically simulated solution. (C) An experimentally printed self-similar structure
(solid line), and the numerically learned pattern (dashed line). The mismatch between the experiment and numerical result grows as the arc length
grows starting from the bottom left corner. (Inset) The experimental pattern deposited with a noisy set of actions shows the sensitivity of the final
pattern to the RL actions. (D) A comparison of error in the curvature along the entire arc length of the pattern in (C) is shown. Here, k.(S) and
K. (S) are the curvatures of computed and experimentally printed pattern, respectively, from the learned set of actions.(E) In a practical setting, the
RL agent can be deployed to automate processes such as printing chocolate syrup on edible surfaces. (insets) a natural coiling of chocolate syrup
extruded from a stationary nozzle held at a height of 6.6 cm above the surface and the top view of the final print.

path along which the printer head translates. Since a fixed time
step, At = 0.01 s was used in the simulations, we find this digital
path by integrating the action set (velocities) at every step. The
diameter of the nozzle and flow rate are same as the numerical
experiments. In all the experiments the oil is first extruded until
the coiling becomes steady, to ensure similar initial conditions as
that of the numerical simulations.

We start by showing the difference between the RL protocol
and uncontrolled flow, in Fig. |§|A (see S.I. video 1) for an exper-
imental print shown in the inset. Using the learned RL control,
the agent is able to smoothly print the pattern whereas when the
agent moves at a constant velocity, fluid coiling readily occurs,
thus producing a mimic of the given target pattern. To test the
ability to write cursively, in Figure[6]B (see S.I. video 2) we show
an example parallel to the simulation results in Fig. 4] A using
the action set vy, vy, v;, with RL controls based on allowable states
for nozzle heights z € [4 — 10] cm. An overlay of the numerically
learned pattern on the experimentally printed pattern shows that
the regions of highest errors are generally the regions of max-
imum curvature, most likely due to velocity mismatch between
the RL actions and the experimental implementation. In particu-
lar when the nozzle makes sharp changes in direction over a short
time corresponding to high curvature regions), the experimen-
tally executed velocity actions are expected to be different from
the desired actions. As a consequence, the overall mismatch (er-
ror) between the numerical and the experimental pattern builds
up as a function of arc length of the pattern. We emphasize this
using a self-similar target pattern of a Peano curve in Fig.[6]C (see
S.I. video 3) using actions v, vy. We observe that the experimental
print and the simulated print show close agreement in the initial
part of arc length, but as the printing progresses, the apparent
experimental error accumulate over the arc length. A comparison
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between the curvatures of computed pattern and the target pat-
tern (computational error), and experimentally printed pattern
and computed pattern is shown in Fig. [f] D. In both the cases the
error is computed between the aligned curvature vectors using
the methodology described in the previous section. It is evident
that along the entire arc length, the error in the curvature of the
computed pattern deviates consistently from the target curvature.
The error between the computed and the experimentally printed
pattern has even larger magnitude due the additional experimen-
tal errors. In the inset of Fig. |§| C we show the sensitivity of the
resulting pattern on the error in optimal set of actions. Here, we
add a random noise to the actions (< 5% of the action value), and
use the noisy actions to the print the pattern. The resulting pat-
tern deviates significantly, highlighting the non-trivial nature of
the action-reward landscape due to the unsteady and nonlinear
effects in the physical problem.

As a test of the RL control approach developed for Newtonian
fluids extruded on smooth surfaces, we ask how well the strategy
does when printing a thick chocolate syrup on a textured wafer,
inspired by a tasty application of our approach. Chocolate syrup is
a non-Newtonian fluid with a strain-rate dependent viscosity, bu
here we assume that it has a constant shear viscosity (~ 100 cP
based on ball drop experiments). We find that this approximation
results in a reasonable agreement between the printed shape and
the target pattern as shown in Figure[f] D (see S.I. video 4). We
note that printing from a height naturally handles rough surfaces,
unlike the traditional direct-ink write where an irregular surface
will result in irregularities in the deposited material.

6 Conclusions

Complementing the substantial literature on understanding and
predicting fluid instabilities, here we have focused on controlling
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a somewhat non-intuitive low Reynolds number instability asso-
ciated with the buckling, folding and coiling of a slowly flowing
slender viscous filament. Inspired by 3-d and 4-d printing tech-
nologies that rely on the movement of a nozzle that dispenses
complex fluids onto a substrate from just above, we ask if we can
harness the folding and coiling instabilities that arise as soon as
the jet falls from a sufficient height above a surface. We answer
this in the affirmative by combining a physics-based simulation
engine and a variant of reinforcement learning to control the fluid
coiling instability and learn to "print at a distance." By varying the
action space, material properties and geometric scales that govern
the dynamics of viscous coiling, we quantify the performance of
an RL agent for a variety of problems, and show that it is possible
to learn to write cursively and mimic Pollockian paintings. De-
ploying the learned policy in physical experiments demonstrates
that we can create complex physical patterns leveraging a nat-
ural fluid instability. We envision such an approach can be fur-
ther extended to more challenging scenarios such as printing on
non-planar surfaces and using robotic manipulators with greater
dexterity and improved motion control, and learn to stack mul-
tiple layers out of plane. These extensions would likely require
a more sophisticated model to account for the non-flat nature of
the substrate.
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