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Dynamic metal-linker bonds in metal-organic frameworks 
Erik Svensson Grape,ab Audrey M. Davenporta and Carl K. Brozek*a 

Metal-linker bonds serve as the “glue” that binds metal ions to multitopic organic ligands in the porous materials known as 
metal-organic frameworks (MOFs). Despite ample evidence of bond lability in molecular and polymeric coordination 
compounds, the metal-linker bonds of MOFs were long assumed to be rigid and static. Given the importance of ligand fields 
in determining the behaviour of metal species, labile bonding in MOFs would help explain outstanding questions about MOF 
behaviour, while providing a design tool for controlling dynamic and stimuli-responsive optoelectronic, magnetic, catalytic, 
and mechanical phenomena. Here, we present emerging evidence that MOF metal-linker bonds exist in dynamic equilibria 
between weakly and tightly bond conformations, and that these equilibria respond to guest-host chemistry, drive phase 
change behavior, and exhibit size-dependence in MOF nanoparticles.  

Introduction
Metal-ligand (ML) bonds dictate the properties of metal 

complexes and coordination materials. Subtle differences in the 
geometries and energetics of ligand fields surrounding metal 
ions govern the optical, electronic, magnetic, and catalytic 
properties and overall stability of the resulting complexes.1–3 
While enthalpy favours ML bond formation, entropy drives their 
dissociation such that all ML bonds exist to varying degrees in 
dynamic equilibria between bound and unbound states. This 
bond lability impacts the mechanisms of transition metal 
catalysis4–6 and enables the self-healing behaviour observed in 
coordination polymers.7–10 Among traditional solid-state 
materials, the earliest examples of ferroelectric phase-change 
behaviour were documented to involve a special class of ML 
phonons,11–13 now termed soft modes. In other words, dynamic 
equilibria of metal-ligand bonds exist in coordination complexes 
ranging from small molecules to extended solids, and yet 
dynamic bonding in materials bridging the gap between the 
molecular and solid-state divide remains an open frontier.14,15

Metal-organic frameworks (MOFs), also termed 3D porous 
coordination polymers, are a compositionally tuneable class of 
materials. Their secondary building units (SBUs) can be altered 
to yield either isostructural or entirely new materials. To date, 
nearly 100,000 MOFs have been synthesized and over 500,000 
structures have been predicted, all of which contain ML 
bonds.16 Considering the fundamental lability of ML bonds, it 
follows that MOFs and other CPs should also exhibit similar 
behaviour to molecules and nonporous solids. While many early 
reports of MOFs document phase-change behaviour, soft mode 
behaviour was only introduced into the MOF literature 
recently.17–21  In this Frontier article we will highlight recent 

studies of dynamic ML bonds and their implications for the 
future of the MOF field. 

The tension between enthalpically and entropically 
favoured ML bond conformations gives rise to a generic one-
dimensional configurational coordinate diagram shown in Fig. 
1. This free energy landscape tends towards bound ML states at 
low temperatures and unbound or weaker states at high 
temperatures. For example, magnetic spin crossover (SCO) 
arises from this stimulus-responsive ML bond interaction. 
Lower temperatures favour strong and short low-spin ML 
bonds, while high temperatures favour high-spin ML bonds. 
SCO represents an example of dynamic bonding in a phase 
change, which, by definition, constitutes a reversible 
equilibrium property. Although MOFs have been reported as 
phase-change materials, the underlying mechanism that makes 
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Fig. 1 (a) Schematic view of metal-ligand interactions, where “tight” and “loose” bond 
states exist in thermodynamic equilibrium. Inserts show a metal-carboxylate 
interaction. (b) Illustration of the energy landscape for ensembles of “tight” and “loose” 
states of metal-ligand interactions and how the equilibrium may be perturbed.
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certain MOFs susceptible to phase changes remains poorly 
understood. Based on the lack of investigations into MOF ML 
bond dynamics, we expect that phase-change behaviour 
represents just the beginning of MOF properties explainable by 
labile bonding. 

From melting to magnetic and structural phase transitions, 
soft modes serve as the conduit for one material to transform 
into another. By distorting atomic positions sufficiently far from 
equilibrium geometries, soft modes impart their kinetic energy 
to the surrounding lattice as anharmonically coupled 
oscillators.22,23 As a result, such lattice vibrations exhibit red-
shifting frequencies as temperatures approach the critical 
transition temperatures.24,25 Beyond the proposal that MOFs 
exist in a two-state bond equilibrium, certain dynamic bonds 
might fulfil the role of soft modes by serving as the mechanism 
for phase change behaviour. This Frontier discusses recent 
evidence that ML bond vibrations in MOFs behave as soft 
modes in cases where the phase change involves a change to 
the ligand sphere. In principle, by leveraging synthetic inorganic 
chemistry to manipulate the ML bonds, fundamental aspects of 
the phase change chemistry could be tailored and understood.

Beyond phase change behaviour, dynamic ML bonding in 
MOFs helps to explain otherwise difficult to understand 
phenomena. For example, the ability of MOFs to undergo 
replacement of their metal and linker components, commonly 
termed “post-synthetic exchange”,26–29 challenges the idea of 
static ML bonds.30,31 Similarly, dynamic bonding would help 
explain the ability of MOFs to perform catalysis at ostensibly 
coordinatively saturated metal sites and to melt into liquid 
MOFs. Whereas all semiconductors exhibit redshifting optical 
gaps at increased temperatures in a manner termed “Varshni 
behaviour”, MOF optical gaps exhibit a far greater temperature 
dependence explainable by dynamic bonding. This perspective, 
rooted in coordination chemistry, also reveals previously 
unnoticed aspects of MOF materials. Specifically, recent 
evidence indicates that MOF ML bonds become more labile for 
smaller MOF particle sizes.  This insight implies that all MOF 
properties dependent on metal-ligand interactions may be 
tuned through particle size. Therefore, dynamic ML bonding 
provides a lens to see deeper into fundamental aspects of MOF 
chemistry, providing a tool for greater synthetic control over 
their performance while also uncovering behaviour distinct 
among any class of molecules or materials.

Dynamic bonding and soft modes
In the MOF literature, “structural dynamics” typically refers to 
“breathing effects”,32–34 the transient binding of guest 
molecules,26,35,36 and negative thermal expansion,37–39 rather 
than ML bond dynamics. And while reversible ML bonding is 
attributed a key role in MOF crystallization, it is often 
overlooked when studying the resulting materials. As a result, 
little evidence attests to ML dynamics in MOFs. Whereas labile 
ML bonding is invoked to explain a range of molecular 
coordination chemistry, few studies have documented dynamic 
bonding in 3D materials. In a close analogy to MOFs, however, 
metal-ligand lability has been studied for 1D coordination 

polymers to such an extent that the equilibrium ratio of 
unbound-to-bound states, termed the formation constants Kf, 
have been documented for a range of metal ligand bonds, 
including metal-carbene,40 metal-pyridyl,41 and metal-
carboxylate bonds.42 These studies probe ML bond lability by 
measuring relative concentrations of unbound and bound ML 
states, but few studies have investigated the ML bonds 
themselves.  In one example,43 variable temperature (VT) 
Raman spectra were reported for a metallopolymer containing 
metal-pyridyl linkages. The data revealed that the pyridyl 
vibrational stretches of the bis-terpyridyl groups redshifted at 
higher temperatures, which the authors attributed to dynamic 
structural rearrangements in the metallopolymer. This work 
also suggests that ligand-based vibrational modes may serve as 
a window into ML bond dynamics without probing the bonds 
directly. 

Given that metal-ligand vibrations occur at the low-
frequency limit of common infrared spectrometers and the 
often-low signal intensities of Raman spectra, synchrotron 
techniques would likely be required to probe them in MOFs. 
Indeed, terahertz-based synchrotron measurements have been 
employed to study ligand-related dynamics in “breathing” 
carboxylate MOFs44,45 and the melting behaviour of zeolitic 
imidazolate frameworks (ZIFs).46–48 As an alternative, VT mid-
infrared vibrational spectroscopy provides a convenient 
method for tracking dynamic ML MOF bonds using conventional 
benchtop equipment. Fig. 2a schematically depicts the 
justification for this strategy. Specifically, the carboxylate 
vibrational modes typical of most MOFs serve as a trackable 
spectroscopic handle during VT-diffuse-reflectance infrared 
Fourier transform spectroscopy (VT-DRIFTS), made possible by 
the fact that the ML and carboxylate bonds act as coupled 
oscillators. To develop VT vibrational spectroscopy as a handle 
for probing MOF ML dynamics, however, the temperature-
dependent spectral changes must be attributable to a 
microscopic model of bound and unbound states. From the 
perspective of molecular orbital theory, the ligand-based 
electrons bound to metal sites also occupy anti- and non-
bonding orbitals with respect to the ligand. As a consequence, 
this electron density shifts towards the ligand in unbound 
states, causing the ligand-based bonds to weaken, resulting in 
red-shifted vibrational modes.  

Evidence for dynamic ML bond equilibria in MOFs was 
recently reported as VT-DRIFTS spectra for a series of 
archetypical carboxylate MOFs.17 The observed red-shift in the 
vibrational frequencies of the symmetric and asymmetric C-O 
stretches suggested the coexistence of “tight” and “loose” 
states in thermal equilibrium. This nomenclature was adopted 
over “bound” and “unbound” because previously reported 
molecular dynamics simulations26 revealed that MOF ML bonds 
dynamically fluctuate between conformations with a wide 
range of bond lengths and angles. Accordingly, carboxylate 
MOFs were interpreted to exist in an equilibrium between two 
shallow and wide potential energy surfaces that encompass of 
diverse collections of tightly or loosely bound ML states. The 
relative abundances of the “tight” and “loose” states can be 
extracted by fitting two fixed Gaussians to these data at 
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different temperatures, permitting quantification of a 

“flexibility” constant (ln Kflex, Kflex = [loose]/[tight]), defined as 
the inverse of the familiar formation constants Kf reported for 
molecular complexes. In HKUST-1 (Fig. 2c and 2d), an ln Kflex of 
~0.3 was observed at room temperature, which compares well 
to values reported for discrete metal complexes such as zinc 
and copper benzoates/acetates in the range of 0.1-1.5.42 This 
analysis also suggests that unbound states likely comprise a 
significant portion of MOF structures. To gain insight into the 
thermodynamics of this equilibrium, Van’t Hoff analysis of VT-
DRIFTS data of HKUST-1 was performed to assess the 
temperature dependence of Kflex. This result suggests that the 
population of loose states is associated with a small 
endothermic barrier (ΔH = 5.9 ± 0.2 kJ mol-1), overcome by an 
increase in entropy (ΔS = 22.0 ± 0.6 J mol−1 K−1). Interestingly, 
this fit required a change in specific heat capacity (ΔCP = 37 ± 4 
J mol−1 K−1), which is typically required for analysing phase 
change processes. Similar redshifts have also been observed in 
variable temperature spectra of an In-carboxylate MOF,49 the 
catalytic activity of which is attributed to dynamic ML bonds in 
the material.

Dynamic bonding therefore likely plays a significant role in 
the phase change behaviour of MOFs.46,50–53 As for other solids, 
MOF melting has been observed to follow Lindemann’s law,54 
which posits that melting occurs when thermal displacements 
reach a critical magnitude with respect to the interatomic 
distances in a material. This breaking point is expressed as f = 
u/d, where u is the mean thermal atomic displacement (the 
square root of the Debye-Waller factor), d is the bond distance 
to the nearest-neighbour atom and f is the Lindemann ratio, 
which has been observed to take universal values in the range 
of 0.10 to 0.13.50 Therefore, considering the degree of dynamic 
bonding in MOF materials, ML bond lability likely plays a critical 
role in the melting process and other dynamic processes, such 
as the negative thermal expansion often observed for MOFs, 
which has been shown to originate from low-frequency 
phonons.55,56 Certain lattice vibrations distort equilibrium 

atomic positions so strongly that they cause a material to 
undergo a phase change. Interestingly, a hallmark feature of 
these phonons, termed soft modes,22,23,57 is the redshift of their 
frequencies as temperatures approach the critical temperature 
of the phase change, where they vanish to zero. Therefore, the 
redshifting behaviour of MOF vibrational modes at higher 
temperatures bears a resemblance to soft modes. 

To understand the connection between dynamic bonding, 
soft modes, and phase changes in MOFs, our group has studied 
the spin crossover (SCO) MOF Fe(1,2,3-triazolate)2 (Fig. 3),18,58 
which possesses among the largest magnetic hysteresis 
windows and most abrupt magnetic transitions of any SCO 
molecule or material. As evidenced by VT-DRIFTS, the triazolate 
vibrational modes displayed temperature dependence. As was 
observed for the dynamic bonds in carboxylate MOFs, the shift 
in wavenumbers can be attributed to the coexistence of “tight” 
and “loose” states in equilibrium. Interestingly, an inversion in 
the vibrational redshift was observed at the SCO transition 
temperature (Fig. 4a). This phenomenon is analogous to the 
behaviour observed for the soft phonon modes associated with 
phase transitions in SrTiO3 (Fig 4b).59 To further establish the 
presence of dynamic bonding in metal-triazolate MOFs, but to 
eliminate the effects of SCO, the isostructural Mn, Co, Cu, and 
Zn triazolates were studied. Analysis of these DRIFTS data 

Fig. 2 (a) Illustration of carboxylate vibrations (highlighted in blue) that can be probed using VT-DRIFTS, instead of the more elusive metal-oxygen interactions, as they are coupled 
oscillators. (b) Apparent redshift of the asymmetric carboxylate vibrational mode in HKUST-1 with increasing temperature, as extracted from Gaussian fitting to a series of 
experimental data. (c) Schematic illustration of tight and loose binding modes in HKUST-1. (d) Structure of HKUST-1 as viewed slightly off the crystallographic a-axis

Fig. 3 Schematic illustration of the thermally induced bond expansion and apparent 
soft-mode coupling of the spin-crossover transition in Fe(1,2,3-triazolate)2. A six-
membered ring is shown to highlight the shape of the pore apertures in the iron 
triazolate structure.
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yielded ln Ktl values ranging from 0.67-1.97.18 Interestingly, the 
Cu variant, which undergoes a tetragonal-to-cubic structural 
phase change at higher temperatures, also displayed a V-
shaped inversion to its triazolate vibrational frequencies at the 
critical temperature. The non-phase change variants, on the 
other hand, only showed the smooth redshifting vibrational 
frequencies with heating as seen for carboxylate MOFs.
For microscopic insight into the “loose” and “tight” 
conformations for this family of materials, electronic structure 
calculations predicted a large ensemble of thermodynamically 
stable geometries that existed within thermal energy of each 
other despite possessing bond lengths that differed by as much 
as 0.1 Å. Importantly, these same methods predicted the phase 
change H for both the Fe and Cu variants with remarkable 
accuracy as compared with experimental calorimetry. Together, 
these results suggest that if a MOF has the potential for a phase 
change due to electronic aspects specific to the metal ion, the 
dynamic ML bonding intrinsic to MOFs serve as the soft mode. 
For example, in the case of SCO, where ML bonds transition 
from short and strong low-spin states to long and weak high-
spin bonds, the “tight”-“loose” equilibrium is well suited to 
shuttle the material from one phase to the other. 

Dynamic ML bonds also affect the electronic structures of 
MOFs by perturbing the ligand field of the metal sites. Early 
evidence of this effect was observed by VT diffuse-reflectance 
UV-Vis spectroscopy (VT-DRUVVis) of MUV-10(Ca), Ti3Ca3(μ3-
O)2(1,3,5-benzenetricarboxylate)4(H2O)6.60 Upon heating the 
material, absorption tails emerged as far as 2.0 eV below the 
low-temperature optical gap. Despite such a large effect, these 
tails disappeared upon cooling, thereby ruling out irreversible 
thermal degradation. Instead, the absorption tailing suggests 
reversible structural distortions around the MOF nodes that 
dynamically lower the symmetry of the metal sites, creating 
mid-gap states. Analogously, vibronic coupling dynamically 
lowers the symmetry of molecular inorganic complexes. As a 
result, they display colour from formally forbidden optical 

transitions.
Guest molecules also influence the dynamic equilibria of 

MOF ML bonding. Whereas the above report studied MOFs 
under vacuum, VT-DRIFTS spectra were reported for UiO-66 
(Zr6O4(OH)4(1,4-benzenedicarboxylate)6)—a MOF known for 
its unusual stability,21 in the presence of solvent vapour, air, and 
dry N2.  For comparison, analysis of VT-DRIFTS data yielded ln Ktl 
(Ktl = [tight]/[loose]) values of 1.84 under vacuum. While this 
value, defined in analogy to Kf of molecules, is higher than 
previously studied carboxylate MOFs, it is smaller than 
coordination-based “self-healing” materials with values in the 
range of 9-25,40,41 suggesting even the most “stable” MOFs 
exhibit bond flexibility. Introduction of air caused ln Ktl to drop 
to 1.7 and the introduction of Lewis-basic molecules caused it 
to decrease even further, with Et3N giving a Ktl of just –0.6. 
Furthermore, guest molecules with larger Gutmann donor 
numbers—a measure of Lewis basicity—caused greater 
redshifts. These results suggest that the MOF ML bond 
equilibria involve unbound conformers to such a degree that 
guest molecules bind to the MOF metal sites. Given that the 
guest molecules could be removed by vacuum, these 
reproducible spectral changes hold promise for the use of MOFs 
in sensing technologies through rapid spectroscopic screening. 

Dynamic bonding in MOF nanoparticles
Nanosizing MOFs causes ML bonding to become more labile. As 
a result, MOF properties sensitive to ML interactions have the 
potential to become size-dependent. Recent evidence was 
documented in a report on the temperature dependence of 
archetypical MOFs with particle sizes ranging from 20 nm – 4 
µm.20 As determined by VT-DRUVVis, all materials displayed 
decreasing optical gaps with increasing temperatures. Although 
conventional semiconductors typically show this “Varshni 
behaviour”, the effect in MOFs was much more severe. For TiO2, 
Si, and similar materials, optical gaps decrease by roughly 0.1 
eV over a 300 K range, whereas the MOF nanoparticles 
(nanoMOFs) absorbed at photon energies nearly 1 eV below the 
original low-temperature optical gap. The magnitude of this 
effect depends on the lability of the MOF ML bonds, however. 
As an example, the relatively dynamic titanium-carboxylate 
bonds in MIL-125 (Ti8O8(OH)4(terephthalate)6) led to a large but 
reversible decrease of ~600 mV over a range of 300 K, whereas 
ZIF-8 (Zn(2-methylimidazolate)2), comprised of strong zinc-
imidazolate bonds, shows a much smaller decrease of only ~10 
mV. For all materials, smaller particle sizes induced far larger 
changes to MOF optical gaps. This relationship was further 
evidenced by fitting the data to a model previously described by 
O’Donnell and Chen61 that allows extraction of the Huang-Rhys 
parameter S, a unitless measure of nuclear rearrangements and 
vibronic coupling. As with traditional quantum dots, smaller 
nanoMOF particles showed larger S values and they fit well to 
an inverse relationship with particle volume, as predicted by 
theory.62 However, whereas typical molecules and 
semiconductors show S <10, while for ionic solids S >50,63,64 
MIL-125 nanoparticles showed S ranging from 7 – 80 simply by 
decreasing particle diameters from 400 – 70 nm.

Fig. 4 (a) Observation of a redshift-to-blueshift inversion of a ligand vibrational mode in 
iron triazolate when heated past the spin-crossover temperature. (■ = low spin, □ = 
high spin).18 (b) Redshifting of two soft modes in low-T tetragonal SrTiO3 upon heating, 
in which new phonon modes emerge and blueshift beyond the phase transition 
temperature.56
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Size-dependent thermal shifts to optical gaps in nanoMOFs 
involves bond dynamics beyond the explanation typically given 
for “Varshni behaviour”. In conventional semiconductors, 
thermal shifts arise from elongation and contraction of lattice 
parameters with changes to thermal energy. This mechanism 
gives rise to rigid shifts to optical absorption profiles without 
altering the overall electronic structure and, hence, band shape. 
Such an effect could be present in MOFs, such as with ZIF-8, 
where higher temperatures led to rigid redshifts by decreasing 
the HOMO-LUMO or bandgap, (Fig. 5).  Overall, a larger relative 
population of “loose” bonding states should lead to smaller 
optical gaps, given that the structural and electronic symmetry 
is maintained. Yet, “loose” ML bonds could also cause a loss of 
symmetry in the electronic structure, which could further 
contribute to the apparent shrinking of the optical gap at 
smaller crystal sizes (Fig. 5). Indeed, for smaller nanoMOFs, 
higher temperatures saw the emergence of additional 
absorption bands and significant tails extending into the 
infrared as if the MOFs transformed reversibly into new 
structures entirely.

The origin of size-dependent labile bonding in MOFs 
remains an open research frontier, but similar observations 
have been reported for conventional semiconductors. For 
example, nano-sized metal oxide particles exhibit larger lattice 
parameters, alumina nanoparticles become more 
compressible,65 and Si nanocrystals display lower melting point 
temperatures and smaller bulk moduli.66 One proposed 
explanation invokes weaker Madelung fields arising simply from 
the absence of stabilizing electrostatic interactions at a bare 
nanoparticle surface.67 Alternatively, increased bond flexibility 
and other forms of entropy at particle surfaces may play a 
critical role as has been invoked to explain size-dependent 
structural and phase change behaviour for SrTiO3 and SCO 

nanoparticles.68–70 With smaller sizes and greater surface-to-
volume ratios, the structural and electronic effects of surface 
states on particle interiors should magnify, causing size-
dependent functional properties.

Outlook
This article summarizes only an initial understanding of dynamic 
bonding in MOFs and its implications for fundamental and 
applied science. For example, while this discussion focuses on 
spectroscopic observations, diffraction and scattering 
techniques should provide structural insights, as has been 
shown in studies of MOF glasses.51,48,71 In addition, ultra-fast 
spectroscopy or X-ray scattering measurements may yield 
information about the time-resolved dynamics of the 
underlying structural processes.72  With the available data to-
date, further modelling of the redshift slopes observed by VT-
DRIFTS could relate these phenomenological observations to 
deeper thermodynamic models of phase changes and vibronic 
interactions. Additionally, the size-dependent bond dynamics, 
although convincing, remains unexplained by models for any 
class of materials. Taken together, dynamic ML bonding and its 
size-dependence in MOFs offers a rich platform for controlling 
and interrogating the behaviour of coordination materials, 
ranging from stimuli-responsive and phase-change behaviour to 
catalytic activity and structural stability.
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