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Abstract
Porous silicon (pSi) has been studied for its applications in solar cells, in particular in silicon-

silicon tandem solar cells. It is commonly believed that porosity leads to an expansion of the 

bandgap due to nano-confinement. Direct confirmation of this proposition has been elusive, 

as experimental band edge quantification is subject to uncertainties and effects of impurities, 

while electronic structure calculations at relevant length scales are still outstanding. 

Passivation of pSi presents another factor affecting band structure. We present a combined 

force field – density functional tight binding study of the effects of porosity of silicon on its 

band structure. We thus perform electron structure-level calculations for the first time at 

length scales (several nm) relevant to real pSi, and consider multiple nanoscale geometries 

(pores, pillars, craters) with key geometric features and sizes of real porous Si. We consider 

the presence of a bulk-like base with a nanostructured top layer. We show that the bandgap 

expansion does not trend with the pore size but with the size of the Si framework. Significant 

band expansion would require features of silicon (as opposed to pore sizes) as small as 1 nm, 

while the nanosizing of pores does not induce gap expansion. We observe a graded junction-

like behavior of the bandgap as a function of Si feature sizes as one moves from the bulk-like 

base to the nanoporous top layer.

Keywords: solar cell, tandem solar cell, porous silicon, molecular dynamics, density 

functional tight binding
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1 Introduction
Porous silicon (pSi) is an important type of materials for the development of solar cells, in 

particular tandem solar cells. Porosity at the nanoscale is believed to lead to a bandgap 

expansion, often attributed to nanosizing, as well as to a direct bandgap due to the loss of 

long-range order,1,2 resulting in stronger light absorption. The former allows the control of 

band alignment, enabling for example all-silicon tandem solar cells in which a crystalline 

silicon layer is responsible for harvesting low energy photons and a pSi layer higher energy 

photons.3–5 This is an attractive proposition given the abundance of Si and technological 

progress that has been achieved in making porous Si.6–9 Porous silicon is also used in other 

types of solar cells and in other devices important for energy conversion and storage such as 

batteries.10–17 In the all-silicon solar cell, control of the bandgap of the pSi layer is important 

to optimize the solar cell. It has been estimated that an efficiency of a Si-Si tandem cell can 

be as high as 41.9% when the pSi layer has a bandgap of 1.7 eV.18 The origin of the bandgap 

expansion and its magnitude are, however, still debatable. The experimental determination of 

the bandgap of pSi is not certain. Optical spectra that are often used for this purpose contain 

features which could be attributed to gap states due to pore surfaces and lack of passivation 

thereof.19,20 There is no clear cutoff absorption energy. The presence of strongly absorbing 

features in the spectrum (e.g., due to impurities or nanosized features with a direct bandgap) 

may indicate a seemingly higher onset energy and mask an overall lower bandgap, and it is 

the latter which is relevant for band alignment. Reported morphologies of pSi include 

features such as wells, cavities, and pillars.21–23 The sizes of these features range from 1 nm 

to several mm. It is the nano-scale which is of interest to the modification of the electronic 

structure. We note that a nanosized pore does not mean nano-confinement effects which 

would lead to bandgap expansion – it is the nanoconfinement of the Si framework 

(supporting relevant electronic states) that is needed to achieve this. The pores of pSi are 

passivated, often by hydrogen atoms. Other types of passivation, e.g. oxygenation, 

electrochemical oxidation, nitrogenation, have been reported.24–27 Passivation also affects the 

bandstructure. Overall, there is still lack of clarity on the effects of typical porous 

morphologies and passivation on the bandgap, which are difficult to disambiguate 

experimentally.

Electronic structure methods allow computing the bandgap directly, disambiguating 

influences of pore and Si framework sizes and shapes, of passivation, and of any impurities. 

Such calculations are typically done at the density functional theory (DFT)28,29 level. 
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However, pSi presents an intrinsically large scale problem for DFT, as the reproduction of 

the nanoscale features of real pSi requires models with at least several thousand atoms. While 

such calculations could in principle be done with DFT, they are not feasible with methods 

providing a quantitative bandgap such as hybrid functionals,30–32 and one has to rely on LDA 

or GGA approximations.33–35 Available electronic structure calculations of models of pSi are 

of an unrealistically small scale. For example, Cruz et al.36 used a tight-binding model, where 

a cubic-shaped pore of only about 1 nm (side of the cube) was cut out from a 128-atom cubic 

periodic simulation cell with a side of 22 nm (20% porosity). More recently, Wu and Tang37 

performed GGA DFT calculations on a model with nanopillars and nanowells and reported a 

gap expansion of up to about 2.1 eV for different degrees of porosity. However, the wells and 

the pillars were only half a nm in diameter. While some features of pSi can be captured in 

such models, e.g., transformation of the bandstructure from the indirect to the direct gap type, 

these models are unrealistically small. It is trivial that once Si features are made small enough 

one will obtain nanosizing-induced gap expansion, but any gap expansion observed in such 

small systems (with features on the order of 1 nm) cannot be related to experimentally 

observed gaps, as experimental structures in which gap expansion was reported have features 

of several nm length scale.23,38,39 Electronic structure calculations at that scale are therefore 

necessary for understanding any gap expansion resulting directly from the nano-porosity.

While large-scale DFT methods exist,40–42 the reduction in the CPU cost in them is 

achieved due to additional approximations; moreover, GGA DFT typically used in DFT 

modeling of materials significantly underestimates the bandgap. While the underestimation of 

the bandgap can still allow analysis on a trend level, it can be unreliable when band 

alignment is concerned.43 The multitude of morphologies and sizes that need to be explored 

makes calculations even with DFT methods meant for large-scale modeling not routinely 

feasible. In this situation, density functional tight binding (DFTB)44–46 is an attractive option 

for materials where good parameters exist, as is the case for Si and H-passivated Si, where 

the siband-1-1 Slater-Koster parameter set provides a quantitatively accurate (i.e. more 

accurate than GGA DFT) bandgap.47–49 At the scale considered here, DFTB is therefore 

advantageous not only for the reduced cost of the calculations (about three orders of 

magnitude vs DFT) but also for accuracy. Silicon and hydrogen-passivated Si also allows 

accurate force-field based structural optimization.50–52 In this study, we therefore adopt a 

combined force field molecular dynamics (MD) – density functional tight binding approach 

to study the influence of porosity and nanomorphology on the bandgap of silicon. We 
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compute a variety of structures with nanosized features observed in real pSi. The structures 

are optimized with MD and the electronic structure calculations are performed with DFTB. 

2 Methods
Molecular dynamics simulations were performed in GULP.53 The Tersoff force field was 

used.50–52 Structures were optimized with until the forces on all atoms were below 0.001 

eV/Å. Structures optimized with MD were used to perform density functional tight binding 

(DFTB) simulations. Periodic DFTB44 calculations were done in DFTB+.54 Slab models were 

formed by adding a vacuum layer of at least 20 Å in the z direction. An electronic 

temperature of 300 K was applied for electronic states occupations smearing to improve 

convergence. The siband-1-1 Slater-Koster parameter set was used which was previously 

shown to result in a correct bandgap of silicon and O- and H- containing silicon 

compounds.47–49 This parameter set is, however, inaccurate for structure optimization; 

therefore, MD structures were used. The lattice constant of Si obtained with the force field, at 

5.43 Å, is accurate (matching the experimental value of 5.43 Å55,56). We confirmed re-

optimizing selected MD structures with DFTB using pbc57,58 parameters which result in a 

lattice constant of 5.46 Å, as well as with DFT28,29 (in Quantum Espresso59 using the PBE 

functional,33 PAW60 pseudopotentials, a 40 Ry plane wave cutoff and a force tolerance of  

2×10-4 Ry/Bohr) which resulted in a lattice constant of 5.47 Å, that MD structures are 

accurate enough and do not result in significant changes in the DOS vs structures optimized 

with other methods. 

Nanostructures of different shapes and sizes (shown in the next section) were made by 

manually removing Si atoms from a large bulk Si supercell to reach the desired shape and 

then passivated with hydrogens. The passivation was performed in Materials Studio using 

“update hydrogen” function, which identifies dangling bonds and passivates them with 

hydrogen atoms. We generated several types of structures: spherical and cubic pores of 

different sizes, craters of different sizes, and pillars of different heights, diameters, inter-pillar 

distances, and base thicknesses. Model sizes varied from 337 to 6187 atoms with features 

varying from one to several nm. The types of the models are shown in Figure 1. For the case 

of pillars and craters, we also distinguished contributions to the band structures from the base 

and the pillars and crater walls, by defining different types of Si atoms (copies of Slater-

Koster files) for them. As all structures had sizes in excess of 20 Å, the calculations were 

done at the  point. The densities of states were calibrated to have a zero average electrostatic 
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potential in the middle of the vacuum region: the average (over the lateral dimensions) 

electrostatic potential was output as a function of the z coordinate (perpendicular to the slab) 

and its value in the middle of the vacuum region was set as the 0 of the energy axis. 

Spherical pore Cubic pore

Pillar, side view Pillar, top view

Crater, side view Crater, top view
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Figure 1: Models generated to simulate porous silicon with different key features:  
internal sphere and cube models (top row), pillar models (middle row), and crater 
models (bottom row). 2×2 periodic simulations cells are shown to better demonstrate 
inter-feature distances. These models were hydrogen-passivated before calculations.

3 Results
The types of the models considered here are shown in Figure 1. These include models with 

spherical pores of different diameters and with different “wall” thicknesses, pillars with 

different pillar heights and diameters, base thicknesses, and inter-pillar distances, and craters 

of different diameters and depths and inter-crater distances (“wall” thicknesses). In addition 

to spherical pores, cubic pores are also used to better demonstrate the origin of the nanosizing 

effect. 

3.1 Internal Sphere and Cube Models

For the spherical pore models, spheres of different radii were carved in periodic cells of sizes 

from about 2 to 5 nm. The parameters of the models, including box sizes, numbers of Si and 

passivating H atoms, pore diameters d and resulting inter-pore distances and porosities are 

listed in in Table S1 of the Supplementary Information. The inter-pore distances are 

distinguished as follows: the shortest inter-pore distance l which is realized by crossing the 

cubic simulation cell laterally and the largest inter-pore distance L which is realized crossing 

the cubic simulation cell diagonally (in 3D), as shown in Figure 1. These distances define the 

thickness of the Si framework which ultimately determines the extent of any nanosizing 

effect. Table S1 also lists the resulting bandgaps as well as band edges. The densities of states 

are shown in Figure 2 (top). The bandgap of crystalline Si with computational setup of this 

thesis, which serves as a reference for any nanosizing effects, is 1.07 eV and is in good 

agreement with the experimental value of 1.12 eV.61,62 One observes a trend of the bandgap 

with the size of the model features. The XL3 model represents a case where the pore size is 

very small while the interpore distance is the largest, with l of about 2.9 nm. In this case the 

bandgap is practically the same as in pure Si, with no gap expansion. The band edges (listed 

in the SI) of the largest model are also similar to those of crystalline Si. The smallest S 

models show the largest gap expansion, up to 1.54 eV.

The bandgap expands by slightly lowering the VBM and lifting the CBM 

simultaneously, as expected for a nanosizing effect. In this case, the trend of the gap is with 
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the thickness of silicon framework, not the size of the pore. M and L models also show a 

similar trend. The gap expands even as the pore size is increased, as long as the size of Si 

features drops.
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Figure 2: The density of states (DOS) with the bandgap value (in eV) indicated in the 
middle of each DOS plot. Top: internal sphere models; bottom: internal cube models. 

To achieve a significant gap expansion, silicon features need to become smaller than 1 nm. 

This is because the electronic states of interest, which undergo nano-confining, are localized 

on Si and not in the pore. To put it simply, it is not the hole of the doughnut that provides a 
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useful effect. Achieving gap expansion with porosity should therefore aim at controlling the 

size of Si features rather than the size of the pores or the porosity as such.

To solidify this statement, the calculations on cubic-sized pores are performed, which 

have a simpler-shaped Si framework than Si with spherical pores, with a clear size parameter 

– wall thickness. Here, we consider the pore (cube) size, the wall thickness, and the largest Si 

feature thickness which is a 3D diagonal at the simulation cell vortex. The results are listed in 

Table S2, and the corresponding densities of states are shown in Figure 2 (bottom). The 

models with the largest Si features (XL6, L6) also in this case has the band gap and band 

edges approaching those of crystalline Si, and as Si features get smaller, the gap tends to 

increase with concomitant decrease of VBM and increase in CBM.  We see that Si features 

need to approach 1 nm for a significant band expansion to occur. Sub-nm features are needed 

to approach the optimal (from the perspective of a Si-Si tandem solar cell) gap of 1.7 eV. The 

Si feature sizes in these models required for significant gap expansion are smaller than those 

experimentally observed here and elsewhere.63–65 We therefore explore below other 

morphologies more relevant to the experimental structures.

3.2 Pillar Models

In this type of model, the pillar structure is used to study the effect of 4 silicon features (pillar 

height, diameter, inter-pillar distance, and base thickness) on its bandgap and band alignment. 

Previous works reported the bandgap of silicon nanowires depending on the wire (pillar) 

diameter;66,67 some having connected the pillar to a base layer, but with a relatively small 

number of atoms37 and much smaller scales than the Si feature sizes used in experiments. For 

the first time, we investigate the effect on the bandgap and band alignment of the other Si 

pillar features: pillar height, base layer thickness, and the interpillar distance, and at scales 

relevant to the experiment. The parameters of the models, including simulation cell sizes, 

numbers of Si and passivating H atoms, pillar height, base layer, pillar diameter, inter-pore 

distances and porosities are listed in in Table S3.

In Figure 3, the DOS for the pillar models with different combinations of pillar height 

and diameter and base layer thickness are shown. Only one parameter is varied in each graph, 

while others are kept constant. Here and below, the DOS of different parts are plotted in 

different color (pillar: red, base: blue, total: yellow), and the bandgaps computed from the 

DOS of different parts are also given on the graphs in their respective colors.

Page 9 of 23 Physical Chemistry Chemical Physics



Page 10 of 23

a)

b)

c)

Figure 3: The effects of the pillar features on the bandgap and band alignment; (a) the 
effect of the pillar diameter; (b) the effect of the pillar height; (c) the effect of the 
base layer thickness. DOS of different parts are plotted in different color (pillar: red, 
base: blue, total: yellow), and the gaps computed from the DOS’s of different parts 
are also given in their respective colors.
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For the effect of the pillar diameters shown in Figure 3a, the height and the base layer 

thickness are kept constant at 7 nm and 1 nm, respectively. The key findings from these 

calculations can be summarized as follows:

1. The bandgap of the pillar part is changed significantly when the pillar diameter is 

varied. The smaller the pillar, the more confinement effect, the larger the bandgap. 

The pillar part undergoes a 3-dimensional confinement resulting in a larger effect on 

the gap expansion compared to a 2-D confinement observed in the base layer part.

2. Pillar models with diameters of 1, 2, and 3 nm result in bandgaps of 2.64, 1.90, 1.53 

eV, respectively. 

3. The pillar diameter is the key feature that determines the value of the bandgap of the 

pillar part.

For the effect of the pillar heights shown in Figure 3b, the diameter and the base layer 

thickness are both kept constant at 1 nm. The key findings from the result are:

1. The difference in height does not significantly affect the value of the bandgap. The 

pillar diameter is still the main key feature to determine the bandgap.

2. For 1-nm diameter pillar, Eg is about 2.5 eV regardless of the height. The height in 

this simulation is varied up to 50 nm, without noticeably changing the value of the 

bandgap.

For the effect of the base layer thickness shown in Figure 3c, the height and the diameter are 

kept constant at 7 nm and 1 nm, respectively. The key findings are:

1. The increase of the base layer thickness results in the reduction of the bandgap of the 

base layer towards the bandgap of crystalline silicon (1.07 eV).

o The bandgap value of each base layer is 1.59 eV, 1.36 eV, and 1.18 eV for 1 

nm, 2 nm, 3 nm base layer thickness, respectively.

o The increase of the base layer thickness also slightly influences the bandgap of 

pillar. The bandgap of the 1-nm pillar is 2.63 eV, 2.52 eV, and 2.40 eV for 1 

nm, 2 nm, 3 nm base layer thickness, respectively.

2. The quantum confinement effect of the base layer results from a 2-D confinement. 

Therefore, the extent of bandgap expansion is not as significant as the expansion in 

pillar part where a 3-D confinement effect takes place.

Regarding the effect of the distance between the pillars, the height and the base layer 

thickness are kept at 10 nm and 1 nm, respectively. In this simulation, the pillar diameters are 
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also varied in order to see its effect together with the interpillar distances. The distance is 

varied by changing the lateral size of the simulation cell; the larger the box size, the more 

distant the pillars; this also significantly increases the number of atoms as the majority of Si 

atoms are in the base part of the model, which limits the maximum feasible distance. On the 

other hand, by decreasing the unit box size of the base layer, the distance between pillar can 

be reduced until the pillars come in contact. The effect on the bandgap energy is shown in 

Figure 4. The distance, indicated by red arrows in the figures, is defined so as to indicate the 

size of the silicon feature formed when the pillars touch, in which case the model turns into a 

crater model. 

Figure 4: Effect of the distance between the pillars on the bandgap together with the 
variation of the pillar diameters (for three diameters: 1.1, 1.5, and 2 nm). Top: the 
pillar models showing the interpillar distance (indicated with red arrow). When these 
are connected physically, the pillar turns into a crater model, where the connected 
neighboring pillars form a pore. Bottom: the bandgap values plotted vs the distance 
between the pillars, where the empty symbols indicate the data when pillars are 
connected while the filled symbols are for systems where pillars remain separated.

From Figure 4, the key findings are:
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1. When the pillars are isolated, the bandgap of the pillar part is determined by the pillar 

diameter.

2. Only when the pillars are connected, the bandgap starts to decrease towards that of the 

bulk c-Si (1.12 eV). The more the pillars merge, the smaller the bandgap.

3. The reverse can be observed in the crater model where, as craters are made merge, the 

model turns into a pillar model; the bandgap increases significantly after the pillars 

form (explained in the next section).

3.3 Crater Models

In the previous section, the pillar model is used to study the effect of each feature on the 

bandgap. However, the pillar model does not include pit-like features that can be present in 

real porous silicon. The crater model is therefore generated in order to get insight into the 

effect of these features. In this model, 3 crater features are varied: crater depth, the distance 

between craters which is measured as the size of the thickest part of the inter-crater “wall” 

(indicated by the red arrow in Figure 1), and crater diameter. Figure 5 shows the DOS and the 

plotted values of the bandgap vs. sizes of the features. In the same manner as pillar model, 

the effect of each feature is computed while the other features are kept constant. The 

parameters of the models, including box sizes, numbers of Si and passivating H atoms, crater 

depth, base layer thickness, crater diameter, inter-pore distances and porosities are listed in in 

Table S4.

For the first two effects, a similar trend to that observed with the pillar model could be 

observed. Firstly, the effect of the crater depth is illustrated in Figure 5a, where the Si 

thickest wall is kept at 1.92 nm and the bottom layer thickness is kept at 1 nm. It can be seen 

that the depth of the crater does not affect much the overall bandgap in the same way as the 

height of the pillar model (Figure 3b). By varying the depth of 4, 6, and 10 nm, the bandgap 

of the wall part is 1.60, 1.61, and 1.63 eV, respectively, while the gap of the base part is 1.39, 

1.43, and 1.45 eV, respectively. This again verifies that the quantum confinement in the 

height/depth direction is still governed by the thickest part of the Si “wall”, which is 1.92 nm 

thick in this set of simulations and induces a quantum confinement effect leading to a gap 

expansion of about 1.6 eV. Next, the result of the effect of the thickness of the Si “wall” 

between the craters is shown in Figure 5b. In this set of simulations, the bottom layer 

thickness and the crater depth are kept constant at 1 nm and 2.4 nm, respectively. By 
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changing the lateral size of the simulation cell, the thickest part of the Si wall part can be 

varied to 1.92, 2.69, and 3.46 nm. 

a)

b)

Figure 5: Effects of the silicon features of the crater model on the bandgap and band 
alignment; (a) effect of the crater depth and (b) effect of the thickness of the Si “wall” 
between craters. The size of the resulting Si feature is indicated by the red arrow.

It can be observed that as the size the of the Si feature increases, the bandgap decreases 

accordingly. This verifies that it is the size of the Si feature, rather than the size of the crater, 

that determines the bandgap of the crater model in the same way as the diameter of the pillar 

is the determinant for the bandgap of the pillar model. However, the extent of the bandgap 

expansion is lower than in the pillar model because of the limitation on the geometry of the 
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crater model in that there is a minimal possible size of the inter-crater Si feature that cannot 

be made smaller unless craters overlap. Therefore, when the crater model is still maintained, 

there is a limitation to the extent of quantum confinement effect. The highest bandgap energy 

obtained is 1.60 eV with a 1.92 nm thick inter-crater Si feature. As the feature becomes larger 

(with more separated craters), the bandgap converges to that of the bottom part. This 

indicates that harvesting the quantum confinement effect from the crater-like morphology is 

more challenging than from nano-pillars, as the Si features must be made smaller than 2 nm 

to obtain a significant quantum confinement effect. 

However, by increasing the crater diameter further, the crater model turns into the 

pillar model as the craters begin to overlap. This can be clearly seen in the Figure 6 where 

increasing the crater diameter further decreasing the size of the thus formed pillars. In this 

case, the opposite effect of the pillar-turn-crater (Figure 4) is observed. After the pillars are 

isolated (occurred when the crater thickest wall is decreased below 1.54 nm), the bandgap of 

this Si feature increases dramatically, while the gap of the bottom part remains the same at 

1.4-1.5 eV. The highest bandgap expansion is obtained when the isolated pillar has an 

average diameter size of 0.38 nm, where the bandgap energy is 4.47 eV. It is worth noting 

that the 0.38 nm pillar in this simulation is rather unrealistic from the experimental 

perspective. 
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Figure 6: The model showing the transition between the crater model and the pillar 
model when the size of the inter-crater Si feature is decreased below 1.54 nm so that 
craters overlap and pillars are formed. Top: the structures of the crater model where 
the atoms highlighted in yellow indicate the silicon atoms between the craters and the 
blue atoms are the bottom part. Bottom: the bandgap as a function of the size of the 
inter-crater Si feature (before pillars are formed) and with an average pillar diameter 
(when pillars are formed).

3.4 Layer-resolved DOS 

The band edges (CBM/VBM) calculated from each model are used to evaluate the band 

alignment, which is useful for estimation of other solar cell properties like the built-in voltage, 

maximum open-circuited voltage etc. In the previous sections, the local DOS is used to 

calculate the difference between bandgap of the pillar and base parts (for the pillar model) 

and the inter-crater “wall” and the bottom layer parts (for the crater model). In order to 

Page 16 of 23Physical Chemistry Chemical Physics



Page 17 of 23

further investigate how the band edges are changed at the interface of PSi/c-Si, we consider 

DOS in successive layers of the structures. 

Figure 7: The analysis of the pillar model with a 50-nm height calculated by (left) 
segmenting each layer of the model; (top right) the local DOS of each segment (blue: 
base layer segments, red: pillar segments. The thicknesses of the segments are 
indicated on the left image). The magnitudes of the DOS plots for each layer are 
made similar for ease of reading. The black line and the number indicate the band 
edges position and bandgap value

Figure 7 shows such layer-resolved DOS and band alignment in the pillar model. The 

features of the model are: pillar height of 50 nm, pillar diameter of 1 nm, and base layer 

thickness of 1 nm. The 18 local DOSs are calculated in each segment of the pillar, where the 

size of each segments (from the top of pillar) are as follows:

Segment 1-5: 1 nm each (pillar part)

Segment 6-8: 10 nm each (pillar part)

Segment 10-14: 1 nm each (pillar part)

Segment 15-18: 0.25 nm each (base part)
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The blue and red color of the resulting local DOS indicates the pillar and base part, 

respectively. The key finding from the DOS result can be summarized as follows:

1. From the top down to almost the bottom of the pillar (segments 1-13), the difference 

in height does not significantly affect the value of the bandgap. The pillar diameter is 

still the main key feature to determine the bandgap.

2. There is no difference in bandgap energy along the height of pillar; in this case, it is 

2.54 eV for a pillar will a 1 nm diameter.

3. Only at the interface between the pillar and the base (segment 14) the local DOS of 

the pillar is influenced by the base layer and the bandgap immediately drops to the 

value of base layer (1.18 eV). This affect appears because of the delocalized nature of 

the orbitals.

4. This kind of drastic change in the bandgap at the interface of the adjoined materials 

(heterostructure) can be considered an abrupt junction.68,69

Figure 8: The analysis of the DOS of the crater model with Si pillars (shown in left) 
calculated by segments; the black line and the number indicates the band edges 
position and bandgap value.

Figure 8 shows the result of the band alignment of the crater model where the crater 

diameter is large enough that Si pillars form. This model is intentionally chosen so that one 

compares the DOS to the pillar model. In the figure, the red color DOS plots are for the Si 
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pillar part, the yellow color DOS plots are for the bottom of the crater part where the 

thickness of the Si gradually increases, and the blue color DOS plots are for the base layer 

part. We observe that the bandgap is constant at 2.93 eV along the pillars and starts to 

decrease in value as the Si feature thickens towards bottom of the crater. In this case, instead 

of an abrupt junction like in the pillar model in Figure 7, the bandgap decreases gradually 

until it reaches the bandgap value of the base layer part (1.16 eV). The band structure formed 

by this crater model can be considered as a “graded semiconductors”.68,70 

4 Conclusions
We performed a combined molecular dynamics (force field) – density functional tight 

binding study of the effects of porosity of silicon on its band structure. We considered 

multiple nanoscale geometries (pores, pillars, craters) with key geometric features and sizes 

of real porous Si. We considered the presence of a bulk-like base with a nanostructured top 

layer, mimicking structures observed in real pSi. To the best of our knowledge, we 

considered for the first time in an electronic structure analysis of pSi length scales relevant to 

real pSi, which presents an intrinsically large-scale electronic structure problem. The use of 

DFTB allowed us to consider such length scales while achieving a good bandgap accuracy, 

which would have been impossible with GGA DFT, due to the existence of an accurate 

DFTB parameterization for Si. 

We confirmed in a direct calculation that the bandgap expansion does not trend with the 

pore size but with the size of the Si framework. Significant band expansion would require 

features of silicon (as opposed to pore sizes) as small as 1 nm, while the nanosizing of pores 

does not induce gap expansion. Achieving gap expansion with porosity should therefore aim 

at controlling the size of Si features rather than the size of the pores. Among the 

nanostructures that we considered, pillars are more promising to achieve significant 

nanoconfinement induced gap expansion, while the extent of it in craters (pits) is limited by 

the smallest possible size of inter-crater Si features. Both crater and pillar morphologies 

allow in principle achieving gaps on the order of 1.7 eV, which is a desired value for high-

performance Si-Si tandem solar cells. In all cases the gap expansion is accompanied by a 

stabilization (energy decrease) of the valence band and destabilization (energy increase) of 

the conduction band. In a solar cell device, Si layers are p- and n-doped, which will push the 

Fermi level towards the top of the valence band or bottom of the conduction band, 
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respectively. Because the Fermi level is uniformized across the p-n junction, it is the gap 

expansion rather than individual VBM and CBM changes (before doping) that is expected to 

be more important in solar cell applications. We observe a graded junction-like behavior of 

the bandgap as one moves from the bulk-like base to the nanoporous top layer. The cratered 

geometry is more apt to form a band alignment of the type of a graded junction. The bandgap 

changes according to changes in Si feature sizes (such as crater or pillar diameter) in the 

lateral direction, while the height/depth of the pillars or craters (of fixed diameter) and inter-

pillar distance have little effect on the gap. Our results are obtained with a specific 

computational setup and for the case of Si structures well-passivated by hydrogen. Other 

types of passivation and defects of crystallinity, which can modify the band structure, were 

not considered in this work. 
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