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Abstract2

Micro-nano particles and leukocyte imaging find significant applications in the areas3

of infectious disease diagnostics, cellular therapeutics, and biomanufacturing. Portable4

fluorescence microscopes have been developed for these measurements, however, the5

quantitative assessment of the quality of micro-nano particles and leukocytes imaged6

using these devices remains a challenge. Here, we image micro-nano particles and7

human leukocytes and present a novel method for automated quality assessment of8

fluorescent images (AQAFI) captured using our smartphone fluorescence microscope9

(SFM). AQAFI utilizes novel feature extraction methods to identify different features of10

leukocytes and micro-nano particles. Fluorescent particles of different diameters (8.3,11

2, 1, 0.8 µm) were imaged using SFM at a range of excitation voltages (3.8 – 4.5 V). To12

assess the imaging performance, mean particle intensity, particle vicinity intensity, and13
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image background noise were chosen as analytical parameters of interest. A control14

method is developed by manual calculation of these parameters using ImageJ which15

is subsequently used to validate the performance of AQAFI method. For micro-nano16

particle imaging, correlation coefficient, R2 > 0.95 was obtained for each parameter of17

interest while comparing AQAFI vs. control (ImageJ). Subsequently, key performance18

indicators (KPIs) i.e., signal difference to noise ratio (SDNR) and contrast to noise ratio19

(CNR) were defined and calculated for images containing the micro-nano particle using20

both AQAFI and control methods. Finally, we tested the performance of the AQAFI21

method on the fluorescent images of human peripheral blood leukocytes captured using22

our custom SFM. Correlation coefficients of R2 = 0.99 were obtained for each parameter23

of interest (leukocyte intensity, vicinity intensity, background noise) calculated using24

AQAFI and control (ImageJ). A high correlation was found between the CNR and25

SDNR values calculated using both methods. The developed AQAFI method thus26

presents an automated and precise way to quantify and assess the quality of fluorescent27

micro-nano particles and leukocytes imaged using portable SFMs. Similarly, this study28

finds broader applicability and can also be employed with benchtop microscopes for29

the quantitative assessment of their imaging performance.30

Introduction31

Fluorescence microscopy has been established as one of the most fundamental and basic32

methods used by modern-day researchers.1,2 This utility of this fundamental investigative33

technique is not limited to a single branch of science but finds utility in a multitude of scien-34

tific and research settings involving the fields of biology, environmental monitoring, material,35

and health sciences.3–5 Furthermore, continued advances in the fields of fluorophore design,36

molecular biological tools, and advancement in the optical resolution of these instruments37

are poised to dramatically revolutionize the future of research and human knowledge.1–538

Though fiercely efficient and robust, there are many factors e.g. high cost, the requirement39
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of a trained technician, and inability to work at the point of care (POC) settings that limit40

the effectiveness of fluorescence microscopes.41

Recently, smartphone fluorescence microscopes (SFMs) are becoming more popular be-42

cause they offer similar functionalities offered by their benchtop counterparts at very low43

cost.6,7 According to the latest estimates, nearly one-third of the world’s population now44

have access to smartphones, surpassing the number of digital camera users, while digital45

camera sales continue to decline even further.8 Furthermore, smartphone fluorescence mi-46

croscopes (SFMs) are ideal devices to fulfill the growing need for point-of-care (POC) devices47

because of their robustness, convenience, portability, and low cost.9
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Figure 1: (A) The CAD 3D design of the SFM. (B) The 3D printed experimental setup
and prototype of SFM with a Samsung Galaxy S21 Ultra. (C)(I) The fluorescence image of
8.3 µm bead captured with designed SFM at 3.8 V. (II) The intensity plot of the 8.3 µm
bead pixels obtained using ImageJ. (D)(I) The fluorescence image of 2 µm bead captured
with designed SFM at 4.4 V. (II) The intensity plot of the 2 µm bead pixels obtained using
ImageJ. (E)(I) The fluorescence image of 1 µm bead captured with designed SFM at 4.5 V.
(II) The intensity plot of the 1 µm bead pixels obtained using ImageJ. (F)(I) The fluorescence
image of 1 µm bead captured with designed SFM at 4.5 V. (II) The intensity plot of the 0.8
µm bead pixels obtained using ImageJ.
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In the past, researchers have shown the utility of SFMs in a multitude of applications48

ranging from biological to environmental settings.9 The authors in10 showcased an SFM with49

a limit of detection of 1nM for on-site measurement and quantification of Hg2+ pollutants.50

Similarly, in,11 the authors introduced an alternative design of SFM that focuses on detect-51

ing the norovirus in water samples at a single virus level. Similarly, in,12 researchers have52

presented another design of SFM that aims at the detection of Trypanosoma cruzi para-53

sites, which are responsible for an infectious disease called the Chagas. The study presented54

in13 developed a high-quality multichannel fluorescence microscope by using the Microscopy55

with Ultraviolet Surface Excitation (MUSE) technique and demonstrated the sub-micron56

resolution. Furthermore,14 discusses the working of another SFM for the imaging and detec-57

tion of fluorescently labeled bacterial samples. Another study15 presented a technique that58

combined quantum dot barcode technology with smartphones and used them to detect HIV59

and Hepatitis B viruses. Additionally, in,16 researchers developed an SFM to image and60

estimate the size of single DNA molecules. Another microfluidic biosensor utilized an SFM61

and employed fluorescence labeling and video processing techniques for real-time detection62

of Salmonella typhimurium.17 Furthermore, researchers in18 discussed the design and work-63

ing of a smartphone microscope with multi-color fluorescence and a single contact lens-like64

add-on lens. This SFM had a slide launched total internal reflection guided illumination and65

could be used for studies involving autofluorescence, fluorescent stains, and immunofluores-66

cence.1867

Previously, our group has been involved in research focusing on designing multiple smart-68

phone fluorescence microscopes.19–21 The initial version of our SFM design was capable of69

working with multiple fluorophores, offered compatibility with multiple modern smartphones,70

and just like its benchtop counterparts, offered the user multiple magnification levels.20 Fur-71

thermore, in order to automate the counting of particles imaged using our SFM, we also72

worked on the development of a particle quantification algorithm using deep convolutional73
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neural networks.22,23 Afterward, we improved the performance of our SFM by imaging fluo-74

rescent nanoparticles. This was done by enhancing the optics involved in the SFM and by75

studying the effect of different excitation modalities on the imaging performance of different76

SFM design variants.21 It was at this point that we realized that in addition to imaging77

smaller and smaller fluorescent particles, we also need a metric to quantifiably assess the78

quality of the fluorescent images captured using a particular SFM design.21 To do so, we79

picked two success metrics, the signal difference to noise ratio (SDNR) and contrast to noise80

ratio (CNR).24–27 These metrics are calculated on the basis of bead intensity, bead vicinity81

intensity, and the background noise in the captured image as shown in Fig. 1. We then82

quantified the imaging performance of the SFM design variants on the basis of these two83

parameters and found the best performing design.21 The SDNR and CNR parameters for a84

fluorescent image captured using SFM were calculated manually by using ImageJ. Though85

this manual processing gave us a reasonably good estimate of the performance of different86

SFM variants, it is a very resource and time-intensive method and also only considers a87

portion of the captured images for SDNR and CNR calculations.88

In this paper, we have developed an algorithm for Automated Quality Assessment for89

Fluorescent Images (AQAFI).28 AQAFI can be used for quantitatively assessing the quality90

of fluorescent images captured using an SFM. Green-fluorescent beads of four different sizes91

(8.3, 2, 1, 0.8 µm) were imaged at a range of excitation voltages (3.8 – 4.5V) using an SFM92

that was previously designed by our group.21 These fluorescent micro-nano particles were93

carefully chosen to mimic the properties of a range of biological specimens such as leukocytes94

and bacterial cells. Additionally, many biological protocols such as phagocytic activity mon-95

itoring and cellular tracking directly rely on using fluorescent micro-nano particles.29 Thus,96

these micro-nano particles were imaged using the designed SFM to validate its performance.97

Both ImageJ and the developed algorithm were used to quantify mean bead intensity, mean98

bead vicinity intensity, and the background noise in these captured images. Afterward, we99

calculated the SDNR and CNR values from the bead images captured in their respective100

5
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optimal excitation region using the data obtained from both ImageJ and the automated101

algorithm. Next, we applied the developed algorithm to the images of fluorescent periph-102

eral blood leukocytes captured using the SFM and quantified their SDNR and CNR values.103

Comparative analyses were also done on the results that were obtained using ImageJ and the104

automated algorithm. The designed automated algorithm can be used for robust and precise105

quantitative assessment of the quality of fluorescent images captured using SFM designs.106

Materials and Methods107

Smartphone fluorescence microscope108

The CAD model for the smartphone-based fluorescence microscope (SFM) is shown in Fig.109

1A. The SFM is comprised of two main parts: the top part and the bottom part. The top110

portion houses slots for a 3.1 mm focal length lens from Edmund optics (Stock #87-165) and111

a long pass filter with a cut-off value of 500 nm (Semrock, Product no: FF01-500/LP-23.3-D).112

The lens is used for the magnification while the filter aids in generating the required darkfield113

for fluorescence microscopy. Additionally, the four screws slots in the top portion can be used114

for further tuning of SFM in the manual z-stage. The bottom portion of the SFM primarily115

consists of two cavities. One cavity is used for housing the batteries while the other cavity is116

intended for holding specimens under examination. The bottom portion also accommodates117

a laser module that has been used as an excitation source. The laser module includes a 10 mm118

focal length lens (Edmund optics, Stock #45-208) and a 450 nm laser diode. To prevent the119

unwanted wavelengths from reaching the experiment plane a bandpass optical filter with a120

center wavelength of 470 nm (Chroma Inc, Product no. ET470/40x) and bandwidth of 40nm121

is positioned in front of the laser diode. The designed SFM was 3D printed using Mark II 3D122

printer from Markforged using onyx thermoplastic material. The resulting 3D-printed SFM123

prototype was used alongside a Samsung Galaxy S21 Ultra for capturing images as shown124

in Fig.1B. A DC power supply (EVENTEK, KPS3010D) was used to power the excitation125

6
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source in order to minimize fluctuations. To evaluate the performance of the designed SFM126

against the excitation voltages the fluorescent beads were imaged in a voltage range of 3.8V127

to 4.5V, with a step size of 0.1V.128

Fluorescent bead sample preparation129

The designed SFM was used to image green-fluorescent beads of four distinct sizes: (8.3,130

2, 1, and 0.8 µm) The fluorescent beads 8.3 µm (Product #UMDG003), 2.0 µm (Product131

#FSDG005), and 1.0 µm (Product #FSDG004) were procured from Band laboratories, while132

the 0.8 µm beads were procured from Spherotech (product number: HFP-0852-5). Various133

concentrations of these beads were prepared using 1X PBS solution. A 1 µl sample of each134

bead size (8.3, 2, 1, 0.8 µm) was imaged at voltage values ranging from 3.8 to 4.5V using135

the designed SFM.136

Fluorescent bead optimal excitation voltage range137

The SFM imaged each fluorescent bead sample at excitation voltage values ranging from 3.8138

to 4.5V. By juxtaposing these obtained images, we identified three separate regions within139

the excitation voltage range. The lower excitation voltages that are not able to fully capture140

the beads result in the data loss region. The higher excitation voltages result in a region141

called the high noise region, which contains all the fluorescent beads along with the high142

image noise. Sandwiched between these two regions is the optimal excitation voltage region,143

where neither data loss nor excessive noise occurred, and the image quality was deemed144

acceptable. To provide a comprehensive overview, the optimal excitation voltage ranges for145

all four bead sizes (8.3, 2, 1, and 0.8 µm) are presented in supplementary Table S1. A146

detailed protocol outlining the methodology employed to identify these optimal ranges can147

be found in our previous study.21148
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Fluorescent bead image acquisition protocol149

To ensure consistency throughout the study, all the images were captured using Samsung150

S21 Ultra at a digital zoom of 6x using auto-mode. The auto-mode helped the smartphone151

to automatically select the imaging parameters e.g. focus, exposure time, and white balance.152

For each bead size (8.3, 2, 1, and 0.8 µm), a 1 µl sample was imaged using the designed153

SFM at voltage values ranging from 3.8V to 4.5V, with a step size of 0.1V. To account for154

experimental variations, three samples from each bead size were imaged within the voltage155

range of 3.8V to 4.5V.156

Image quality assessment using ImageJ157

If intensity of 
remaining pixels 
መ𝐼 < 𝜇𝑛 + 𝜎𝑛

Yes

The updated 
noise ෤𝜇𝑛 = σ መ𝐼

Updating noise
Features from Fast 
Feature Detector

If Intensity 
of a feature 
> µ𝜃 −σ𝜃

Reject

No

Yes

Select

Feature Selection

Output the Image 
with beads and their 

locations and all 
parameters

If Intensity 
of a bead > 
෤µ𝑛 + 2 ෤𝜎𝑛

Reject

No

Yes

Select

Bead Selection

If distance 
between 
features 

|| ෨𝜃𝑖 − ෨𝜃𝑗|| <
d𝑡

No

Yes

෨𝜃𝑖 , ෨𝜃𝑗𝜖𝐵𝑘

Feature Association

The intensity of 
𝑘𝑡ℎBead 𝜇𝑘 = mean of 
99%𝑖𝑙𝑒 pixels intensities 

constituting the bead. 

Bead Intensity

If the intensity 
of vicinity pixels 
𝐽𝑘
𝑣 < 𝜇𝑘

𝑣 + 2𝜎𝑘
𝑣

Yes

The mean vicinity 
Intensity ෤𝜇𝑘

𝑣 = σ𝐽𝑘
𝑣

Vicinity Intensity

𝜇𝑛 = mean of all pixels after 
subtracting bead and vicinity 

pixels. 

Background Noise

Figure 2: Flow chart depicting the process flow of the designed automated algorithm for
quantitative assessment of the quality of fluorescent images captured using smartphone flu-
orescence microscopes.

Following the image capture of the four bead sizes (8.3, 2, 1, and 0.8 µm), a compre-158

hensive analysis was conducted to evaluate the SFM’s imaging performance. Figure 1C-1F159

displays representative images captured for the 8.3 µm, 2.0 µm, 1.0 µm, and 0.8 µm beads.160
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Additionally, ImageJ was utilized to measure the bead intensity, vicinity intensity, and back-161

ground noise profiles for each image. Based on these three parameters, the signal difference162

to noise ratio (SDNR) and contrast to noise ratio (CNR) was calculated for individual beads163

present in the images, using the respective equations (1), (2), and (3).24–27164

SDNR =
Bead Intensity − V icinity Intensity

Background Noise
(1)

165

Contrast =
Bead Intensity − V icinity Intensity

V icinity Intensity
(2)

166

CNR =
Contrast

BackgroundNoise
(3)

To determine the SDNR and CNR values for a complete image, the average SDNR and167

CNR values of ten beads within that image were calculated. The selection of these ten beads168

followed a specific methodology. The image was divided into three distinct regions, and a169

diagonal line was drawn from the bottom left corner to the top right corner, as illustrated170

in Supplementary Figure S1. For analysis purposes, the beads closer to the diagonal line171

were picked, the three beads were selected from both Regions 1 and 3, while four beads172

were selected from Region 2. In cases where a region contained fewer than the required173

number of beads, additional beads from other regions were selected to ensure a total of ten174

beads for analysis. It is important to note that the bead intensity, vicinity intensity, and175

background noise parameters were measured for images of all four bead sizes (8.3, 2, 1, and176

0.8 µm) at each excitation voltage ranging from 3.8V to 4.5V. However, the SDNR and CNR177

parameters were specifically calculated for each bead size based on its respective optimal178

excitation voltage range.179

Image quality assessment using AQAFI180

AQAFI was built upon existing state-of-the-art image processing-based feature extraction181

methods. The algorithm automates the process for the calculation of bead intensity, vicinity182
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intensity, and background noise of each captured fluorescent bead image. Fig. 2 showcases183

the flowchart and steps taken by the algorithm for the estimation of the previously stated184

parameters.185

Image representation186

The image obtained by an SFM can be represented mathematically as in equation (4).187

Ĩ(x,y) = I(x,y) + n(x,y) +
K∑
i=1

g(αx− xi, αy − yi,Ji,J v
i ) (4)

Here I(x,y) in the equation is the base image while Ĩ(x,y) represents an image that contains188

the K beads, the original image, and background noise. The function g(.) represents a bead189

of size α, located at (xi, yi) and is summed for K beads in the image, and n(x, y) is the190

background noise. The parameters in g(.) represent the location, bead intensity, and vicinity191

intensity of a particular bead. We assume that the bead intensity Ji, vicinity intensity J v
i ,192

and background noise can be considered as Gaussian distributions with means and standard193

deviations µJ , σJ , µ
v
J , σ

v
J , and µn, σn respectively as shown in equations (5), (6), and (7).194

Ji = N (µJ , σJ ) (5)

195

J v
i = N (µv

J , σ
v
J ) (6)

196

n = N (µn, σn) (7)

Feature detection197

The algorithm detects features associated with each bead, using fast feature detection.30198

The algorithm performs basic mathematical operations on a given pixel p located at (x, y)199

and finds if the pixel is a feature associated with a bead using the following steps:200

10
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S.1 First a target pixel p is selected at the location (x, y) and a threshold ∆I for the201

intensity values is picked based on the bead of size α present in the image.202

S.2 In the following step a Bresenham circle is selected of radius 3. The circle contains the203

16 pixels around the target point p204

S.3 Now the pixel p will be considered as a potential feature or corner if there are P205

contiguous pixels in the Bresenham circle that are either darker than Ĩ(x, y)−∆I, or206

brighter than Ĩ(x, y) + ∆I. A default value of P=1230 was used in this study.207

S.4 A simple test on the selected pixel improves the overall computational cost of the208

algorithm. The intensity of the target pixel is compared with the intensities of the209

pixels at locations {1, 3, 5, 9, 13}. If at least three or the majority of these pixels satisfy210

the criterion as stated in the S.3, the target point is considered a feature, and all the211

pixels are tested. And if the pixels fail the test the pixel is rejected as a feature.212

S.5 The steps S.1-S.4 are repeated for each pixel in the image.213

After applying the above-stated algorithm on each pixel, we get a vector of features Θ,214

where each θiϵ Θ is a pixel location in the image showcasing potential features as seen in215

supplementary Fig. S2 (4).216

Feature selection and association217

We discard the low information features by selecting all the features that satisfy the condition:218

J (θi) > µθ − σθ (8)

The function J (θi) represents the intensity of the feature θi. Where µθ is the mean and219

σθ is the standard deviation all feature intensities. The resultant feature vector contains220

less or equal features as in Θ and can be represented as Θ̃. Discarding the low information221

features reduces the possibility of a noise element being selected as a feature and introduces222
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robustness in the algorithm. The features are associated with their respective beads by223

applying an approach similar to agglomerative clustering. This is done by calculating the224

Euclidean distance of each feature from all other features and associating all the features to225

a particular bead that has a Euclidean distance less than a predefined distance threshold dt.226

The final location of any particular bead is calculated as the center point of all the features227

associated with that particular bead and is explained in the equation (9).228

lk =
1

S

S∑
=1

θ̃ik (9)

Where lk is location, while S is the number of features associated with kth bead.229

Preliminary bead intensity230

The bead intensity is calculated as the mean of all the pixel intensities which are above231

99%ile in a square of size 4s2 around the kth bead as shown in equation (10).232

Jk = 99%ile J (lk ± s) (10)

where s is the half length of the square.233

Preliminary vicinity noise234

To calculate vicinity noise intensity we first remove all the pixels in a circular area equal to the235

size α of the bead and then take the mean of the remaining pixels as shown in supplementary236

Fig. S3. The equations (11) and (12) show the process to estimate the vicinity intensity.237

J v
k
= J (lk ± s)− J (lk ± α) (11)

238

µv
k =

1

p

p∑
1

(J v
k
) (12)
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where p represents the number of pixels constituting the vicinity region.239

The vicinity noise for a particular bead is then updated by calculating the mean of all the240

pixels that have intensity values less than two standard deviations from the previous mean.241

The equation (13) provides the mathematical representation of the updated vicinity intensity242

mean µ̃v
k.243

µ̃v
k =

1

m

m∑
k=1

J v
k
(1J v

k
<µv

k+2×σv
k
(J v

k
)) (13)

Where σv
k is the standard deviation of the vicinity noise pixels for kth bead. The 1(.) is the244

indicator function and is represented as:245

1A(x) :=


1 if x ∈ A

0 if x /∈ A

(14)

Thus by using the indicator function, we select only those pixels that satisfy the condition246

J v
k
< µv

k + 2 × σv
k. The update step reduces the chances of residual bead pixels being247

incorporated while calculating the vicinity noise intensity. As the bead pixels have a higher248

intensity than the vicinity noise pixels the update step discards these outliers and improves249

the accuracy of the calculated vicinity noise.250

Background noise251

As the location of all the detected beads and the vicinity intensity is updated we remove252

all the pixels that belong to either bead or vicinity noise, by setting these pixel intensities253

to zero as shown in supplementary Fig. S4. The resulting image can be mathematically254

represented in equation (15).255

Î(x,y) = Ĩ(x,y)−
K∑
1

J (lk ± s) (15)
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The background noise is calculated by calculating the mean of all the pixel intensities in the256

image Î(x, y) as shown in the equation (16).257

µn =
1

N

N∑
i=1

(Î(xi, yi)) (16)

To accurately estimate the background noise and minimize the possibility of selecting the258

pixels associated with the undetected beads as shown in Fig. S4, the background noise is259

updated in a similar fashion to the vicinity intensity and this process can be modeled by260

using the equation (17).261

µ̃n =
1

M

M∑
1

Î(1Î<µn+σn
(Î)) (17)

Here the σn is the standard deviation of all the pixel intensities in the background noise.262

Final bead and vicinity intensity (Extirpating false positives)263

Finally, to improve the number of beads detected and decrease the probability of selecting264

a false feature as a bead we employ a bead selection strategy at the final stage of our265

algorithm. The beads which have a mean intensity greater than the two standard deviations266

of background noise are selected and the rest are removed. The mathematical representation267

is shown in equation (18).268

B̃ = B(1J>µ̃n+2×σ̃n(J )) (18)

The overall mean bead intensity and the associated vicinity noise in the entire image are269

calculated by taking the average of all the bead and vicinity noise intensities in B̃. The270

resulting algorithm (AQAFI) for quantitative quality assessment of fluorescent images cap-271

tured using an SFM is presented in Algorithm 1 and the different input metrics used by the272

algorithm are shown in supplementary Table S2.273

14

Page 14 of 38Analyst

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Algorithm 1 AQAFI

Require: dt = distance threshold
Require: s = half length of square space around bead.
Require: α = bead size
Given an Image Ĩ(x, y) as in 4 get features Θ using 1-5.
Select the features if.
for each θi ϵ Θ do

if J (θi) > µθ − σθ then
Select the feature θi.

else if J (θi) < µθ − σθ then
Reject the feature θi.

end if
end for
Return updated features Θ̃.
for each θ̃i and θ̃j ϵ Θ̃ do

if
∥∥∥θ̃i − θ̃j

∥∥∥
2
< dt then

θ̃i , θ̃j ϵ Bk and.
Calculate bead location lk using (9).
Calculate bead intensity Jk using (10).
Remove bead intensity features using (11).
Calculate mean vicinity intensity µv

k by (12).
Update mean vicinity intensity µ̃v

k with (13).
Remove vicinity intensity pixels using (11) and
calculate background noise mean µn with (16).
Update background noise µ̃n with (17).
Update detected beads B̃ by using (18).

end if
end for
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Leukocyte imaging and quality assessment274

In addition to the fluorescent beads, the applicability of the designed algorithm was also275

tested on human peripheral blood leukocytes. To do so, the blood samples were obtained276

from Robert Wood Johnson Hospital (RWJH) in New Jersey following the approved guide-277

lines of the Institutional Review Board (IRB) at Rutgers University (IRB application:278

Pro2018002356). To isolate Leukocytes from the whole blood the red blood cells were initially279

using RBC lysis media from ThermoFisher (Cat: 00-4333-57). A 100 µl of whole blood and280

1 ml of lysis media were incubated at room temperature for 10 minutes. The lysis process281

was halted by adding 2 ml of 1X PBS to the mixture. Subsequently, the blood samples were282

centrifuged at 500 g for 5 minutes, and the supernatant was discarded to obtain the leukocyte283

pellet. These leukocytes were then resuspended in 1 ml of 1X PBS solution. To fluorescently284

label the leukocyte samples, SYTO 16 nuclear stain from ThermoFisher (Catalogue: S7578)285

was employed. The nuclear stain and the leukocyte sample were added in a 1:1 ratio and286

incubated in the dark for 15 minutes at room temperature. These fluorescent leukocytes287

were then imaged using the smartphone fluorescence microscope at multiple voltage levels288

ranging from 4.0 to 4.5 V.289

A protocol similar to fluorescent bead imaging was used for imaging fluorescently tagged290

peripheral blood leukocytes. 1 µl drop of leukocyte sample was imaged at voltage values291

ranging from 4.0 to 4.5V with a step size of 0.1V using the designed SFM and Samsung292

Galaxy S21 Ultra. The leukocyte imaging experiments were also done in triplicates to293

account for the variance between experiments. To quantify the quality of the leukocyte294

fluorescent images, the SDNR and CNR parameters are calculated for the imaged leukocytes295

(4.0 - 4.5 V) based on equations (1), (2), and (3) using both AQAFI and the previously296

described manual method using ImageJ. The terms bead intensity and bead vicinity noise297

in the algorithm and the equations above refer to leukocyte intensity and leukocyte vicinity298

noise while analyzing leukocyte images.299
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Figure 3: (A)(I) The Correlation curve for bead intensities data collected using ImageJ
and the proposed algorithm for the 8.3 µm beads. (II) The Bland-Altman analysis plots
of the data presented in Fig. 3A(I). (B)(I) The Correlation curve for bead intensities data
collected using ImageJ and the proposed algorithm for the 2 µm beads. (II) The Bland-
Altman analysis plots of the data presented in Fig. 3B(I). (C)(I) The Correlation curve
for bead intensities data collected using ImageJ and the proposed algorithm for the 1 µm
beads. (II) The Bland-Altman analysis plots of the data presented in Fig. 3C(I). (D)(I)
The Correlation curve for bead intensities data collected using ImageJ and the proposed
algorithm for the 0.8 µm beads. (II) The Bland-Altman analysis plots of the data presented
in Fig. 3D(I).
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Results300

Smartphone fluorescence microscope301

The SFM was used in conjunction with a Samsung Galaxy S21 Ultra as shown in Fig. 1B.302

The camera module of the Samsung Galaxy S21 Ultra has an internal lens with a focal303

length of 6.7 mm which forms a relay lens with a 3.1 mm focal length external lens. The304

magnification factor produced by the combination of these lenses is equal to 2.16. As evident305

from Fig. 1C-1F, the SFM was able to successfully image all four sizes (8.3, 2, 1, 0.8 µm) of306

the green-fluorescent beads.307

Performance of AQAFI on fluorescent beads308

As mentioned in the previous section, AQAFI assesses the quality of a captured image309

by calculating the bead intensity, bead vicinity intensity, and the background noise of an310

image. The results obtained using AQAFI for each of these parameters when compared to311

the ImageJ control are showcased in individual sections below:312

Bead intensity313

The SFM was used to image all four bead sizes (8.3, 2, 1, 0.8 µm) at multiple excitation314

voltages ranging from 3.8 to 4.5V. The algorithm was then used to find the average bead315

intensity for each captured image and the obtained values were compared with control values316

obtained using ImageJ. Fig. 3A(I) shows the correlation curve between ImageJ bead inten-317

sities and algorithm bead intensities for the 8.3 µm beads. It shows a correlation coefficient318

of 0.99. We also performed Bland–Altman analysis on this data as shown in Fig. 3A(II); it319

shows an average difference of 10.86 between the two methods with 36.4 and -14.7 as limits320

of agreement. Fig. 3B(I) shows the correlation curve between ImageJ bead intensities and321

algorithm bead intensities for the 2 µm beads. It shows a correlation coefficient of 0.98. We322

also performed Bland–Altman analysis on this data as shown in Fig. 3B(II); it shows an av-323
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erage difference of 2.88 between the two methods with 16.8 and -11.0 as limits of agreement.324

Fig. 3C(I) shows the correlation curve between ImageJ bead intensities and algorithm bead325

intensities for the 1 µm beads. It shows a correlation coefficient of 0.98. We also performed326

Bland–Altman analysis on this data as shown in Fig. 3C(II); it shows an average difference of327

1.28 between the two methods with 19.6 and -17.1 as limits of agreement. Fig. 3D(I) shows328

the correlation curve between ImageJ bead intensities and algorithm bead intensities for the329

0.8 µm beads. It shows a correlation coefficient of 0.98. We also performed Bland–Altman330

analysis on this data as shown in Fig. 3D(II); it shows an average difference of -0.7 between331

the two methods with 14.2 and -15.8 as limits of agreement.332
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Figure 4: (A)(I) The Correlation curve for bead vicinity intensities data collected using
ImageJ and the proposed algorithm for the 8.3 µm beads. (II) The Bland-Altman analysis
plots of the data presented in Fig. 4A(I). (B)(I) The Correlation curve for bead vicinity
intensities data collected using ImageJ and the proposed algorithm for the 2 µm beads. (II)
The Bland-Altman analysis plots of the data presented in Fig. 4B(I). (C)(I) The Correlation
curve for bead vicinity intensities data collected using ImageJ and the proposed algorithm
for the 1 µm beads. (II) The Bland-Altman analysis plots of the data presented in Fig.
4C(I). (D)(I) The Correlation curve for bead vicinity intensities data collected using ImageJ
and the proposed algorithm for the 0.8 µm beads. (II) The Bland-Altman analysis plots of
the data presented in Fig. 4D(I).
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Figure 5: (A)(I) The Correlation curve for the background noise data collected using ImageJ
and the proposed algorithm for the 8.3 µm beads. (II) The Bland-Altman analysis plots
of the data presented in Fig. 5A(I). (B)(I) The Correlation curve for the background noise
data collected using ImageJ and the proposed algorithm for the 2 µm beads. (II) The Bland-
Altman analysis plots of the data presented in Fig. 5B(I). (C)(I) The Correlation curve for
the background noise data collected using ImageJ and the proposed algorithm for the 1 µm
beads. (II) The Bland-Altman analysis plots of the data presented in Fig. 5C(I). (D)(I) The
Correlation curve for the background noise data collected using ImageJ and the proposed
algorithm for the 0.8 µm beads. (II) The Bland-Altman analysis plots of the data presented
in Fig. 5D(I).
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Bead vicinity intensity333

The SFM was used to image all four bead sizes (8.3, 2, 1, 0.8 µm) at multiple excitation334

voltages ranging from 3.8 to 4.5V. The algorithm was then used to find the average bead335

vicinity intensity for each captured image and the obtained values were compared with336

control values obtained using ImageJ. Fig. 4A(I) shows the correlation curve between ImageJ337

bead vicinity intensities and algorithm bead vicinity intensities for the 8.3 µm beads. It shows338

a correlation coefficient of 0.97. We also performed Bland–Altman analysis on this data as339

shown in Fig. 4A(II); it shows an average difference of 10.74 between the two methods with340

21.8 and -0.3 as limits of agreement. Fig. 4B(I) shows the correlation curve between ImageJ341

bead vicinity intensities and algorithm bead vicinity intensities for the 2 µm beads. It shows342

a correlation coefficient of 0.96. We also performed Bland–Altman analysis on this data as343

shown in Fig. 4B(II); it shows an average difference of 1.56 between the two methods with344

7.7 and -4.6 as limits of agreement. Fig. 4C(I) shows the correlation curve between ImageJ345

bead vicinity intensities and algorithm bead vicinity intensities for the 1 µm beads. It shows346

a correlation coefficient of 0.98. We also performed Bland–Altman analysis on this data as347

shown in Fig. 4C(II); it shows an average difference of 0.45 between the two methods with348

5.1 and -4.1 as limits of agreement. Fig. 4D(I) shows the correlation curve between ImageJ349

bead vicinity intensities and algorithm bead vicinity intensities for the 0.8 µm beads. It350

shows a correlation coefficient of 0.99. We also performed Bland–Altman analysis on this351

data as shown in Fig. 4D(II); it shows an average difference of -1.74 between the two methods352

with 1.8 and -5.3 as limits of agreement.353

Background noise354

The SFM was used to image all four bead sizes (8.3, 2, 1, 0.8 µm) at multiple excitation355

voltages ranging from 3.8 to 4.5V. The algorithm was then used to find the background356

noise in each captured image and the obtained values were compared with control values357

obtained using ImageJ. Fig. 5A(I) shows the correlation curve between ImageJ background358
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noise and algorithm background noise for the 8.3 µm beads. It shows a correlation coefficient359

of 0.97. We also performed Bland–Altman analysis on this data as shown in Fig. 5A(II);360

it shows an average difference of -1.2 between the two methods with 3.1 and -5.5 as limits361

of agreement. Fig. 5B(I) shows the correlation curve between ImageJ background noise362

and algorithm background noise for the 2 µm beads. It shows a correlation coefficient of363

0.98. We also performed Bland–Altman analysis on this data as shown in Fig. 5B(II); it364

shows an average difference of 0.18 between the two methods with 2.2 and -1.8 as limits of365

agreement. Fig. 5C(I) shows the correlation curve between ImageJ background noise and366

algorithm background noise for the 1 µm beads. It shows a correlation coefficient of 0.99.367

We also performed Bland–Altman analysis on this data as shown in Fig. 5C(II); it shows368

an average difference of 0.38 between the two methods with 1.6 and -0.8 as the limits of369

agreement. Fig. 5D(I) shows the correlation curve between ImageJ background noise and370

algorithm background noise for the 0.8 µm beads. It shows a correlation coefficient of 0.99.371

We also performed Bland–Altman analysis on this data as shown in Fig. 5D(II); it shows an372

average difference of 0.46 between the two methods with 2.4 and -1.4 as limits of agreement.373

SDNR and CNR374

The SFM was able to successfully image all four bead sizes (8.3, 2, 1, 0.8 µm) as mentioned375

above. After measuring bead intensity, bead vicinity intensity, and background noise for376

each captured image using both the algorithm and ImageJ (control), we calculated SDNR377

and CNR values for each bead size in its respective optimal excitation range. For 8.3 µm378

an optimal excitation voltage of 3.8 V was identified. The SDNR values calculated using379

both the algorithm and ImageJ for 8.3 µm beads imaged at the optimal excitation voltage380

are shown in Fig. 6A(I) and the corresponding CNR values are shown in Fig. 6A(II).381

For 2 µm an optimal excitation voltage of 4.1 to 4.3 V was identified. The SDNR values382

calculated using both the algorithm and ImageJ for 2 µm beads imaged at the optimal383

excitation voltage are shown in Fig. 6B(I) and the corresponding CNR values are shown384
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in Fig. 6B(II). For 1 µm an optimal excitation voltage of 4.3 to 4.5 V was identified. The385

SDNR values calculated using both the algorithm and ImageJ for 1 µm beads imaged at the386

optimal excitation voltage are shown in Fig. 6C(I) and the corresponding CNR values are387

shown in Fig. 6C(II). For 0.8 µm an optimal excitation voltage of 4.3 to 4.5 V was identified.388

The SDNR values calculated using both the algorithm and ImageJ for 0.8 µm beads imaged389

at the optimal excitation voltage are shown in Fig. 6D(I) and the corresponding CNR values390

are shown in Fig. 6D(II).
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Figure 6: (A)(I) SDNR values for 8.3 µm beads calculated using both the proposed algorithm
and ImageJ imaged at the optimal excitation voltage. (II) The Corresponding CNR values.
(B)(I) SDNR values for 2 µm beads calculated using both the proposed algorithm and ImageJ
imaged at the optimal excitation voltage. (II) Corresponding CNR values. (C)(I) SDNR
values for 1 µm beads calculated using both the proposed algorithm and ImageJ imaged at
the optimal excitation voltage. (II) The Corresponding CNR values. (D)(I) SDNR values
for 0.8 µm beads calculated using both the proposed algorithm and ImageJ imaged at the
optimal excitation voltage. (II) The Corresponding CNR values.

391

Performance of AQAFI on leukocytes392

The designed SFM was able to successfully image the fluorescent leukocytes as shown in Fig.393

7. The images of the fluorescent leukocytes captured using the SFM were analyzed using394

both AQAFI and the ImageJ-based manual protocol. Fig. 7A(I) showcases the correlation395

plot between the leukocyte intensity values obtained using AQAFI and ImageJ and an R2
396
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value of 0.99 was obtained. The Bland Altman analysis of this data is shown in Fig. 7A(II)397

and a mean error of 6.73 with limits of agreement equal to 32.2 and -18.8 were obtained. Fig.398

7B(I) showcases the correlation plot between the leukocyte vicinity intensity values obtained399

using AQAFI and ImageJ and an R2 value of 0.99 was obtained. The Bland Altman analysis400

of this data is shown in Fig. 7B(II) and a mean error of 6.91 with limits of agreement equal401

to 12.6 and 1.1 was obtained. Similarly, the correlation plot between the background noise402

values obtained using AQAFI and ImageJ is shown in Fig. 7C(I) and an R2 value of 0.99403

was obtained. The Bland Altman analysis of this data is shown in Fig. 7C(II) with a mean404

error equal to 3.5 and limits of agreement equal to 7.9 and -0.8. Based on these parameters405

of interest, SDNR and CNR values were calculated, and they are shown in Fig. 7D and 7E406

respectively.407

Discussion408

Smartphone fluorescence microscopes (SFMs) are becoming more and more popular as they409

offer some of the major functionalities offered by their benchtop counterparts at a fraction410

of the cost.6,7 A plethora of SFM designs have been showcased to date and they have been411

for all sorts of applications ranging from environmental monitoring to healthcare testing.9412

As shown in Fig. 1 the SFM discussed in this paper is capable of imaging a wide range413

of fluorescent specimens ranging from a few microns to sub-microns in size. The choice of414

smartphone and the external lens used for creating magnification immensely affect the SFM415

performance and in its current configuration, the presented SFM has a measured optical416

resolution of about 2.2 um.21 Simply measuring the optical resolution alone is not enough,417

we need to have more quantifiable metrics to compare the final imaging performances of418

different SFM designs and configurations so that we can get a better understanding of their419

performance limitations and work toward improving them.420

In order to quantify the quality of an image captured using the SFM, we chose two421

24

Page 24 of 38Analyst

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



SDNR and CNR Graphs Leukocytes
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Figure 7: (A)(I) Correlation plot between leukocyte intensity values obtained using algo-
rithm and ImageJ. (A)(II) The Bland-Altman analysis plots of the data presented in (I).
(B)(I) Correlation plot between leukocyte vicinity intensity values obtained using algorithm
and ImageJ. (B)(II) The Bland-Altman analysis plots of the data presented in (I). (C)(I)
Correlation plot between background noise values obtained using algorithm and ImageJ.
(C)(II) The Bland-Altman analysis plots of the data presented in (I). (D) SDNR values of
the leukocytes obtained using the algorithm and ImageJ. (E) CNR values of the leukocytes
obtained using the algorithm and ImageJ. (F) Cropped leukocyte image obtained using the
SFM at an excitation voltage of 4.0 V (scale bar = 30 µm)

performance metrics, the contrast to noise ratio (CNR) and the signal difference to noise422

ratio (SDNR).24–27 Contrast is directly related to the ability to differentiate between two423

regions whereas background noise is inversely related to the ability to differentiate between424

two regions. Therefore, we picked CNR as one of the parameters for quantifying the imaging425

performance of SFM. Furthermore, it is pertinent to mention that CNR has a limitation in426

that it is a display-dependent parameter and therefore, we also measured signal difference427
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to noise ratio (SDNR) for each captured image as it is a display-independent feature.24–27428

As a first step, ImageJ was used to manually measure the SDNR and CNR for the429

captured images.21 As mentioned in the materials section and in our previous studies, with430

ImageJ, SDNR and CNR values for one complete image were calculated by calculating SDNR431

and CNR for ten fluorescent beads in an image and taking their mean.21 Evidently, this is432

a very resource and time-intensive method and it is also prone to manual processing errors.433

Furthermore, it only gives us an estimate for the true SDNR and CNR of a captured image434

but not the exact value since we only measure ten beads whereas most captured images435

contain a lot more than just ten beads. Therefore, it is necessary to come up with an436

automated algorithm that can calculate the SDNR and CNR parameters for a captured437

image without being prone to the limitations of manually calculating SDNR and CNR using438

ImageJ.439

Automated quality assessment of fluorescent images (AQAFI) was thus designed to ad-440

dress these limitations by offering researchers an automated way of quantitatively assessing441

image quality. In image space, the features carry the principal information regarding the442

pattern or content in the image. In image processing and computer vision, the features in443

an image are classified into four different types edges, corners, blobs, and ridges. The edges444

define the boundary between two regions in the image, corners are point-like features, blobs445

contain information about a region in the image and ridges can be thought of as a gener-446

alization of the medial axis in the image. We picked corners to be the salient features in447

the SFM-captured images and used the fast feature-detection algorithm as explained previ-448

ously. The higher levels of repeatability and expeditious detection of features30 make fast449

feature-detection faster and more favorable than its counterparts like HARIS, Shi-Thomas,450

DoG, and SUSAN. Since the number of features detected increases with an increase in the451

total number of beads in an image as seen from supplementary Fig. S2-S4, therefore, a fea-452

ture detection algorithm with low computational costs was required and hence, fast feature453

detection was the more prudent choice.454
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Associating the correct set of features after applying a feature detection algorithm with455

a bead is a crucial task as it is the basis of the remaining processes. After the successful456

detection of the features as shown in supplementary Fig. S2, the feature association is457

just a simple application of clustering. We employed a technique similar to hierarchical458

agglomerative clustering to find the location of a bead. The advantage of using hierarchical459

clustering over other clustering techniques e.g. k-means is that it does not require predefined460

cluster centers and can be stopped at any arbitrary number of clusters. As we assume that the461

number of beads is unknown in an image k-means clustering can not be used. Agglomerative462

clustering is a bottom-up approach that considers each feature a potential bead or cluster463

and then re-groups all the beads that have an Euclidean distance less than a predefined464

threshold dt. The threshold metrics were empirically selected for different bead sizes and are465

shown in supplementary Table S2.466

We assume that a bead in image space has a circular shape with a radius defined as467

α. The bead intensity can be modeled as the Gaussian distribution with high-intensity468

pixels located at the center of the bead. As the bead association step might not provide469

the exact center of the bead, finding the accurate bead intensity becomes a difficult task.470

To avoid an inaccurate measurement of bead intensity we empirically select a square box of471

half-length s surrounding the center point of the bead. Afterward, we take the mean of the472

pixel intensities that are above or equal to the 99th percentile of the total pixel intensities.473

Selecting 99 percentile values removes the low-intensity pixels that could be associated with474

the background noise or the vicinity noise and improves the overall estimate of the bead475

intensity. Selecting a box around the bead is computationally inexpensive as it is a simple476

case of array slicing as compared to selecting an arbitrary shape where each pixel location477

is selected separately.478

Once the bead intensity and the location of the bead are known the bead pixels in the479

selected box are removed. But there remains a possibility of residual pixels from the actual480

bead due to a slight error in the location estimate of the bead as depicted in supplementary481
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Fig.S3. Using these pixels in the actual estimate of the vicinity noise might introduce a482

constant error. Since the bead intensity is generally orders of magnitude above the vicinity483

noise, the pixels in the selected box region that have intensity values two standard deviations484

higher than the mean pixel intensity in the box are discarded. Discarding these pixels helps485

in making sure that residual higher bead intensity pixels are not included while estimating486

the bead vicinity noise and thus helps in getting a more accurate estimate of the bead vicinity487

noise.488

Similar to the vicinity noise update process as discussed earlier, the background noise is489

updated by selecting those pixels that have intensity values one standard deviation below the490

background noise mean. Since there is a possibility that a bead goes undetected due to no491

corner being present in the bead as shown in supplementary Fig. S3 and S4. If these beads492

are included in the background noise calculation the overall estimate will be inaccurate.493

So, we discard high-intensity pixels that have an intensity value greater than one standard494

deviation as it is empirically observed that background noise has the lowest intensity values495

and is evenly spread in the image. Using one standard deviation reduces the possibility of496

selecting high-intensity pixels that could be associated with an undetected bead.497

Finally, to improve the accuracy and robustness of the algorithm we apply a similar498

technique for false positive bead rejection as for the vicinity noise and background noise.499

Since, the feature detection algorithm uses a difference in intensity value test, to detect a500

feature, there lies a possibility that a false feature could be associated with a bead hence501

leading to a false positive bead in the actual bead detection process. In case the image has502

a greater background noise, pixels in the background noise could also be classified as beads.503

The probability of bead pixels having intensity values below two standard deviations of the504

background noise is very low. So, we select all the beads that have bead intensity greater505

than the two standard deviations of the background noise and reject the remaining, thereby,506

improving the overall detected bead count.507

Fig. 3 showcases the correlation between the bead intensity obtained for the captured508
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images using manual processing (ImageJ) and the automated algorithm. We can see that509

there is a good relation between the two for all bead sizes (8.3, 2, 1, 0.8 µm) based on510

the obtained R2 values which are all above 0.95. Furthermore, the Bland-Altman plots for511

the data are also shown in Fig. 3. Taking a closer look at the mean error between the512

bead intensity values obtained using the algorithm and ImageJ tells us that the automated513

algorithm on average predicts the bead intensity to be lower compared to ImageJ. This514

happens because in ImageJ we only consider a small segment of the bead that has the515

highest fluorescent intensity whereas, in the automated algorithm, we take the mean of more516

pixels making up the bead which reduces the overall mean fluorescent intensity.517

Similarly, Fig. 4 showcases the correlation between the bead vicinity intensity obtained518

for the captured images using manual processing (ImageJ) and the automated algorithm.519

We can see that there is a good relation between the two for all bead sizes (8.3, 2, 1, 0.8520

µm) based on the obtained R2 values which are all above 0.95. Furthermore, the Bland-521

Altman plots for the data are also shown in Figure 4. Taking a closer look at the mean522

error between the bead vicinity intensity values obtained using the algorithm and ImageJ523

tells us that similar to bead intensity, the automated algorithm also on average predicts the524

bead vicinity intensity to be lower compared to ImageJ. This happens because in ImageJ we525

only consider a small segment of the bead vicinity region which has the highest fluorescent526

intensity whereas in the automated algorithm, we take the mean of almost all the pixels527

constituting the bead vicinity region which reduces the overall mean bead vicinity intensity.528

Fig. 5 showcases the correlation between the background noise obtained for the captured529

images using manual processing (ImageJ) and the automated algorithm. Again, a good530

relationship between the two for all bead sizes (8.3, 2, 1, 0.8 µm) is obtained based on the531

obtained R2 values which are all above 0.95. Additionally, the Bland-Altman plots for the532

data are also shown in Fig. 5. Taking a closer look at the mean error between the background533

noise values obtained using the algorithm and ImageJ is almost zero which points towards534

the robustness of the algorithm.535
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SDNR and CNR values calculated for the bead images captured in their respective opti-536

mal excitation region using data from ImageJ and the algorithm as shown in Fig. 6. We can537

see that the SDNR and CNR values obtained using ImageJ and the algorithm are more or538

less similar except for the ones obtained for 8.3 µm and the lower end of 2.0 µm (4.1 V). This539

difference in the SDNR and CNR values can be attributed to the difference in the vicinity540

intensity and background noise values for these images obtained through ImageJ and the541

automated algorithm. Since both SDNR and CNR contain these two in the denominator,542

slight variances in their values manifest as a much larger change in the SDNR and CNR val-543

ues. Supplementary Table S3 showcases the values of bead intensity, vicinity intensity, and544

background noise obtained for 8.3 µm beads using both ImageJ and the algorithm. We can545

see that the absolute difference between the background and vicinity noise obtained using546

the algorithm and ImageJ is very small but still, it manifests as a much larger difference in547

the final values of SDNR and CNR because of the nature of their formulas which are shown548

in (1) and (3).549

Another important thing to notice is that this difference in SDNR and CNR values550

obtained using ImageJ and the algorithm is much more evident towards the lower end of551

the excitation voltage and more or less subsides at the higher values of excitation voltage552

as evident from the SDNR and CNR values calculated for 1.0 µm, and 0.8 µm as shown553

in Fig. 6C and 6D. This is because at higher excitation voltages the absolute values for554

vicinity intensity and background noise increase and thus the SDNR and CNR values are555

less susceptible to small variations in the background noise.556

Furthermore, it is also important to talk about the error bars on the SDNR and CNR557

values shown in Fig. 6. These error bars represent the variance in the imaging performance558

of the SFM between different bead samples imaged at a particular excitation voltage and559

have nothing to do with the performance of the algorithm. Particularly, the error bars560

for SDNR and CNR values obtained for the 8.3 µm beads using the algorithm are very561

large as shown in Fig. 6A. It means that the SFM is not very consistent and robust while562
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working at this excitation voltage. This can also be verified visually from Supplementary563

Fig. S5 which showcases the three images captured for 8.3 µm beads using the SFM at564

an excitation voltage of 3.8 V. We can clearly see the difference in the background noise565

amongst these three images which manifests itself as a high variation in the SDNR and CNR566

values obtained for 8.3 µm beads using the SFM at an excitation voltage of 3.8 V. Here, we567

should also comment on the error bars for the SDNR and CNR values (8.3 µm at 3.8 V)568

obtained manually using ImageJ which are much smaller in comparison to their algorithm569

counterparts. This difference between the algorithm and ImageJ can be attributed to manual570

processing errors while using ImageJ.571

In addition to the standard fluorescent beads, we also applied the AQAFI algorithm on572

the fluorescent images of peripheral blood leukocytes to quantify their quality. As seen in573

Fig. 7A, the algorithm was able to successfully quantify the fluorescence intensity of the574

imaged leukocytes and thus an R2 value of 0.99 was obtained. Similarly, in Fig. 7B, we575

can see that AQAFI was able to successfully quantify the leukocyte vicinity noise. The576

numbers obtained using AQAFI were lower compared to the ones obtained using ImageJ as577

seen from the Bland-Altman analysis shown in Fig. 7(B)(II). This happens because AQAFI578

considers the box region around a leukocyte while calculating the vicinity noise whereas,579

with ImageJ however, we draw a line through the highest noise region. Furthermore, a good580

correlation was observed between the background noise values obtained using AQAFI and581

the ones obtained using ImageJ. Similar to leukocyte intensity and leukocyte vicinity noise,582

the background noise values obtained using AQAFI were on average slightly lower compared583

to the ones obtained manually using ImageJ.584

Fig. 7D and 7E showcase the leukocyte SDNR and CNR values calculated using both585

AQAFI and ImageJ. SDNR and CNR values from both ImageJ and AQAFI decrease with586

an increase in the excitation voltage because of an increase in the background noise and587

leukocyte vicinity intensity as shown in Fig. S6. Similar to the trends observed for the beads,588

the SDNR and CNR values for leukocytes obtained using ImageJ and AQAFI are more or less589
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equal except for the ones obtained at the lower excitation voltages. This happens because590

both SDNR and CNR have background noise and vicinity intensity in their denominators591

and slight changes in their absolute values manifest themselves as a much larger change in592

the overall SDNR and CNR values. This difference subsides as we move towards higher593

excitation voltages where SDNR and CNR are less susceptible to small variations in noise594

values. Furthermore, since AQAFI considers the entire particle (bead/leukocyte) and a box595

region around it while calculating the particle intensity and vicinity intensity, the SDNR and596

CNR values obtained using AQAFI represent a much more realistic number compared to its597

manually processed ImageJ counterpart.598

The developed algorithm AQAFI offers multiple advantages compared to its manual coun-599

terpart ImageJ in terms of ease of use, enhanced automation, and a substantial reduction600

in processing times. Additionally, perhaps the biggest advantage offered by AQAFI is that601

it gives us much more accurate performance metrics since it analyzes almost all the imaged602

beads compared to just a fraction in the case of ImageJ. Still, there are some limitations603

associated with AQAFI that need to be addressed in the future. The users have to tune604

the hyperparameters for each image depending on the configuration of the fluorescence mi-605

croscope used to capture to images. The feature detection algorithm is based on detecting606

corners and thus it may not work on an image with smoothed corners. Additionally, more607

advanced feature selection and detection methods should be explored to further enhance the608

robustness and accuracy of AQAFI.609

Conclusion610

Because of their high precision and low cost, smartphone fluorescence microscopes (SFMs)611

are becoming more and more popular with each passing day. Though more and more ad-612

vanced designs for these devices are being proposed, the quantitative assessment of the613

quality of the fluorescent images captured using SFMs remains a challenge. In this study, we614
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have proposed an algorithm (AQAFI), that can be used for automated quality assessment of615

the fluorescent images captured using SFMs. The proposed algorithm was used to quantita-616

tively assess the quality of different fluorescent bead images and fluorescently tagged human617

leukocyte images. The performance of the proposed algorithm was also benchmarked against618

manually obtained values measured using ImageJ and a good accord was found. Thus, the619

proposed algorithm (AQAFI) can be used by researchers to quantify and validate the per-620

formances of different SFM designs and identify areas of improvement. Furthermore, the621

proposed algorithm can also be easily translated to work with benchtop fluorescence micro-622

scopes for the identification of optimal imaging conditions.623
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