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Challenges in synthesis of heterostructures
Aaron M. Millera and David C. Johnsona

Developing the ability to reproducibly prepare materials drives the advancement of human technology. Trends in historical 
advances and extrapolation of current technologies suggests that the next logical step is developing the ability to control  
structure and composition at near atomic scales in device manufacturing to take advantage of emergent properties 
discovered in 2D materials and heterostructures. This article reviews a subset of synthetic approaches used to prepare 
heterostructures, outlining key reaction steps, and how experimental parameters are used to control which product forms. 
The positive attributes of each synthesis approach is discussed along with some of their limitations. The  elemental reactant  
(MER) approach  is discussed in more  depth.  

1. Introduction
Materials discovery is a significant factor driving the 

development of new technology. The history of humanity is 
even discussed through the lens of materials discoveries, with 
eras named after materials that enabled significant advances or 
cultural shifts. As technology has improved, it has done so in 
part by increasing the fundamental understanding of material 
properties at ever decreasing scales and with increasing 
precision. Indeed, it has only been about a century since the 
mathematical frameworks describing quantum mechanics were 
theorized.1,2 While modern devices based on silicon (Si) exploit 
our understanding of bulk material transport physics, there are 
still many remaining unanswered questions and poorly 
investigated physical phenomena in the quantum regime. 

In today’s era, the Silicon Age, electronic devices built on Si 
have become ubiquitous in everyday life. Reducing feature size 
to increase device density of integrated circuits and 
computational speed has been a major driver for Si technology. 
Current chip designs have feature sizes at the nanometer scale 
and material properties are beginning to no longer scale with 
dimensions due to quantum effects and reduced material 
dimensionality.3 The increased complexity of today’s chips is 
evident in the microscope image shown in Figure 1, which 
depicts a typical Cu interconnect structure. As feature size 
continues to decrease, more and more elements are also being 
used to tailor properties. As feature size continues to decrease, 
it will be necessary to develop a more complete understanding 
of the interactions between different materials at interfaces. 
Device properties will no longer predictably scale with size due 
to quantum effects and emergent properties from the 
interactions occurring at interfaces.

It seems likely that the next era of human materials use will 
involve manipulating materials at ever smaller scales, 
eventually being limited by the size of the constituent material’s 
unit cells. In 2004, Novoselov and Geim observed that the 

Figure 1. Image showing the complexity of the Cu interconnect structure of a 14 nm logic 

integrated circuit featuring FinFET’s and air-gapped interconnect. © 2014 IEEE. 
Reprinted, with permission, from 54.

properties of graphite changed significantly when it is a 
monolayer thick.4 Monolayer thick graphite – now called 
graphene - has a gapless Fermi surface due to the removal of 
interlayer interactions between adjacent layers, which results in 
graphene’s emergent properties.5,6 These discoveries were 
made possible by the ‘scotch tape’ synthesis method and the 
discovery that layer thickness could be observed optically due 
to an interference effect when the resulting flakes were 
deposited on a thin layer of SiO2.

7,8
 Energetic research efforts 

resulted in subsequent reports of emergent properties in other 
two-dimensional (2D) materials, along with the discovery that 
the emergent properties had a significant dependence on the 
identity of the substrate the 2D material was grown on.9–15 
Theorists have been able to predict unusual emergent 
properties for specific arrangements of layers, including new 
quantum states created by the interaction of the properties of 
different constituent layers.16–21 Using exquisite 
micromechanical manipulation of cleaved flakes, assembly of 
different 2D layers into stacked heterostructures has been 
successfully used to verify several of these theoretical 
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predictions and construct basic electronic devices.22–26 2D 
layers can be stacked like bricks in different sequences, as 
shown in Figure 2, to create desired properties. These 
discoveries launched the field of 2D materials, as researchers 
explore tuning the interactions between 2D layers by stacking 
them in different orders and thickness to form metastable 
heterostructures.27

The rapid growth of research focused on 2D materials 
results from the fundamental differences between 
heterostructures and composites. While both contain regions 
with distinctly different structures and properties, the 
properties of composite materials typically scale from those 
found in the bulk phases, although interfaces can increasingly 
impact properties as the size of the structural domains decrease 
to the nanoscale. In heterostructures, properties and/or 
structures distinct from those found in the bulk constituents 
arise as the thickness of constituent layers are reduced to 
monolayers. The lack of adjacent layers changes the band 
structure of monolayers, causing changes in electronic 
properties. For example, graphene has a gapless Fermi 
surface,28 monolayers of semiconducting dichalcogenides have 
a direct band gap rather than the indirect banc gaps found in 
the bulk compounds,29–31 and the charge density wave onset 
temperature and structure of VSe2 differ from that found in the 
bulk.32–35 The changes in electronic bonding as thickness is 
reduced to a single unit cell can also result in structural changes. 
These structural distortions are typically small in layers 
exfoliated from 2D solids with very anisotropic bonding, as the 
perturbation of removing adjacent layers bound via van der 
Waals bonding is small. The distortions can be much larger if the 
constituent’s bulk structure is less anisotropic. For example, a 
bilayer of PbSe has a 0.4 Å puckering compared to the bulk 
structure.36 Charge transfer between adjacent layers can also 
cause significant structural changes. For example, a charge 
donating layer next to MoSe2 can cause a 1T polytype to 
form.37–39 

Since layer properties vary with thickness and identity of 
adjacent layers, the building-block approach of stacking 2D 
layers in specific sequences to form van der Waal’s 
heterostructures results in an inexhaustible number of different 
target materials/heterostructures.40–43 For example, consider 
an 8 layer heterostructure constructed from 4 layers of 1T-TiSe2 
and 4 layers of PbSe (total thickness of ~5 nm). One could 
construct 6 different heterostructures by varying the stacking 
sequences of the 4 PbSe and four TiSe2 layers – all having the 

Figure 2. The ability to prepare heterostructures by stacking 2D layers in designed 
sequences enables preparation of 2D electronic devices, such as this hypothetical stack 
of alternating p- and n-type semiconducting layers.

same size repeating unit and the same overall composition. The 
simplest case would be a 4 layer thick block of TiSe2 stacked 
sequentially with a 4 layer thick block of PbSe. Five other 
possible heterostructures can be created by varying the order 
in which the TiSe2 and PbSe layers are stacked. Representative 
HAADF-STEM image cross-sections of these isomeric 
heterostructures are shown in Figure 3.40 An experimental 
approach needs to be developed where varying experimental 
parameters enables the stacking sequence and the number of 
constituent layers to be freely varied to optimize the properties 
of the resulting devices.

There typically are large differences between the strength of 
bonding within 2D layers versus between 2D layers. The 
prototypical 2D layer – graphene – illustrates this case.  The 
carbon atoms in graphene layers are strongly covalently bonded 
to one another. Monolayers of graphene can be exfoliated from 
graphite because there is only bonding between the layers in 
graphite. The strong in plane bonding found in 2D layers that 
can be exfoliated from the bulk typically make them chemically 
stable. When on a substrate or adjacent to another 2D layer 
there will be chemical interactions in addition to van der Waals 
forces because the wavefunctions of both will overlap, often to 
a significant degree. The difference in chemical composition 
and structure between the layers will also result in a chemical 
potential difference. Charge transfer will occur to equalize the 
chemical potential. These additional interactions can be 
surprisingly strong, as evidence by the occurrence of minerals 
with misfit layer structures that can contain interwoven 
monolayers of two different constituent layers. Like artificially 
stacked monolayers, these minerals and analogous 
thermodynamically stable synthesized compounds consist of 
two structurally distinct layers whose lattices do not structurally 
match, resulting in an incommensurate structural mismatch. An 
excellent review by Wiegers details the structure and properties 
of misfit layer compounds containing transition metal 
dichalcogenide constituent layers.44,45 Despite the structural 
misfit, the bonding between the constituent layers is strong 
enough to make them chemically stable with respect to 
mixtures of the constituent compounds. In some of these 
compounds significant charge transfer between constituent 
layers results in strong ionic bonding between layers, for 
example (LaS)1.2(CrS2), where the subscript 1.2 results from the 
lattice misfit between the in plane unit cell of the distorted rock 
salt structured LaS layer and the distorted hexagonal CrS2 
dichalcogenide layer. The LaS layer is positively charged while 

Figure 3. Representative HAADF-STEM images of six of the possible “isomer” 
heterostructures constructed from a unit cell consisting of various layering 
schemes of four layers of 1T-TiSe2 and four layers of PbSe. Because HAADF-STEM 
intensity increases with atomic number, the PbSe layers are significantly brighter 
than the TiSe2 layers. 
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the CrS2 layer is negatively charged.46 The origin of the strong 
interlayer interaction is less obvious in other misfit layer 
compounds, for example (SnS)1.17NbS2. As the variety of 
heterostructures that are prepared expands, the range of 
interlayer interactions will expand.

Historically, many material discoveries have occurred via 
serendipity.47 This is largely because traditional synthesis 
approaches typically make only the most thermodynamically 
stable product, which may or may not be the targeted 
compound. Despite its successes and the discovery of many 
unpredicted structures and phenomena, these approaches are 
quite inefficient, especially when targeting a specific structure. 
Traditional organic synthesis, with its toolbox of well-known 
reactions and the ability to retrosynthetically design a sequence 
of steps to systematically assemble a complex structure, is 
perhaps the most developed synthetic chemistry field. 
However, even in organic synthesis, the crystal structure of the 
resulting compound cannot be experimentally controlled. In an 
ideal world, materials scientists would be able to predict the 
existence of new compounds with desired properties, including 
metastable phases, and synthetic approaches would be 
available to make targeted compounds. While this review 
focuses on approaches to make targeted heterostructures, 
there is a broader need for synthetic advances. In the last 
decade, significant advances have been made in predicting 
possible new phases through targeted programs such as NIST’s 
Materials Genome Initiative, the Materials Project, and other 
related coordinated efforts.48,49Of the thousands of predicted 
compounds, only a small percentage have been made 
experimentally.50 While this may be partially due to the 
accuracy of the calculations, synthesis limitations also play a 
significant role.   
The remainder of this review focuses on synthetic approaches 
to heterostructures, briefly describing the reaction pathway(s) 
typically involved in these synthetic approaches. Since most 
heterostructures are metastable, they cannot be prepared as 
bulk compounds by direct, high temperature reaction of the 
elements and it will be challenging to prepare targeted 
metastable compounds as films on substrates using flux-based 
synthetic methods. A short summary of various solid-state 
synthesis techniques used to grow crystals of 
thermodynamically stable heterostructures introduces basic 
concepts. We then discuss vapor phase deposition approaches, 
which have classically been used to prepare thin films and 
superlattices, showing how the rate limiting steps in crystal 
formation can be controlled by experimental parameters. 
Micromechanical assembly is discussed next, with a focus on 
more recent advances that may enable wafer scale. We discuss 
molecular beam epitaxy (MBE), where substrate structure and 
reacting fluxes are controlled to define the structure and 
control orientation thickness of constituent layers in metastable 
superlattice structures, traditionally of constituents with 3D 
structures. The final part of this review focuses on a more 
extensive discussion of the modulated elemental reactant 
growth technique, a newer alternative approach to 
heterostructure synthesis that involves nanostructured 
precursors. 

2. Direct Reaction of Elements and/or 
Compounds

The direct reaction of elements and/or binary compounds 
to form products is a classic solid-state synthesis technique. 
Because of the non-uniform initial distribution of each element 
and the different diffusion rates of elements in the different 
reactants, a variety of local concentration gradients and 
intermediate compounds develop during these reactions. The 
reaction typically contains one or more reaction pathways that 
may involve multiple intermediate compounds. Since diffusion 
rates in solids are small, it is necessary to increase diffusion 
rates and/or decrease diffusion distances to obtain reasonably 
fast reaction rates. The most common approach uses high 
temperatures to overcome the small diffusion rates and large 
diffusion distances necessary to form the desired product from 
the initial reaction mixture. While increasing temperature 
significantly increases diffusion rates, the resulting composition 
gradients at interfaces also result in the formation of many of 
the compounds in the relevant phase diagram as reaction 
intermediates. The final state is typically the thermodynamically 
stable mixture of compounds expected from the appropriate 
phase diagram.

For example, consider the synthesis of misfit layer 
compound (MLC) (PbSe)1.18(TiSe2)2 from the direct reaction of 
elemental Pb, Ti, and Se, as shown in Figure 4.51 Typical 
conditions for traditional synthesis reactions involve mixing 
stoichiometric amounts of each element in an evacuated quartz 
ampule and raising the temperature slowly before heating to 
high temperatures for a week or more. Due to the relatively 
large differences in melting points of the elements, Se melts and 
reacts with the surfaces of the Pb and Ti while temperature is 
being raised. While intuition might predict the most metal-rich 
phase on the relevant phase diagram would form first.

Figure 4. Schematic depiction of the reaction of elements Pb, Ti, and Se to form binary 
intermediates PbSe and TiSe2, and ternary product and misfit layered compound, 
(PbSe)1.18(TiSe2)2. 

64 The direct reaction of elements results in nucleation based on the 
local composition at that moment in time – here we assume TiSe and Ti2Se will be the 
first to form. Since compositions exist from 0 to 100% of each element, there is no 
control over the reaction pathway. 
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However, the compound that forms first will be the phase with 
the lowest energy barrier to nucleation. The literature suggests 
that in this case, the metal rich phase, Ti2Se is the first Ti-Se-
containing phase to nucleate and PbSe is first to form on the 
surface of the Pb.52 The amount of each of these compounds 
will increase with time as diffusion of elements through the 
surface product layers occurs. As heat is continually applied to 
the reaction mixture, the longer diffusion paths through the 
increasingly thick surface layers decrease the reaction rates. At 
some point, the targeted thermodynamically stable ternary 
MLC may nucleate and grow in the composition gradients, but 
the growth rate is slow due to the low diffusion rates of the 
elements in the intermediates formed, PbSe and TiSe2. Grinding 
the intermediate reaction mixture and pressing a dense pellet 
of the resulting powder decreases the diffusion distances, 
which speeds the formation of the thermodynamically stable 
MLC. 

While this approach is effective at synthesizing MLC’s and 
other thermodynamically stable heterostructures, it lacks any 
control over the reaction pathway and thermodynamically 
unstable compounds cannot be prepared using this approach. 
Repeated grinding or ball-milling the reaction charge is one of 
the simplest approaches that can be used to reduce the average 
particle size by breaking up the product forming on the surfaces 
of each particle. This decreases the time it takes to convert the 
reaction mixture to products. While this can be effective at 
reducing diffusion distances by orders of magnitude (~mm to 
~μm or smaller), multiple grindings can be required. 
Researchers often turn to other synthetic techniques that are 
less diffusion limited, especially when single crystals are 
desired.

3. Fluid-assisted Synthesis Techniques
Another strategy to bypass large diffusion distances is to use 

a fluid phase to significantly increase diffusion rates, which can 
both lower reaction temperatures and decrease reaction times. 
The large increase in diffusion rates relative to those found in 
solids allows for facile transport and mixing of reactants across 
the fluid portion of the reaction mixture. The choice of fluid is 
diverse and goes by a plethora of different identities and names, 
including solvent, melt, mineralizer, eutectic melt, flux, or 
reactive flux. When forming a solid crystal from a fluid phase, 
nucleation is typically the rate limiting step.53 The compound 
with the lowest activation energy to nucleate will form, not 
necessarily the compound that is most thermodynamically 
stable. Having nucleation be the rate limiting step in crystal 
formation has the added advantage of allowing for the direct 
formation of ternary phases without proceeding through binary 
intermediates, providing the ternary phase is the easiest to 
nucleate. 

The reaction pathway in a fluid-based synthesis can be quite 
complex. There are basically two strategies used by researchers. 
Either the initial reaction mixture can be heated to a high 
enough temperature for long enough time that all the reactants 
dissolve in the fluid or researchers will focus their search for 

compounds formed during the initial heating, before all the 
reactants dissolve. In both cases, crystal growth will deplete the 
fluid of the solvated species contained in the compound, 
potentially causing significant differences in the speciation of 
the fluid phase. In the case of a heterogenous reaction mixture 
of a fluid and undissolved reactants, nucleation and growth 
impacts the rate that reactants dissolve. In-situ studies of melts 
frequently report nucleation of kinetically stable compounds at 
short times. A sequence of nucleation events as the reaction 
proceeds results in a series of new compounds forming, which 
can cause those previously formed to dissolve.54–58 Figure 5 
depicts a schematic of this sequence of phase formation. 

There is unfortunately little systematic understanding of 
speciation and how speciation varies with time, composition, or 
temperature in fluid-assisted solid-state synthesis. While recent 
in-situ total scattering and diffraction experiments have 
provided insights to the evolution of structure in fluids during 
reactions and on the sequence of crystalline phases that form 
in specific systems, it is still not straightforward to predict how 
reaction parameters can be manipulated to achieve a specific 
product.59 Recent advances in machine learning have provided 
encouraging insights into understanding how varying the 
reaction parameters affect the observed reaction pathway, and 
this approach may be particularly useful for reactions in fluids, 
which contain many coupled parameters (including the 
amounts of undissolved reactants and products, the 
concentration of different species in solution, the reaction time 
and temperature) that all impact the resulting nucleation and 
crystal growth processes.60

Relative to the direct reaction of elements, the added 
experimental parameters in fluid-assisted synthesis provide 
more degrees of freedom to steer the reaction towards desired 
products. Researchers have used chemical insight to prepare 
homologous series of related compounds by tuning reaction 
parameters.61

Figure 5. Schematic depiction of the evolution of the nucleation of crystalline phases 
during the cooling of a fluid-assisted synthesis reaction. The first phase to nucleate as 
the reaction is cooled to create supersaturation is simply the easiest to nucleate from 
the liquid (Phase A), given the species in the fluid and their concentrations. This phase is 
not necessarily the most thermodynamically stable phase. Growth of the first phase 
changes the speciation of the flux, potentially resulting in nucleation and growth of a 
subsequent phase (Phase B). As Phase B grows, it depletes the flux of species, which may 
result in Phase A dissolving.
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4. Chemical vapor transport (CVT)
Chemical vapor transport (CVT) reactions are a common 

approach used by researchers when growing bulk crystals of 
transition metal dichalcogenides (TMD’s) and other layered 
materials.62 As shown in Figure 7, reactants are typically sealed 
in an evacuated quartz ampule with a transport agent (or 
mineralizer) and placed in a temperature gradient. CVT 
reactions involve three basic steps: reaction of the transport 
agent with the material to be transported to form a vapor phase
compound, transport of this compound to the other end of the 
ampule, and the decomposition of this compound as the 
product forms.62 The transport agent released by the 
decomposition of the transport compound returns to the 
reactant side of the vessel to react again. To nucleate the 
desired phase, the ampule must become super-saturated with 
the vapor species needed to form the product. Heterogenous 
nucleation typically occurs at the surface of the substrate or on 
the ampule walls.63 Once a crystal forms, it is easier to grow the 
crystal than nucleate a second one. The example shown in 
Figure 6 involves a reaction to form MoS2, a well-studied 2D 
TMD.64 In this example, elemental Mo reacts with the chosen 
transport agent, I2, at the hot end of the temperature gradient 
producing a vapor phase mixture of MoIx and Sn intermediate 
species. These intermediate species react at the other end of 
the temperature gradient, known as the deposition zone, 
forming MoS2 crystals and reforming the I2 transport agent. 

The change in the Gibbs free energy as the transport agent 
reacts with the material to be transported can be used to 
identify potential transport agents. If the reaction of the 
transport agent with the material to be transported has a very 
large negative G and hence a very large (>104) equilibrium 
constant, the gas phase product will not readily decompose at 
the other end of the reaction vessel. If the reaction of the 
transport agent with the material to be transported has a very 
small (<10-4) equilibrium constant, then the concentration of 
the vapor phase species will be very small. Either of these 
thermodynamic conditions make transport of the reactant very 
inefficient and impractical.65 Finding a suitable transport agent 
becomes more difficult when attempting to synthesize 
compounds containing more than one metal constituent, as the 
above constraints must be satisfied for all species that can be 
formed by reaction of the transport agent with non-volatile 

Figure 6. Schematic depiction of the CVT synthesis of MoS2. A stoichiometric mixture of 
Mo + S powders and the chosen transport agent, I2, are sealed inside an evacuated quartz 
ampule. The ampule is placed across a well-defined temperature gradient within a multi-
zone tube furnace. The temperature gradient is chosen such that the reaction and vapor-
phase transport of the reactants to the other side of the ampule, where they are 
deposited as products, is thermodynamically favorable.64

elements. Recently it was demonstrated that μm2 area MoS2 

monolayer crystals and few-layer ReS2, MoSe2, and TiSe2 could 
be grown using CVT by designing reaction vessels with 
constrictions.64 This is a very encouraging breakthrough, 
showing that with sufficient control over and understanding of 
how experimental parameters affect the chemistry involved, 
the reaction pathway for CVT-based growth can be controlled 
to obtain monolayer crystals. To the best of our knowledge, 
however, growing a unique second material as a monolayer on
top of a first monolayer has yet to be demonstrated via a closed 
system CVT reaction.

5. Chemical vapor deposition (CVD)
Chemical vapor deposition (CVD) reactions are like CVT 

reactions, but epitaxial substrates are typically used to reduce 
the activation energy for heterogeneous nucleation of a 
targeted structure. The ability to individually vary the partial 
pressure of species by varying the source temperatures allows 
control over the relative concentration of gas phase species in 
the growth zone to achieve conditions for nucleation and 
growth. By controlling deposition time, one can control the 
thickness of the resulting film.66 Typically, CVD synthesis begins 
with solid or gaseous precursors which are heated to generate 
a partial pressure of each reactant in a carrier gas. The carrier 
gas containing the precursors is flowed through the reaction 
chamber. When the precursors impinge on the heated 
substrate, they decompose and the resulting species react to 
form the product, as shown in Figure 7. 

An important feature of CVD reactions is the significant 
number of experimental parameters available to tune product 
formation relative to traditional solid-state synthesis. Perhaps 
the most critical parameter to control is the residency time of 
each reactant in the reacting zone. This is done by controlling 

Figure 7. Schematic depictions of two types of CVD reactors. a) Powder-based chemical 
vapor deposition (CVD), in which powdered sources are used to generate the vapor, 
which is transported via carrier gas to the substrate. b) Metal-organic CVD, in which the 
carrier gas is bubbled through a metal-organic-containing solution prior to being injected 
into the reactor. Both experimental setups are open systems, with the carrier gas and 
remaining reactants continually removed from the reaction vessel. Adapted from 67.
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the partial pressures of each reactant in the carrier gas at the 
substrate, which is typically done by setting the temperature of 
the sources of the precursors.68 The flow of a carrier gas 
controls the residency time of each reactant in the reacting 
zone. The carrier gas is typically an inert gas such as nitrogen or 
a noble gas but occasionally hydrogen or another reactive gas is 
mixed in to help decompose precursors at lower temperatures. 
The carrier gas, its temperature, and the partial pressures of the 
reactants, all affect the number of collisions between reactants, 
the gas phase reaction between them and the number of 
reactant species impacting the substrate surface. The ratio η/η0 
affects the initial incubation time observed prior to regular 
growth for many CVD reaction,69 which is probably related to 
the initial nucleation of the target structure. The substrate 
temperature controls the decomposition rates of the 
precursors that impact and adsorb, the surface mobility of the 
resulting species and their residency time, and the nucleation 
rate and growth rate of forming solids.

The manipulation of the experimental parameters has 
significant effects on the observed growth mechanism of the 
deposited material. CVD growth typically begins with an 
incubation time prior to a period of regular growth. During the 
incubation period, the concentration of species on the 
substrate surface increases until supersaturation is reached, 
and nucleation occurs. Differences in nucleation energy can 
result in the formation of metastable compounds, which is 
typically encouraged by choosing substrates with an epitaxial 
relationship with the metastable phase. High temperatures 
result in thermodynamic-controlled processes, while low 
temperatures result in kinetic-controlled processes.70 Once 
nucleation occurs, growth rate is limited either by the rate of 
the chemical reaction or by the rate of material reaching the 
surface. A high concentration of reactants in the vapor phase 
and low substrate temperatures lead to crystal growth being 
limited by the rate of the chemical reaction. A low 
concentration of reactants in the vapor phase and high 
substrate temperatures result in a mass-transport limited 
growth mechanism. 

There is often a balancing act between using a sufficiently 
high substrate temperature to promote crystal growth but a low 
enough temperature to avoid desorption of reacting species 
from the surface. For example, in the growth of dichalcogenides 
reaction rates initially increase with temperature before 
decreasing as concentration of chalcogen on the substrate 
surface decreases due to its significantly higher vapor pressure 
than the other reactants. Since many TMD’s lose chalcogen 
atoms when heated to high temperatures, the substrate 
temperatures must remain low enough to inhibit the formation 
of chalcogen vacancies. The number of chalcogen vacancies can 
dominate the properties of the resulting film.71

Three distinct growth modes have been observed in CVD 
growth, depending on reaction conditions: 2D layer-by-layer 
growth, also known as Frank-van der Merwe (FM) growth, 3D 
island-based growth, known as Volmer-Weber (VW) growth, 
and Stanski-Krastanow (SK) growth, which is a combination of 
the first two, involving formation of a few 2D layers followed by 

3D island formation.69,72–74 FM growth occurs when the 
interaction between the incident reactants and the substrate is 
greater than that between the incident reactants and itself (η < 
η0), resulting in preferential growth of each complete layer 
before nucleation of the next layer.75 VW growth occurs when 
the interaction between the incident reactants and the 
substrate is weaker than the interaction between the incident 
reactants and itself, which causes mostly vertical growth of the 
nucleated islands, typically resulting in films with very rough 
surfaces.76 SK growth is a mixed growth mode that occurs when 
the interaction between the incident reactants and the 
substrate is about equal to that between the incident reactants 
and itself, resulting in competition between island nucleation 
and layer growth.77 None of these growth mode models 
account for the initial incubation time.74 While strides have 
been made to modify the growth models to account for these 
other involved processes, a complete understanding of CVD 
reactions has remained elusive.69

There are still significant challenges to using CVD reactions 
to synthesize metastable 2D films and heterostructures. One 
challenge is exactly determining when a layer’s growth is 
complete, because incubation times vary and are sensitive to 
experimental conditions. When growing multiple constituents, 
one must determine exactly when layer growth is completed, 
such that growth of the first material can be halted prior to 
switching sources and growth of the second material. This 
requires reproducibly controlling two different incubation 
periods that may require different reaction conditions. In an 
encouraging breakthrough, Zheng et. al. used a sequential two-
step CVD method to grow a monolayer PbI2 on monolayer WS2 

and WSe2.78 This was enabled by the much lower growth 
temperature of PbI2 relative to WSe2 and WS2 (400 °C vs. 1050 
°C). These different growth temperatures, however, prevents 
the growth of WSe2 or WS2 on PbI2. 

6. Micromechanical assembly 
The mechanical assembly processes for synthesis of 

heterostructures is conceptually straightforward, involving the 
sequential stacking of 2D layers in the same way that one might 
stack bricks or Lego blocks, as depicted earlier in Figure 2. The 
steps involved in mechanical assembly consist of the initial 
growth of films or crystals that provide the source of the 2D 
layers, the exfoliation of the 2D layer of desired thickness from 
the crystal or substrate, the transfer of the layer to the growing 
assembly, and the removal of the substrate used to transfer the 
layer. One of the first reports of high-quality micromechanically 
assembly utilized small flakes of mechanically exfoliated mono- 
and bilayer graphene to make simple devices on single-crystal 
h-BN substrates.79 The ability to prepare targeted structures 
with designed architectures in such a straight forward manner 
has resulted in literally thousands of papers published further 
optimizing each of the steps involved or using an assembly 
process to make targeted heterostructures. We will not attempt 
to comprehensibly review all this literature, as excellent reviews 
on targeted aspects already exist,80–82 but will highlight what we 
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believe were key synthesis advances as the size of the 
assembled structures increase towards wafer scale.

Major advances and remaining challenges in growing 2D 
materials over large areas were discussed earlier in this article. 
It is now possible to prepare large area, monolayer thick films 
of many 2D materials with near complete coverage of the 
substrate.83,84 Since this technique allows one to individually 
prepare each layer, ensuring it is the correct thickness and 
composition, the challenges in finding compatible growth 
conditions to sequentially deposit different materials is avoided 
altogether. However, one challenge in developing growth 
techniques for a new 2D material is finding a substrate that 
enables crystallographically aligned growth, while also 
permitting the film to be exfoliated as a large area film from the 
substrate. It is necessary to optimize the CVD growth of the 2D 
layers to generate surface properties that enable the 2D layers 
to be cleanly isolated from substrates they were grown on 
without the use of any etchants or solvents.

The exfoliation of 2D layers from both crystals and growth 
substrates has undergone significant advances since Frindt first 
used tape to exfoliate NbSe2 crystals to measure the effect of 
sample thickness on superconductivity.85 Early methods 
typically used an adhesive layer, which needed to have a 
stronger adhesion with the material being cleaved than the 
interaction of the material with either the neighboring layers of 
itself in a crystal or to the substrate if grown as a film. An 
alternative approach to create large amounts of monolayer 
material is chemical exfoliation, in which ions and/or solvent 
intercalate between the 2D layers resulting in free floating 
solvated layers in solution.86–88 Like mechanical exfoliation, the 
solvation energy of the solvated layers must be larger than 
bonding between the layers in the 2D crystal for this approach 
to be successful. It is often challenging to completely remove 
the adhesive or solvent from the 2D layer when they are being 
mechanically stacked via either of these approaches. One 
successful approach to isolate 2D layers of CVD grown films is 
to spin-coat the grown film with an adhesive polymer film, 
which is then mechanically peeled from the growth substrate 
using a thermal release tape.89

To get around organic contamination, gold-assisted 
exfoliation methods were developed.90–92 Ultrasmooth gold 
layers result in a significant degree of charge transfer between 
the monolayer being transferred and the gold layer as the 
chemical potentials are equalized on contact, resulting in a 
bond to the gold that is stronger than the van der Waals forces 
between the 2D layers themselves. While contamination still 
can occur when removing gold films with chemical solvents in 
subsequent processing steps, the Au transfer process works for 
a wide variety of 2D materials.24

Initial micromechanical assembly was done manually on 
small, cleaved layers from crystals to discover emergent 
properties and to test theoretical predictions. Approaches were 
developed that enabled layers to be stacked with control of the 
rotational angle between the crystal structures of adjacent 
layers.93More recently, automated assembly techniques have 
been developed to improve reproducibility, decrease 
incorporated material between the 2D layers, and increase 

throughput on large area substrates.94,95 These advances enable 
researchers to consistently synthesize wafer-scale 
heterostructures, which is an essential step towards being able 
to manufacture devices made from heterostructures.

7. Molecular beam epitaxy (MBE)
Molecular beam epitaxy (MBE) growth is a well-developed 

and understood technique and is one of the few synthesis 
techniques able to target and grow metastable materials and 
superlattices. This ability positions MBE as a potential source of 
2D layers that cannot be prepared as bulk compounds or via 
CVD. MBE is similar to CVD reactions in some respects, but MBE 
reactions differ by taking place in a high or ultra-high vacuum 
environment. An advantage of utilizing high-vacuum and ultra-
pure sources is the lower occurrence of impurity inclusions from 
carrier gas molecules or other source impurities, relative to 
films grown via CVD.67 A second advantage is that in-situ 
characterization tools are available to monitor film growth 
during deposition, including surface-sensitive reflection high-
energy electron diffraction (RHEED), quartz crystal deposition 
monitors (QCM), auger spectroscopy, and scanning tunnelling 
microscopy (STM).67 These analytical tools have enabled 
researchers to develop and understand the reaction pathways 
and how and why experimental parameters change growth 
modes. 

MBE involves heating ultra-pure reactant sources with 
effusion cells and/or electron beam guns to generate “beams” 
of vaporized reactant, which are co-incident on an actively 
heated substrate, as shown in Figure 8. The heated substrate 
allows for significant surface diffusion of the reactants after 
they impact the substrate, enabling them to find energetically 
favorable locations such as step edges on the growing surface. 
Relatively low temperatures can be used, which minimizes the 
formation of vacancy defects and limits interlayer diffusion to 
keep interfaces abrupt. 

Figure 8. Schematic of MBE reactor, showing effusion cells with a reactant flux incident 
on the heated substrate, along with in-situ RHEED instrument for characterization of film 
growth during deposition.
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MBE exploits the difference in activation energies between 
surface and bulk diffusion, providing enough thermal energy for 
adatoms to move and react with already nucleated layers, but 
not enough for bulk diffusion. By changing the substrate 
temperature, the observed growth mechanism during 
deposition can be varied. To target a specific structure, an 
epitaxial match between the substrate and the targeted 
product is used to favor nucleation of the targeted structure. 
When the incident reactants impact the substrate, they interact 
with the dangling bonds present on the substrate’s surface, 
initially taking on the lattice constant of the substrate.96 In 
practice, the crystal lattices of the chosen substrate and the 
desired material have lattice parameters that are typically 
within 5% of one another. If there is a mismatch between the 
lattice constants of the deposited material and the substrate, 
increasing strain-induced distortions with thickness result in the 
formation of dislocation defects.97–99 The critical thickness 
where dislocations occur is dependent on the system, dictated 
by the extent of the lattice mismatch and the activation barrier 
to nucleation of the dislocation defect.100 The presence of 
periodic dislocation defects in the lattice of the thin film can 
degrade the electrical performance of devices fabricated from 
these materials.101

The development of so-called “van der Waal’s epitaxy” 
(VDWE) by Atsushi Koma’s group in the late 1980s opened a 
new regime where epitaxy is no longer a strict requirement for 
ordered growth. Koma utilized typical MBE growth conditions 
but used substrates with a lack of dangling bonds on the 
surface.102–105 Koma showed that the materials grown had the 
lattice parameters of the bulk compounds, not those of the 
substrate.  Large lattice mismatch’s of up to 20% or more were 
possible, because the lattice of the material being grown no 
longer adapted to the substrate’s lattice during the first few 
layers of growth.106 VDWE epitaxy has been used to grow  
transition metal chalcogenides, TMD’s, and other 2D materials 
of interest,107–110 and to grow TMD heterostructures and 
topologically insulating materials, such as Bi2Te3.111–113

The growth of large domain size mono- or few-layer 
transition metal dichalcogenide films via MBE, however, has 
been surprisingly difficult. For MBE-grown transition metal 
dichalcogenides (TMD’s), typical growth conditions (<500 °C, 
with a ~20:1 chalcogen:metal flux ratio) result in a relatively 
high nucleation rate.114,115 This leads to a dense distribution of 
small grains in the resulting film, with the high density of grain 
boundaries limiting electrical performance of devices fabricated 
with these materials. As of 2017, the largest reported grain sizes 
for an MBE-grown TMD were relatively small, around 250 nm, 
observed in separate reports of NbSe2 and WSe2 films.116,117 In 
the WSe2 case, the authors report that the grain size 
significantly increased with the substrate growth temperature, 
although the nucleation density was still so high that the overall 
maximum grain size was restricted due to space considerations 
on the substrate.117 To achieve larger grain sizes, surface 
diffusion rates must be increased while the nucleation rates 
must be decreased, which is challenging given that both 
diffusion and nucleation rates increase with temperature.96 
When using high substrate temperatures, sticking coefficients 

are much lower relative to those observed at lower 
temperatures. This results in a lower density of surface 
adsorbed atoms (adatoms) at high temperatures leading to a 
lower probability of the formation of nuclei of critical size. 

Hinkle’s group recently showed that applying the above 
concepts result in over an order of magnitude increase in the 
observed grain sizes for MBE-grown WSe2 films.114 The 
challenge in applying these ideas to TMD growth, however, is 
that chalcogen adatoms have a significantly increased likelihood 
of desorbing, due to their much higher vapor pressure relative 
to metal adatoms. Consequently, the disparity in reactant fluxes 
needed to form stoichiometric dichalcogenides is closer to 
1000:1 chalcogen:metal. The high substrate growth 
temperatures also result in significantly slower growth rates 
(around 0.05 monolayer/hour) due to the increase in adatom 
desorption. While the much slower growth rate observed at 
high growth temperatures make it unsuitable for industrial-
scale production of these materials, it does make it easier to 
terminate growth with a completed layer. It was recently shown 
that using a shutter to interrupt the metal beam at regular 
intervals during MBE growth of TMD’s, reduces the probability 
of metal-metal adatom interactions during deposition and 
allows more time for the chalcogen reactants to react and bond 
with adsorbed metal atoms. This clever way to increase the 
effective chalcogen:metal flux ratio resulted in stoichiometric 
films and was used to prepare the first reported MBE-grown 
WTe2 film.118,119

In summary, the layer-by-layer growth enabled by MBE is an 
extremely powerful tool in the synthesis of metastable 
materials and heterostructures. However, there are still 
significant challenges to extending these advances to the 
growth of heterostructures using MBE. For example, it can be 
extremely challenging to grow Material A on Material B AND 
Material B on Material A, due to the large differences in growth 
conditions required. The ability to prepare 2D layers not found 
in equilibrium phase diagrams, however, make MBE potentially 
a key growth technique to supply micromechanical assembly 
platforms with 2D layers that cannot be obtained via other 
approaches.120–124

8. Modulated elemental reactants (MER)
MER is the newest of the synthesis approaches outlined in 

this review, hence we will provide a longer description of this 
technique. MER is based on the idea that a homogenous, 
amorphous intermediate is a valuable and general starting point 
for the synthesis of metastable compounds, as all crystalline 
compounds will be more thermodynamically stable than the 
amorphous phase.125 Nucleation is the rate limiting step in 
forming a crystalline solid from an amorphous state, which 
depends on the local concentration and on the prior thermal 
history of the sample. To nucleate a compound with a 
stoichiometry different from the composition of the amorphous 
phase, diffusion needs to occur. Since diffusion rates are low in 
solids, the nucleation of a compound with stoichiometry close 
to that of the amorphous phase is favored.
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A challenge in using the amorphous state as a reaction 
intermediate was finding a general experimental approach to 
prepare amorphous alloys of controlled composition. One 
solution to this challenge was discovered in the early 1980’s, 
when W. L. Johnson’s group showed that amorphous metals can 
be formed by heating crystalline metal foils at low 
temperatures. The formation of the amorphous alloy is driven 
by the large enthalpy of mixing.126–128 The D. C. Johnson group 
showed that if the thicknesses of reactant layers are below a 
critical thickness, an amorphous phase forms before any 
crystalline phases in a wide variety of different systems.129–131 
This group also showed that the composition of the amorphous 
intermediate controls which compound nucleates first.132 Since 
the activation energy required to nucleate a metastable 
compound from the amorphous alloy with a composition that 
corresponds to the stoichiometry of the metastable compound 
can be smaller than that required to disproportionate and 
nucleate the more thermodynamically stable mixture of binary 
compounds, this provided a systematic approach to preparing 
metastable binary compounds. New metastable binary (FeSb3, 
NiSb3 and RuSb3)133,134 and ternary (Hf1-xFe4Sb12, and Y1-

xFe4Sb12)134 antimonide compounds with the skutterudite 
structure were prepared using this approach, showing the 
ability to make targeted compounds using amorphous 
intermediates. W. Bensch’s group also used designed 
precursors to prepare amorphous intermediates to synthesize a 
number of new metastable binary compounds. His group used 
an array of in-situ experiments to show that forming these 
metastable compounds was a result of the reaction pathway 
avoiding more stable compounds.135,136 Jansen’s group 

synthesized amorphous precursors by simultaneously 
depositing the relevant elemental sources onto a liquid-N2-
cooled substrate  with compositions matching the 
stoichiometries of intended phases.137,138 They synthesized 
several novel alkali nitride phases, including Na3N, and a 
previously unknown LiBr phase by gently heating the 
amorphous precursors.139,140

The modulated elemental reactants (MER) approach is an 
extension of these initial findings, based on the  hypothesis that 
the nanoarchitecture of a precursor (elemental layer 
thicknesses and the layer sequence) can be used to control the 
resulting reaction pathway. One of MER’s advantages is the 
large number of parameters available to manipulate reaction 
pathways.141,142 

MER precursors are created by depositing sequences of 
ultra-thin elemental layers (~3-30 Å thick) designed to minimize 
the total diffusion distance that the reacting atoms need to 
travel from their initial positions in the layered precursor to 
their final positions in the targeted crystalline product. 
Changing the absolute layer thicknesses while maintaining a 
constant ratio of reactants per repeated sequence has a 
significant effect on the observed reaction pathway by changing 
the time required for interdiffusion, which scales as thickness 
squared. If the layer thickness is above some critical thickness, 
nucleation of the binary phase will happen at the layer 
interfaces prior to the formation of an amorphous 
intermediate. Below the critical thickness, the layers will 

interdiffuse and mix before a nucleation event occurs, forming 
a homogenous amorphous intermediate. The exact value of the 
critical thickness for each system is defined by the energy and 
time required to diffuse each reactant through the surrounding 
matrix relative to the activation energy and time required to 
nucleate a crystalline phase. As the absolute layer thickness 
increases, the time required for diffusion will increase until it 
becomes larger than that required for nucleation.143  The typical 
total diffusion distance for reacting atoms is nanometers in 
MER, which is smaller than the ~μm-scale surface diffusion 
lengths found in CVD and MBE, and much less than the ~mm-
scale bulk diffusion lengths present in the direct reaction of the 
elements. The local composition is another important 
parameter, which is controlled by the relative layer thicknesses 
of each element deposited.131,144 The activation barrier for 
nucleating a crystalline compound depends on the local 
composition. For homogenous amorphous alloys, the lowest 
nucleation energy is observed for amorphous intermediate 
compositions that corresponded to the stoichiometry of the 
compound.145  This gives MER an advantage over other synthetic 
techniques when attempting to synthesize phases that are 
predicted to be kinetically stable, because local compositions 
are controlled by the design of the precursor. If the reactant 
contains layers or particles thicker than the critical thickness, 
composition gradients formed during interdiffusion provide 
opportunities for a variety of different compounds to nucleate. 
The goal in designing a MER precursor is to have the nucleation 
and growth of the intended phase be the fastest way for the 
system to reduce its free energy. 
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In most systems, the reaction pathway can be controlled by 
designing precursors with specific interdiffusion lengths and 
layer sequences to avoid unwanted intermediate crystalline 
compounds. Low temperatures are sufficient to enable the 
elements to mix, due to the short diffusion lengths, permitting 
the initial formation of an amorphous intermediate. What 
forms from the amorphous intermediate depends on the 
relative magnitude of nucleation energies of different potential 
compounds, which is a function of local composition. The 
reaction between ultrathin layers of Mo and Se, depicted 
schematically in Figure 9, illustrates the importance of both 
composition and repeat layer thickness. When Mo and Se are 
deposited in a metal rich repeating unit that deviates enough 
from a 1:2 ratio of Mo:Se and has a total thickness of the 
repeating unit less than 27 Å, heating the layered precursor at 
low temperatures (~125 °C) causes the interdiffusion of layers 
and formation of a homogenous amorphous alloy.130 Heating 
the amorphous alloy at 575 °C results in the formation of 
MoSe2, indicating that it is the easiest compound to nucleate. If 
the thickness of the repeating unit is larger than 38 Å at this 
composition, nucleation of MoSe2 occurs at the interface 
between Mo and Se layers during annealing at ~250 °C. 
Depositing bilayers that are Se rich with respect to MoSe2 
results in MoSe2 nucleating at the interfaces during the 
deposition for all repeat thicknesses that were studied, which 
were smaller than 2 nm.52  Annealing at higher temperatures 
results in the growth of MoSe2 layers perpendicular to the 

substrate and the loss of the excess Se at higher annealing 
temperatures.

In ternary systems, additional experimental parameters can 
be used to avoid the formation of crystalline binary compounds 
as reaction intermediates. Addition of a third element to an 
amorphous intermediate increases the activation barrier to 
nucleation of possible binary compounds.146 The layer sequence 
can also be used to avoid binary compounds as reaction 
intermediates by controlling the sequence of interdiffusion.147 

If layers are deposited in an A|B|C sequence, all elements are 
adjacent to one another. If layers are deposited in more 
complex layer sequences, for example A|B|A|C, one separates 
the elements B and C to avoid the formation of binary B-C 
compounds. The ability to control the sequence of 
interdiffusion to avoid the formation of binary compounds by 
design of the precursor makes MER an effective approach to use 
when trying to prepare an unknown ternary phase. 

By preparing more complex MER precursors, it is possible to 
mimic the composition profiles of misfit layer compounds, 
naturally occurring heterostructures with lattice mismatched 
constituents. The planar nature of the composition gradients in 
as deposited MER precursors combined with the low nucleation 
energy of dichalcogenide compounds often leads to their low 
temperature nucleation before the deposited layers can 
mix.52,148 In the Ti|Se|Sn|Se precursor shown in Figure 10,  
monolayers of TiSe2 form during the deposition, provided the 
deposited Ti|Se layers each contain the number of atoms 

Figure 9. Schematic depiction of two different reaction pathways in the reaction between ultra-thin layers of Mo and Se. If the precursor’s composition is Se-rich, small grains of 
MoSe2 nucleate during the precursor’s deposition. If the precursor is Mo-rich, the thickness of the repeating sequence of layers (Mo|Se) controls the reaction pathway. If the 
thickness of the deposited Mo|Se sequence is less than 27 Å, heating the precursor causes interdiffusion of the layers and formation of a homogenous amorphous intermediate 
state. Further heating crystallizes the majority of the intermediate into the desired MoSe2 structure, depending on how closely the composition of the intermediate matches the 
compound’s stoichiometry. If the Mo|Se thickness is greater than 38 Å, nucleation occurs at the interface between Mo and Se layers, trapping any local composition gradients that 
might be present in the layers. The MoSe2 grains grow until the trapped local composition gradients have come to equilibrium.
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required for a single unit cell of TiSe2. The TiSe2 layers are 
separated by amorphous SnSex. If the deposited Sn|Se layers
contained  enough Sn and Se to form one unit cell of SnSe, 
annealing at higher temperatures  results in the formation of a 
(SnSe)1.2TiSe2 heterostructure.149  Depositing two Sn|Se layers 
and one Ti|Te layer results in the formation of the 
[(SnSe)1.2]2(TiSe2)1 heterostructure.150,151 By varying the number 
of and sequence of deposited Sn|Se and Ti|Se layers in the  
precursor, MER enables the synthesis of a nearly unlimited 
number of unique heterostructures, including structural 
isomers. 

Figure 10. Schematic depiction of two sample layering sequences for deposition of MER 
precursors used when targeting materials with the distorted NaCl-type structure (top), 
the CdI2-type structure (middle), and a heterostructure combining both layer types.

For example, consider heterostructures containing four 
layers of compound A and four layers of compound B. There are 
six different layer sequences that can be constructed containing 
four layers of A and B that all have the approximately the same 
c-axis lattice parameter: AAAABBBB, AAABBBAB, AAABBABB, 
AABBBAAB, AABBABAB, AABABBAB. One can prepare these 
structural isomers via MER by simply depositing the correct 
sequence of elemental layers to mimic the composition profiles 
of these heterostructures. However, as an overall synthetic 
approach, this results in an extremely large number of potential 
heterostructures, since the number of possible configurations 
in the final compound increases rapidly with the number of 
constituents. Even when limiting selections to those with <20 
unique layers in the unit cell, there are nearly 60,000 possible 
unique heterostructures constructed from only two 
constituents. With three constituents, this number increases to 
over 130,000,000; with four constituents, the number of 
possible structures is more than 35,000,000,000.152

MER also enables the synthesis of heterostructures that 
have no homologs in the systems equilibrium phase diagram. 
For example, sequentially depositing one Bi|Te bilayer (with a 2 
to 3 ratio of Bi to Te) and one Ti|Te bilayer (with a 1 to 2 ratio 
of Ti to Te) in a MER precursor results in the (Bi2Te3)1(TiTe2)1 

heterostructure.153,154 Heterostructures containing MoSe2 or 
WSe2 layers with SnSe, PbSe or BiSe have also been 
prepared.43,155–158 Other heterostructures incorporating novel 
constituents and combinations of constituents that do not exist 
on equilibrium phase diagrams have also been reported, based 
on intergrowths of different layered compounds (including 
Bi2Te3, TiTe2, TiSe2, MoSe2, VSe2,) and structural fragments of 
compounds with 3D structures, (including PbSe, SnSe, BiSe, 
LaSe, and GeSe2).41,144,154,155,159–162 Key to the formation of a 

specific heterostructure is controlling the deposition 
parameters so that the precursors contain the desired ratio of 
metal atoms to chalcogen atoms (2:3, 1:2, or 1:1) for the Bi2Te3-
type, CdI2-type structures and MX layers respectively) and the 
correct number of atoms to form an integer number of 
crystalline layers of the targeted constituents.   

Advances in thin film analytical and characterization 
techniques have been critical to enable the development of the 
MER synthesis approach. Low angle x-ray reflectivity quantifies 
the thickness of repeating layer sequence and infer their 
compositions.163–165 X-ray fluorescence provides a fast and non-
destructive technique to determine the absolute number of 
atoms in each sample.166 X-ray total scattering techniques and 
atomic pair distribution function (PDF) analysis can used to 
probe the structure of amorphous intermediates.167 High angle 
annular dark field scanning transmission electron microscopy 
(HAADF-STEM) and energy dispersive spectroscopy (STEM-EDS) 
provide critical atomic scale information about composition, 
local structure, and morphology.168 The relative positions and 
compositions of atomic planes from both HAADF-STEM and 
STEM-EDS data provide initial structural models for Rietveld 
structural refinement of specular and in plane diffraction data. 
When the resulting refinements match the initial model, it 
indicates that the STEM data is representative of the majority 
of the sample.

Conclusion
A free energy landscape, first introduced by Schön and Jansen, 

provides a useful way to discuss the challenges involved in 
synthesis and the attributes of the different synthetic 
approaches discussed in this review.137,169,170 Consider the 
schematic of a portion of the free energy surface for the BiSe-
NbSe2 system, shown in Figure 11, which shows some of the 
kinetically stable and the thermodynamically stable 
heterostructure with a 1 : 1 ratio of BiSe to TaSe2 layers in their 
unit cell. Like lakes that occupy minima in the local topography, 
each heterostructure is a local free energy minimum in the 
energy landscape. Differences in the minimum value for each 
lake reflect differences in the bonding in and between the 
constituent layers in each heterostructure. The “lake” at the 
lower left side of the map, labeled 11, has the lowest “altitude” 
and hence is the thermodynamic product, (BiSe)1.10(NbSe2)1. It  
has a unit cell containing one BiSe bilayer and one NbSe2 layer 
and the strong in interaction between the layers make it more 
stable than heterostructures with thicker layers. The upper right 
hand lake basin of the map contains 6 isomeric heterostructures 
containing 4 bilayers of BiSe and 4 layers of NbSe2 in different 
sequences, analogous to those discussed in Figure 3, but with 
different constituents. The lakes in the bottom part of the map 
represent the two heterostructures that can be created with 
three layers of BiSe and NbSe2 layers. Because of the stabilizing 
electronic interaction between BiSe and NbSe2 layers, the 
relative stability of each compound in this system is controlled 
by the number of interfaces between each constituent layer 
present in the unit cell. The 11 heterostructure realizes the 
maximum number of these interactions by layering alternating 

Page 11 of 17 Journal of Materials Chemistry C



REVIEW Journal of Materials Chemistry C

12 | Journal of Materials Chemistry C., 2022, 00, 1-3 This journal is © The Royal Society of Chemistry 2022

Please do not adjust margins

Please do not adjust margins

BiSe and NbSe2 layers, making it the most globally stable 
compound in the system. The depth of the valleys relative to 

Figure 11. Schematic free energy surface for the PbSe-TiSe2 system showing some of  the 
possible kinetically stable heterostructures containing an equal number of PbSe and 
TiSe2 layers and the thermodynamically stable product (PbSe)1.16(TiSe2)1 (labeled 11). By 
varying the layering sequence or the composition of the MER precursor, one can select 
a starting position on the energy landscape where the steepest slope results in the 
precursor evolving into a specific heterostructure. This is analogous to raindrops falling 
to Earth and flowing down the surrounding topography into a lake. 

the saddle points leaving them reflects the kinetic stability of 
each isomer. While the 6 isomers in the upper right are 
relatively close in elevation, their relative stability is dictated by 
the number of interfaces present, 1 for the 44 isomer, 3 for the 
3311, 2321, and 3212 isomers, and 5 for the 221111 and 211211 
isomers. 

To prepare a specific heterostructure, one needs an 
approach with experimental parameters that can be used to 
avoid both the other metastable heterostructures and the 
thermodynamically stable phase at this composition. 
Traditional high temperature synthesis and vapor transport 
reactions both yield only (BiSe)1.16(NbSe2)1, as they do not have 
parameters that can be used to control the reaction pathway 
and composition alone will not work, as all of these 
heterostructures have the same composition.171 Synthesis using 
CVD would require shuttling the sample between different 
experimental conditions to prepare PbSe on TiSe2 and TiSe2 on 
PbSe.  Precise deposition control would be required to stop 
growth at the correct number of completed layers for each 
constituent. MBE growth would involve the same challenges as 
CVD, but with added difficulties due to the high vapor pressure 
of Se at the temperatures required for Ti to have sufficient 
surface mobility. It may not be possible to find conditions to 
grow both TiSe2 on PbSe and PbSe on TiSe2 using either CVD or 
MBE growth. 

The challenges in synthesizing a specific heterostructure 
using the MER approach are designing the nanoarchitecture of  
the precursor (elemental layer thicknesses and the layer 
sequence) and finding annealing conditions that yield the 

desired product. The nanoarchitecture of the precursor 
determines the initial position on the free energy landscape, 
which needs to be somewhere within the local valley of the 
targeted product. Since solid state diffusion rates are small at 
low temperatures, the initial rearrangements that occur are 
constrained around the structure defined by the as-deposited 
precursor. Like water flowing downhill, the steepest slope of the 
energy landscape controls the pathway that the reaction takes, 
which is illustrated as dashed lines in Figure 11 for potential 
starting points. Therefore, it is essential to find a precursor 
nanoarchitecture that allows the reaction to begin in a spot on 
the energy landscape where, when annealed, it will flow 
downhill towards the desired lake. For example, if one wanted 
to deposit a MER precursor targeting the 211211 isomer, one 
would need to deposit both the correct number of constituent 
atoms in each repeating sequence to form 4 total layers of each 
constituent and the layer sequence needs to be constructed 
such that the precursor will nucleate and grow the 211211 
heterostructure. This is achieved by depositing the correct 
number of constituent atoms in an order that mimics the 
composition profile of the desired heterostructure’s 
nanoarchitecture. The annealing conditions must provide 
sufficient time and thermal energy for the atoms to diffuse and 
nucleate the targeted structure, but not so much that the 
precursor moves through a saddle point in the energy landscape 
into an adjacent valley. Too much time or too high a 
temperature will cause the precursor to move out of the local 
minimum, forming a more thermodynamically stable 
compound. While MER provides access to the desired 
heterostructure, the trade-off is the lack of control of the 
rotational order of the constituent layers. 

While each of the synthesis methods discussed have 
different experimentally adjustable parameters that provide 
some control over the products formed, as summarized in Table 
1, further advances are required. Ideally, one would be able to 
combine the strengths of each, for example the flexibility of 
fluid-based synthesis approaches, the ability to control what 
phase nucleates as done in MBE, and ability to prepare single 
crystals as done using chemical vapor transport, and the ability 
to define starting parameters as in MER. While the MER 
approach can prepare many metastable compounds and 
heterostructures, additional experimental parameters need to 
be developed to control the structure of what nucleates, both 
as bulk phases and as individual layers in heterostructures. 
Controlling nucleation density in MER would also be valuable, 
as this would provide control of the in-plane grain size of the 
constituent layers in heterostructures. The Age of 
Heterostructures will be based on the exciting developments 
enabled by emergent properties created by controlling 
structure and composition on the scale of a unit cell. 

The development of experimental methods and tools will 
continue to be an important part of research on 
heterostructures and devices made using them. The discovery 
of optical contrast of thin layers on thin layers of SiO2 

distinguishes between layer thicknesses with single layer 
resolution7,8 and the use of x-ray fluorescence to determine the 
absolute number of atoms per unit area166  are two examples of 
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fast and non-destructive techniques that have accelerated 
discoveries. Advances in focused ion beam172 and electron 
microscopy173–176 enable detailed atomic level structural, 
compositional, and vibrational analysis of chosen analytical 
volumes. The need for enhanced analytical tools will become 
more important as heterostructure devices enter the 
development stage. Modern manufacturing, especially of 
complex devices and integrated circuits, is facilitated by 
intensive statistical analysis of process data and application of 
aggressive statistical process control. Analysis tools are the 
foundation of this approach, both defining baseline conditions 
and identifying deviations from statistical expectations. The 

importance of obtaining data on each manufacturing step will 
drive the development of new analytical approaches and tools. 

 Table 1. Summary of synthetic techniques typically used in the synthesis of van der Waal’s heterostructures
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Synthetic Approach Typical Conditions Advantages Disadvantages

Direct reaction of 
the elements

open or sealed reaction 
vessels,  temperatures 

>1000 °C, long synthesis 
times (days to months) 

Easy, low-cost, direct approach to 
thermodynamically stable compounds 

Thermodynamics controls which phase forms, 
low diffusion rates in solids lead to long 

synthesis times and/or high reaction 
temperatures

Fluid-assisted 
synthesis

in open or sealed reaction 
vessels,  lower temperatures 

than direct reaction, short 
synthesis times (seconds to 

days)

Increased diffusion in fluids allows for 
shorter synthesis times, additional 

experimental parameters (composition of 
fluid) relative to direct reaction of the 

elements

No control over which phase nucleates first, fluid 
speciation as a function of time is extremely 

challenging to determine experimentally, 
solubility constants not known for most systems, 

elements from fluid can be incorporated in 
product

Chemical vapor 
transport (CVT)

Evacuated ampule filled with 
reagents and placed across a 

temperature gradient

Results in growth of single crystals. Few-
layer and monolayer growth of films 

possible with specially designed reaction 
vessels and appropriate substrates

Can be challenging to find suitable transport 
agent for systems with multiple metal 

constituents, suitable substrates may be difficult 
to find for film growth

Chemical vapor 
deposition (CVD)

Depends on the type of CVD 
reactor used, temperature 

gradient

Ability to individually vary reactant partial 
pressures allows control over relative 
concentration of gas phase species, 

deposition time controls film thickness, 
wafer-scale

Challenging to determine exactly when layer 
growth is complete due to variable incubation 

times, elements from precursor molecule ligands 
can be incorporated into films 

Micromechanical 
assembly

In air , inert atmosphere or 
vacuum, assembly takes 

place at room temperature 
or with low heat to remove 

adhesive layers

Automated assembly platforms provide 
consistent and repeatable assembly of 

individual layers into heterostructures or 
devices, recent advances have approached 

wafer-scale assembly, ability to control 
relative rotation angle between layers.

Extremely sensitive to source of constituent 
layers, which require other synthesis techniques 

to make, multiple processing steps increase 
chances of inter-layer contaminants

Molecular beam 
epitaxy (MBE)

Deposition takes place at < 
10-8 Torr, Substrate heated 

to increase surface diffusion 
rates.

In-situ characterization, layer-by-layer 
growth modes possible, produces epitaxial 

films, deposition time controls film 
thickness, wafer-scale

Requires epitaxial lattice match between 
substrate and desired material (VDWE is an 
exception), extremely challenging to deposit 

heterostructures or films with multiple 
constituents due to the difference in synthesis 

conditions

Modulated 
elemental reactants 

(MER)

Deposition takes place at < 
10-7 Torr, annealing to self-

assembly  precursors 
typically occurs at T  < ~650 

°C,  

Allows access to metastable compounds 
and heterostructures not accessible via 

other techniques, deposition time controls 
film thickness, wafer-scale

Produces films with turbostratic disorder, high 
grain boundary density 
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