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Formation of Colloidal Chains and Driven Clusters with
Optical Binding.†

Dominique Davenport∗a and Dustin Klecknerb

We study the effects of the optical binding force on wavelength sized colloidal particles free to
move in a counter-propagating beam. This work is motivated by the concept of using optical
binding to direct the assembly of large numbers of colloidal particles; previous work has used small
numbers of particles and/or 1D or 2D restricted geometries. Utilizing a novel experimental scheme,
we describe the general static and dynamic self-organization behaviors for 20–100 particles free to
move in 3-dimensional space. We observe the self-organization of the colloids into large optically
bound structures along with the formation of driven particle clusters. Furthermore we show that
the structure and behavior of these optically bound systems can be tuned using the refractive index
of the particles and properties of the binding light. In particular, we show that the driven behavior
originates from N -body interactions, which has significant implications for future work on optically
bound clusters of more than 2 particles.

1 Introduction
Self-organization is the spontaneous formation of structure via
the interactions of their constituent particles 1. The resulting
structures from a self-organized system can be found in equilib-
rium and non-equilibrium states; the latter provides a pathway
towards active and adaptive matter. While adaptive materials
are common in living systems such as cells, it is possible to ar-
tificially introduce dynamic forces which can externally deliver
energy to a system while mediating self-organization 2. Dynamic
self-organization is relatively new but active field of self-assembly
with the goal of extending our knowledge of equilibrium ther-
modynamics onto living systems. Some examples include the
dynamic assembly of non-biological components including active
colloids 3–5, rotating discs 6,7, and magnetic swimmers 8–10.

Optical binding is a long-range light-induced force which
causes dielectric particles to interact mutually through light-
scattering11. In theory, optical binding can be felt between po-
larizable molecules (∼ 1 nm)12 up to biological cells13 (∼ 5 µm).
In practice, because the force is relatively weak and requires a
strong scattering response, the effects of optical binding are ob-
served most strongly for objects that are on the order of the wave-
length of light in size. Moreover, optical binding can give rise
to non-equilibrium forces because the optical field applied to the
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system is also a constant supply of external momentum which
can contribute to particle motion 14, although this effect has been
largely unexplored in previous experimental work. In principle
optical binding forces can be explained using existing approaches
– forces can be exactly predicted using a multiple scattering calcu-
lations – but nonetheless it remains difficult to predict and explain
the behavior of systems composed of many particles 14.

Numerous past studies have illustrated the complexity of the
optical binding force. Two-particle studies have shown that the
force can contain multiple stable points defined by multiples of
the light wavelength 11,15,16. By increasing the number of par-
ticles, previous experimental and computational studies have
shown the self-organization of 1-dimensional chains 17, static and
drifting 2-dimensional lattices exhibiting stable and quasi-stable
behaviors 18, and observations of bistability 19 and multistability 20

in the equilibrium positions of optically bound particles 21. The
complexity that arises from optical binding in multi-particle sys-
tems can largely be attributed to feedback in the form of inter-
ference with the incoming field through multiple scattering ef-
fects21. One often neglected fact is that optical binding forces are
sensitive to N -body effects, and can not be treated as strictly pair-
wise interactions 22. These N -body interactions can lead to highly
correlated and emergent behaviors but can consequently be dif-
ficult to model. More recent studies have described complex dy-
namical assemblies of metallic and dielectric nanoparticles 23–25.
These studies suggest that highly nonlinear and dynamic interac-
tions can occur for smaller particles, where interactions are highly
pair-wise, because of the complexity of the potential landscapes
generated by optical scattering alone 26. The presence of ther-
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Fig. 1 (a) Experimental setup. The laser beam is split into two paths that are aligned to counter propagate through the colloidal sample. Both
beams are adjusted so that they are totally internally reflected at the bottom surface of the coverslip. The polarization and incident angle of each
beam can be adjusted individually by rotating the 1/2 wave plate in each path.. The camera, electronically tunable lens, and illumination source
are all synchronized to a wave-function generator for the acquisition of 3-dimensional videos. (b) A closer view of the spherical prism and sample
at a relatively accurate scale. Here we can observe how both beams are propagated through the various layers and are aligned such that they are
counter-propagating and focused within the thin glass sample tube. (c) Depth profile of sample cell, we define z-axis as direction along the sample
depth and k̂ as the axis corresponding to the beam propagation axis. The imaging plane is shifted along the ẑ axis by the electronically tunable lens.
(d) Image of HIPs in the optical field. The image is a single slice of a 3-dimensional z-stack of images. From the specific xy-plane, the different
z-positions of the particles are made obvious by the distortion of particles out of focus. In general, we can observe that the particles tend to increase
height as you move along the x-axis. (e) Image of LIPs in the optical field. The image is a single slice of a 3-dimensional z-stack of images. From
the specific xy-plane, the various positions along the z-axis can be seen by the distortion of particles out of focus. In general, it is observed that the
particles tend to increase height as you move along the x-axis.

mal noise in a complex potential landscape can disrupt stability.
Thus, in studying a system which N -body forces may be strong
and potential landscapes complex, we aim to untangle the effects
between the two.

In this manuscript we study optical binding of large numbers of
particles (N > 20) free to move in three-dimensional space. We
assess which features of the assembly can be described by pair-
wise interactions verses features which emerge from higher-order
effects. By comparing strong and weak scatterers, we share new
insights on the relationship between refractive index, scattering
strength, non-conservative forces, and non-linear optical binding.
We present observations of unexpected emergent driven behav-
iors which appear to manifest from the deviation from pairwise
forces. We also use the coupled dipole method (CDM) 27,28, also
known as the discrete dipole approximation (DDA), to explain the
origin of these effects.

2 Experimental Design

2.1 Experimental parameters

There are a number of relevant parameters which can alter how
an object scatters light and consequentially alter the properties
of optical binding interactions. In practice, the most important
quantities are the size parameter, ka, and the relative refractive
index m = np/n0 (where k is the wavenumber of the incident
field in the background medium, a is the particle radius, and
np/n0 is the particle/background medium index of refraction).

Tuning the parameters will not necessarily yield linear re-
sponses, which is why we must be careful about generalizing op-
tical binding behavior. For instance, the size parameter alone can
span three different regimes: the Rayleigh limit, ka � 1, the
ray-optics limit, ka � 1, and the Mie scattering regime, ka ∼ 1,
each of which are separated by drastically different assumptions
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including the relevance of multiple scattering, scattering modes,
and how the strength of the forces scale. Our current study is
focused in the Mie regime.

The relative refractive index, m, affects the scattering strength
of a single particle, and so modulates the importance of multiple-
scattering events 29. We use this study as an opportunity to con-
trast the behaviors of strong and weak scatterers. We perform
a side-by-side analysis of two commonly available colloidal mi-
crospheres which differ in refractive index. We refer to these as
high-index particles (HIPs, m=1.2, made of polystyrene) and low-
index particles (LIPs, m=1.1, made of SiO2).

Unique to field-driven self-organization, direction and geome-
try become particularly important. Because optical scattering is
directional, optical binding is an interaction which breaks sym-
metry along the axis of the field direction. As a result, experi-
mental and numerical studies have often focused on either two
distinct optical binding geometries: lateral 11,14–16,18,30 and longi-
tudinal17,20,31–33 optical binding. Lateral optical binding describes
binding that occurs between particles with a displacement per-
pendicular to the direction of propagation, k̂, while longitudi-
nal optical binding describes binding of particles displaced along
k̂. In the current study, we implement a novel experimental ap-
proach to present the self-organization of many particles free to
interact in all directions. We believe this configuration is particu-
larly illuminating for understanding potential bulk behaviors.

Finally, previous studies have focused on how the stability of
optically bound matter is affected by damping conditions 14,18 sug-
gesting that the low damping can lead to instabilities due to the
systems inability to remove energy. Because we use sub-micron
particles suspended in a fluid, our study is in an over-damped
regime. Our estimated Reynold’s number is on the order of
Re = 10−6 (assuming 500 nm diameter particles in water with a
characteristic velocity of 1 µm/s).

2.2 Optical setup

The experiments are performed on a custom designed inverted
microscope (Fig. 1 (a)). Two Gaussian beams (λ = 532 nm in
vacuum, or 400 nm in solution) are aligned and focused through
the sample tube to generate a counter-propagating crossed po-
larized optical field (w0 = 27.0 ± 0.3 µm). The polarizations of
each of the two beams can be adjusted individually which allows
us to switch between a counter-propagating standing wave and a
crossed polarized configuration. In this specific setup, a portion of
beam power is redirected back towards the laser source which is
removed using an optical isolator placed between the laser head
and the beam splitter. The final focusing of the beam allows us
to further modulate the beam power density. The orientation of
the beam through the sample is at an angle of approximately φg

= 45◦ through the glass layers and φ = 36◦ through the water.
We achieve total-internal reflection at the glass-air interface at
the bottom surface of the coverslip depicted in Fig. 1 (c). The
sample tube depth is 10 ± 1 µm. We collect 3-dimensional video
microscopy data using a combination of a microscope objective
(40X, NA = 0.75) and an electronically tunable lens (ETL). The
scanning of the ETL is synchronized with the imaging camera ac-

quisition to capture 10 volumes per second with 50 frames per
volume. By adjusting the focal length of the ETL, one can adjust
the z-depth of the imaging plane shown in Fig. 1 (c). By driving
the ETL approximately 6 % of its full range, we scan more than
the full 10 µm of the depth of the sample. The signal output to
the ETL is in the form of a periodic sawtooth pattern (driven at
10 Hz) which increases linearly for 70 % of the total period and
quickly decreases linearly for the remaining 30 %. As such, the
first 70 % of the period is used to create the full volume. The 3D
scanning method gave us a spatial resolution of 0.8 µm/pixel in
the z-direction and a time resolution of 10 Hz which was suffi-
cient to reliably locate particles within the volume.

The colloidal particles in the sample exhibit only Brownian mo-
tion until they enter the beam region. Particles that diffuse into
the region remain confined within the Gaussian beam but can
move thermally in all 3-dimensions within the area of confine-
ment. Radiation pressure forces, which can be a strong optical
force in the direction of the field propagation 29, are carefully bal-
anced by the two counter-propagating beams. As nearby colloids
drift into the beam, the density of the particles increase slowly.
While there is no direct control to stop diffusive colloids from
drifting into the beam, the variability in the number of particles
over the entire 2 mins of observation are between 1 and 5 parti-
cles (∼ 3–7 % of total particles).

The light intensity is a parameter which plays a linear role in
the strength of the optical binding force and can be tuned quite
easily. For the current study, we adjust the peak light intensity
of the Gaussian beam up to ∼ 2.5 mW/µm2. For the numeri-
cal simulations we use a reference intensity of I0 = 1 mW/µm2.
Subsequently we define a reference force, F0, which is the total
optical momentum impinging on a single particle in a plane wave
of intensity I0:

F0 =
I0πr

2

c
, (1)

where r is the radius of the particle and c is the speed of light.
The value approximately 650 fN for 500 nm diameter particles.
It is also useful to compare this to thermal excitation. For an or-
der of magnitude estimate of how the thermal activity compares
to the strength of the optical forces in the experiment, we can
convert the thermal energy, kbT , to an equivalent force by in-
cluding a length scale. Given that the optical binding force has
spatial oscillations with the wavelength of the incoming light,
the approximate scale of the equivalent thermal force is given
by FT ∼ kbT/λ ∼ 10 fN.

We performed a numerical analysis to predict suitable light in-
tensity and particle parameters which should allow us to observe
optical binding effects (Fig. 2). By comparing the scaling of opti-
cal forces – including binding – with an estimated force of thermal
excitation, we show that the size parameter is important in deter-
mining the strength of optical binding effects relative to thermal
motion. The particles used in this study have a size parameter of
ka = 4; as can be seen in Fig. 2, a power density of 1 mW/µm2

should ensure that all optical forces are comparable to or larger
than the effective thermal forces.

Potentially more important than the strength of the force is the
nature of the interaction. We note that the optical binding force
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is a combination of second-order gradient and scattering forces.
In Fig. 2, we plot the relative strength of first-order gradient
and scattering forces for HIPs and LIPs to approximate their rel-
ative contributions to the binding force. We show here that the
size parameter, ka, has a strong effect on the relative balance
of scattering and gradient forces, thus we draw a distinction be-
tween recent studies done on dielectric nanoparticles 25. Note
that the optical binding force is computed only for a pair of parti-
cles spaced by 2λ; for larger numbers of closely spaced particles it
can be 1–2 orders of magnitude stronger. We observe for ka = 4

that the HIPs have a strong scattering force response, relative to
the gradient force. Because scattering forces are generally non-
conservative, we expect that it is the stronger presence of scatter-
ing forces in optical binding for the HIPs that give them a more
dynamic self-organization behavior as opposed to the LIPs.

2.3 Sample preparation

Colloidal samples are diluted in water (∼ 0.01 w/v %) and
placed into thin rectangular Borosilicate tubes (100 µm wide
× 10 µm thick × 50 mm long) purchased from VitroCom. We
performed experiments with polystyrene (‘HIPs’, diameter d =
518 ± 10 nm, relative index m = 1.2034,35) and silicon dioxide
(‘LIPs’, diameter d = 518 ± 20 nm, relative index m = 1.1035,36)
purchased from microParticles GmbH. In the experiments, the
number of colloidal particles are in the range of 30-50 for HIP
experiments and 40-100 for the LIP experiments. We found
that LIPs were more readily collected into the beam, resulting
in higher effective particle densities compared to the HIPs even
when the initial density is the same. The tubes allow us to keep a
precise sample depth of 10 ± 1µm. This tube depth is important
for confining particles to a range in the z-direction. The tubes
are coated with index matching fluid and placed in-between a
coverslip and microscope slide. Finally, the coverslip is glued to
the microscope slide, using UV curable Epoxy (Norland Optical
Adhesive NOA61), which seals the tube and index matching fluid.
The samples are fixed onto the Mad City Labs - RM21 microscopy
base allowing for micro-precision movement of the sample in the
x-y plane.

3 Results

3.1 Observations of self-organization behavior

Optical binding effects are immediately apparent between par-
ticles within the beam region. For instance, spatial ordering is
immediately observable within the beam area – effects which can
be enhanced by increasing the light intensity. The most apparent
feature is the generation of multiple chains of particles aligned
along the beam propagation direction (Fig. 1 (c)). Once col-
lected into a chain, particles within the chain can be observed to
move collectively together within the beam region. The density
of particles is large enough to observe the formation of multiple
chains at a time.

Other features of the formed structures arise on further exam-
ination. For instance, the HIPs are found to self-organize into
extended chains which extend along the sample depth–or–small
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Fig. 2 Strength of optical forces for a range of size-parameters (ka).
The optical gradient force (blue) was numerically simulated by placing a
single particle in a node of a standing wave, the optical scattering force
(orange) was numerically simulated by placing a single particle in a prop-
agating plane-wave. The optical binding force was obtained by placing
two particles laterally in a counter-propagating field at a separation of
2λ. The reference force, F0, is also plotted. In all simulations we assume
a light intensity of 1 mW/µm2.

clusters of typically (3-5) particles long. Both HIP structures can
be observed in Fig. 1 (c) and †ESI Movie S1. Unlike the HIPs,
the LIPs tend to form extremely long and close packed chains of
particles (rods) (†ESI Movie S2). Two LIP rods can be observed
in Fig. 1 (d). We note that because the chains extend along the
entire available depth of the sample, that the sample depth plays
a relevant role as a boundary for the system.

3.2 Comparing observations to two-body forces
To understand the dominating interactions which are leading to
the general behavior of both systems, we numerically generated
two-body force maps for the two particle types (Fig. 3 (a,b)). The
force maps were created using a CDM based simulation 27,28 (see
supplementary material for details). Comparing force maps for
HIP (m = 1.2) and LIP (m = 1.1) particles reveals surprisingly
little difference, apart from the overall strength. The strength dif-
ferences can be observed in Fig. 2 by comparing how the optical
forces are generally stronger for HIPs. The strength can be found
to scale approximately like the reflectivity of a dielectric plane,
which scales like ∼ (m− 1)2.

Despite this, the two-body force maps can be used to describe
some of the overall structures observed in the system. The long
range alignment along the beam propagation for the HIPs and
LIPs are qualitatively consistent with the two-body force maps
(Fig. 3), which suggest strong forces can tend to pull particles
onto the axis of propagation (k̂). The k̂ axis, as shown in Fig.
1 (b) is rotated 54◦ from z. For comparison, we approximate
the energy F0λ ∼ 65kbT , thus the HIPs can experience ∼ 20kbT
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Fig. 3 (a,b) Two-body force map of optical binding forces for HIPs and LIPs (ka = 4) placed in counter-propagating crossed-polarized plane wave
(λ = 0.4µm in solution) propagating in the +k̂ = +z′ and −k̂ = −z′ direction. Maps are obtained by placing two particles in a CDM simulation and
calculating the force applied on each particle at various displacements which fill the map space. The forces are provided in a unit-less scale normalized
by the reference force, F0, described by the single scattering force on a single particle of the same size and material. The direction of the arrows
represent the direction of the force, while the size represents the relative strength. The white region at the center of the plots represents the particles,
while the grey region around it is the excluded volume (i.e. particles placed at these separations would overlap). (c) The optical binding force along
the axis of propagation for an extended range for two HIPs. (d) The optical binding force along the axis of propagation for an extended range for
two LIPs. (e-h) 2D pair-correlation functions for HIPs in the x-y plane at various light intensities. (i-l) 2D pair-correlation functions for LIPs in the
x-y plane at various light intensities. The color bar in the pair-correlation functions gives the 2D probability density of the particles, and has units of
µm−2.

of energy keeping them aligned in the k̂ axis in the beam at 1
mW/µm2. The LIPs experience ∼ 5kbT at 1 mW/µm2.

The HIPs force-map shows a repulsive force between particles
that are aligned along the field propagation (Fig. 3 (a)). This
fits with the observation of HIPs forming extended particle chains
(Fig. 1 (c)), rather than tightly packing. What the force-map
fails to predict for the HIPs are the presence of the smaller tightly
packed HIP clusters also found in the experiment. While it is ex-
pected that we observe structures that cannot be predicted from
two-body optical binding interactions, here we observe an emer-

gence of a force which is not only strongly contributing, but can
act in the opposite direction of the two-body force. For the HIPs,
the two-body force is repulsive along the k̂ axis but we observe ex-
perimentally an unexpected close-range attractive force suddenly
drives particles together into small clusters.

3.3 Pair-correlation function

To map the time-averaged structure created by optical binding
forces, we compute a 2D pair correlation function (2D PCF).
Given all the 2D particle positions, ~ri, we can compute all relative
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Fig. 4 (a) Distribution of relative VMSD values over 2 min duration for
various intensities. For the high light intensity case (2.3 mW/µm2) we
share a comparative distribution of VMSD values for the same system in
a counter-propagating standing wave. (b) The average relative VMSD
value over 2 minutes for various light intensities. The shaded regions
represent the standard deviation in the relative VMSD values. Values
over the dotted line represent the average motion of the particles greater
than what would be observed when the optical binding light is turned
off (i.e. purely Brownian motion). (g) Distribution of relative VMSD
values over 2 min duration for various light intensities. For the higher
light intensity case (2.3 mW/µm2) we share a comparative distribution
of VMSD values for the same system in a counter-propagating standing
wave. (h) The average relative VMSD value over 2 minutes for various
light intensities. The shaded regions represent the standard deviation
in the relative VMSD values. Values over the dotted line represent the
average motion of the particles greater than what would be observed in
a purely diffusive system.

displacements ~∆ij = ri − rj 6=i; the 2D pair correlation function
is then the histogram of these displacements, averaged over all
frames in the data set and normalized by the bin size (so that
the result is expressed as a 2D density). The form of the pair-
correlation function also gives an approximation for an effective
potential through which the particles interact. We collected the
data for the pair-correlation function by recording the positions
of colloidal particles all located within the same weakly focused
beam of light. The beam is fixed at a constant light intensity for
a duration of 2 mins during which we collected 3-dimensional
imaging data. 3-dimensional volumes were used to locate par-
ticles over the entire 10 µm in depth. However, as the optical
configuration results in poor resolution in z, we summed over the
z-axis to generate the 2-dimensional plots. As such, the k̂ axis
is projected along the x-axis. The particles were located using
the trackpy implementation of Crocker and Grier 37,38. While the
particle speeds and dense particle clustering made it challeng-
ing to track particles through time, we found that the algorithms
were quite efficient at locating particles within a frame. We found
relatively low fluctuations in the total number of particles from

frame to frame suggesting that the particle locating algorithms
were performing consistently. Inter-particle displacements were
determined by particle locations given for each time-step, thus
the frequencies of each displacement over the entire run were
available.

The 2D pair-correlation function (PCF) for the HIPs suggest an
increase in spatial order with the increase in light intensity Fig.
3 (e-h). The form of the PCF shows the dominating feature that
the HIPs tend to align along the beam propagation. At higher
light intensities, I > 1 mW/µm2, multiple lines off-axis begin
to appear. This not only suggests that particles are interacting
to form long range structures, but that there are optical binding
interactions occurring in multiple directions within the field. For
example, at high powers there is clear evidence of preferred inter-
chain transverse spacing of ∼ 1 µm. This can be explained by the
computed pairwise force diagrams, which have a converging force
in the y direction at these separations. The two-body force maps
(Fig. 3 (a-b)) can be used to help explain the multiple off-axis
lines that appear in the PCF at higher light intensities, as we can
observe multiple off-axis lines in which the force arrows converge.

The 2D PCF for the LIPs are very consistent with the observa-
tion that the particles collapse into tightly bound rods (Fig. 3
(i-l)). One feature that becomes prominent are secondary off-axis
lines at higher light intensities. The secondary lines are evidence
of multiple rods interacting to form a long-range regular spacing
over time.

3.4 Volume Mean Squared Difference (VMSD)

We use the mean squared displacement of particles to determine
their dynamic behavior. Due to high-density particle clustering
and the high velocities of clusters evidenced in Fig. 5, it is dif-
ficult to reliably track individual particles through time. This
is especially true for close-packed clusters, which – as we shall
show later – appear to drive motion in the HIPs. Instead of at-
tempting to directly track the particles in time, we use a proxy for
the mean squared displacement by obtaining the mean squared
difference between two subsequent image volumes. We found
that the volume mean squared difference (VMSD) between subse-
quent frames gives us more consistent measures of motion while
remaining highly correlated with the true mean squared displace-
ment (details of the method are described in the supplementary
material). The VMSD, ∆, is given by:

∆(t) =
1

Np(t)

volume∑
i,j,k

(pi,j,k,t − pi,j,k,t−dt)
2 −∆0

 (2)

where pi,j,k,t is the pixel value at a given location and time,
dt = 0.1 is the time between frames, and ∆0 is the background
VMSD caused primarily by camera noise, and is computed for
when there are no moving particles in the frame.

As shown in the supplemental materials, ∆ is proportional to
the squared particle displacement provided the particles average
motion between frames is smaller to or comparable the particle
size. In practice, we normalize this value relative to one obtained
by turning the optical binding laser off, in which case the particles
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Fig. 5 (a-c) Three snapshots of the optically bound HIPs over a 0.2 s
duration. Two clusters are circled: (red) cluster of 5 particles ballistically
moving (>80 µm/s) through the sample and (blue) isolated cluster of 4
particles remaining relatively still.

experience only Brownian motion.
The distribution average particle motion for the HIPs is pro-

vided in Fig. 4 (a). At lower light intensities, we find narrow
distributions of the average particle motion and average values
lower than what is found in a Brownian system, reflecting the fact
that the particles are being confined by the optical binding forces.
At higher light intensities, we find that the distributions shift to
higher average values and the size of the fluctuations are greater,
indicating the presence of a non-conservative driving force.

Surprisingly, comparing the pair-correlation function to the
VMSD values suggests that the average motion is increasing even
as the particles are becoming more ordered. This would not be
expected for a conservative pair-wise force; in this case ordering
will result in weaker fluctuations. We do indeed observe this for
lower power levels (<0.4 mW/µm2). Above these power levels,
the increasing motion suggests that we are forming collections
of particles which experience additional non-conservative forces
from the optical field.

We found that the behavior can be altered by aligning the po-
larizations of the counter-propagating beams to generate a stand-
ing wave pattern. In this configuration, the optical binding area
includes multiple planes of high light intensity perpendicular the
the propagation axis and separated by λ/2. While the overall av-
erage motion is suppressed in the standing wave, the system is
still observed to fluctuate strongly between low average motion
(∼ 0.5 × Brownian motion) and high average motion (∼ 2.5 ×
Brownian motion). At the same light intensities to the previous
configuration, the standing wave had the effect of dramatically
suppressing the overall motion (†ESI Movie 3).

Using the same range of intensities, the same analysis was done
for the LIP system (Fig. 4 (b,d)). At lower light intensities, we
find narrow distributions of the average particle motion and mean
values lower than what is found in a Brownian system. At higher
light intensities, the average values do not exceed what is found
in the Brownian system; however the distributions are far less
Gaussian. The distribution suggests that the average motion is
low with occasional rare events that lead to high motion. The
LIPs in the standing wave do not show significant differences than
particles in the cross-polarized counter-propagating beam.

Comparing the dynamic behavior between the HIPs and LIPs,
there are clear differences between the two systems. The optical
binding force when increased is shown to significantly increase
the average kinetic energy of the system of HIPs. This implies that
optical binding is a source of non-conservative motion that is es-
pecially present in the HIP case. We believe that non-conservative
second-order scattering forces, expected to be stronger for the
HIPs, is contributing to the higher overall motion. The LIPS are
instead dominated by second-order gradient forces thus pack into
the rod structures until density limitations require the formation
of new rods. Where the standing-wave generates first-order gradi-
ent forces which compete with the second-order scattering forces
to suppress the overall motion, the same standing-wave does not
show much of an effect on the LIPs which are already dominated
by gradient forces.

3.5 Pair-correlation function difference

We see clear dynamic differences between the HIPs and LIPs; in
particular, the HIPs are observed to experience higher average ki-
netic motion at high powers and a wider range of fluctuations of
that behavior. In each case, we can use the fact that the kinetic
motion does fluctuate to subset the data into high motion frames
and low motion frames. Doing so gives us a method to compare
particle configurations which may be correlated with driving in-
stability in the system. To do so, we sort frames from a single
video by the VMSD value which represents the average kinetic
motion. We can use each subset of frames to generate PCFs for
the top 30% and the bottom 30% VMSD values. Because of the
wide distribution of VMSD values, we focus on particles in a high
powered (2.3 mW/µm2) standing wave.

Comparing the PCFs for the high VMSD frames (Fig. 6 (a))
versus the low VMSD frames (Fig. 6 (b)) for the HIPs shows sub-
tle differences. Primarily, we find more defined features for the
low VMSD PCF. This suggest that the system fluctuates between
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Fig. 6 (a) HIP PCF for frames with higher (top 30%) VMSD values. (b) HIP PCF for frames with lower (bottom 30%) VMSD values. (c) The
difference between the high VMSD and low VMSD pair-correlation functions for HIPs. (d) LIP PCF for frames with higher (top 30%) VMSD values.
(e) LIP PCF for frames with lower (bottom 30%) VMSD values. (f) The difference between the high VMSD and low VMSD pair-correlation functions
for LIPs. Displacements found more often in the higher VMSD frames are positive (blue) while displacements found more often in the lower VMSD
frames are negative (red). The PCFs are normalized by dividing the 2D particle density by the number of particles.

slower moving ordered states to faster moving disordered states.
Indeed, we observe sudden collapses and regeneration into order
states in these optically bound systems.

Secondly, we observe that there is a higher distribution of par-
ticles in close proximity for the faster moving system. We illumi-
nate this subtle difference by subtracting the low VMSD PCF from
the high VMSD PCF shown in Fig. 6 (c). We propose that mul-
tiple scattering effects which are stronger when particles are at
close-range could be driving the collapse of stability and increase
in average kinetic motion of this system.

For the LIPs, we find that the high VMSD PCF (Fig. 6 (d)) ver-
sus the low VMSD PCF (Fig. 6 (e)) are both structurally similar.
Not until taking the difference between the two as shown in Fig. 6
(f), do we see that there are subtle differences. For the low VMSD
PCF, we observe that particles tend to be distributed among mul-
tiple lines: a single line that passes the origin and multiple off-axis
lines. These lines are evidence of the self-organization into mul-
tiple rods. The center line represent displacements between par-
ticles that belong to the same rod and the off-axis lines represent
displacements between particles that are located in neighboring
rods. Interestingly, the differences between the high and low PCFs

suggest that inter-rod distance may play a role in the average ki-
netic motion of this system. For instance, one can observe in Fig.
6 (f) that the the first off-axis line is closer to the center line for
the higher VMSD frames.

Comparing the HIPs and the LIPs is useful for understanding
how multiple scattering is effecting these systems at different
scales. For the HIPs, where scattering is much stronger, we find
that the presence of small clusters are generally correlated with
higher kinetic motion and less structural order of the overall sys-
tem. We propose that HIP clusters can be treated as an emergent
species which can alter the system dynamics. On the other hand,
the LIPs can generate much larger stable structures before the
system fluctuates dynamically.

3.6 Pathway to cluster formation

The two-body force maps cannot describe how a cluster or rod
forms; in fact, the two-body force maps suggest a weak repul-
sive force among particles that are aligned along the beam prop-
agation. As a result, we believe the cluster formation can only
be explained by considering a complete N -body force which we
compute using the CDM.
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Fig. 7 (a,b) 1-dimensional simulation of forces on particle chains. Particles are placed into a equidistant configuration aligned with the beam axis of
propagation (k̂ = ẑ’) with inter-particle distance, z′s. At each inter-particle spacing, the total outward force is calculated. A positive force represents
a net-force pushing particles away from each other while a negative force represents a net-force in which particles are attracted. We performed the
simulation for (a) HIPs (m=1.2, ka = 4) and (b) LIPs (m=1.1, ka = 4) for various cluster sizes (N) (c,d) 1-dimensional simulation of forces between
clusters and neighboring particles. A cluster of N touching spheres is aligned along the axis of propagation with a single particle and the absolute sum
over the absolute difference of force on the cluster and the force on the particle are plotted for various particle-cluster spacings, z′p. Simulations were
performed for (c) HIP (m = 1.2, ka = 4) and (d) LIP (m = 1.1, ka = 4) particles.

We find numerically that when the separation between aligned
particles is sufficiently large (& 0.25µm) the total force is always
repulsive for HIP chains and increases in strength with the num-
ber of particles (Fig. 7 (a)). This suggests that a chain of par-
ticles aligned along the propagation axis should remain spread
apart. This is consistent with some of the structures found in the
experiment: the lower density HIP chains are often found extend-
ing from the lower to upper boundary of the sample. The strong
repulsion at long range could also act as a barrier to cluster for-
mation at very high light intensity and low particle density. The
trend is similar for LIP chains µm (Fig. 7 (b)).

At smaller distances, we observe a decrease in repulsive
strength for all HIP chains. For HIP chains of more than 3 par-
ticles, we observe an overall change in sign of the force (Fig. 7
(a)). This result suggests that the two-body repulsive force (Fig.
3 (a)) dominates as long as the particles are far away; however,
when many HIPs become in close range, N -body forces are strong
enough to overcome two-body repulsion and switch the sign of
the force entirely.

The same analysis of the LIP chains of particles shows a similar
reduction of the repulsive force at shorter distances; however, an
attractive force does not appear until the number of particles ex-
ceedsN = 14 (Fig. 7 (b)). The initial reduction of the force, even
at small N , is indicative of the presence of non-pairwise forces;
however the effects are clearly weaker in comparison to the HIPs.

The numerical results provide a potential pathway to the previ-
ously unexpected formation of clusters. The results also highlight
the unique nature of the N -body optical binding forces. These ef-

fects are shown to be comparatively much stronger for the HIPs.
This supports the hypothesis that a major factor driving the differ-
ences in behavior between the HIP and LIP systems is a stronger
presence of N -body forces due to the higher scattering strength
of HIPs.

3.7 Non-conservative forces on clusters

We simulated the effects of a particle cluster as it grows in size and
interacts with neighboring particles. We simulate a simplified
configuration of N-particle closed packed cluster in line with a
single lone particle at varying distance. We then compute the total
force on the clustered particles, Fc, as well as the force on the lone
particle, Fp. To compare the relative presence of conservative and
non-conservative forces, we use the following quantity:

γ =
|Fc + Fp|
|Fc − Fp|

(3)

If the forces are equal and opposite – indicating a conservative
interaction – we will obtain γ = 0. In contrast, if the system
is equal but in the same direction, this would be indicative of a
system which would be driven (γ →∞).

Observing γ for the interaction between the HIP cluster and
particle, we find that the value increases exponentially as the
cluster size increases from 2-6 particles (Fig. 7 (c)). At γ > 1

the force between the cluster and the particle are in the same
direction, while for γ � 1 the forces are highly non-conservative.

For HIPs, there are configurations which could lead to uni-
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directional interactions first appearing for clusters of size 4. For
clusters of sizes > 5 particles, γ > 1 at long ranges. This result is
in good agreement with our observations of driven HIP clusters.
At certain cluster sizes, non-conservative forces appear to allow
clusters of particles to propel in an otherwise symmetric initial
field. Despite the particles being identical in the simulation, the
cluster-particle interaction adds an asymmetry which can drive
the system into unidirectional motion in some cases. Here we
study a limited set of configurations due to their common ob-
servable presence in the experimental data; however, we expect
there are a number of alternative configurations that can also
exhibit highly propelled motion. We expect that these strongly
non-conservative interactions are cause for the increased average
motion in the high light intensity binding experiments (Fig. 4
(a,b)).

For a similar set of cluster sizes in the LIP case, we find γ < 0.1

regardless of cluster size (Fig. 7 (d)). Indeed, we observed in
the experiments that LIPs can build themselves into extremely
long rods without exhibiting strongly non-conservative responses
at small cluster sizes, as we found for the HIPs. It is likely that
non-conservative forces won’t have a strong presence for LIPs un-
til they’ve assembled into elongated rods for which we do observe
fluctuations in the VMSD values.

4 Conclusion
Optical binding of many particles in 3D gives rise to complex
behavior that can not be predicted from two-body interactions
alone. A simplified view of the interaction does, however, pre-
dict some features of the resulting structures: in particular the
formation of extended chains of particles along the axis of light
propagation. However, comparing low to high index particles –
whose two-body interaction is nearly identical apart from overall
strength – already demonstrates differences that must arise from
N -body interactions. Our results stress how the relative strength
of gradient and scattering forces play a role in these systems. For
instance, ka � 1 particles have been shown to experience inter-
esting conservative interactions on complex potential landscapes;
however exploring larger ka affords the capability of controlling
non-negligible contributions of non-conservative binding forces.
It is at this size regime that we are able to find considerable dif-
ferences between the LIPs and HIPs. In particular, the lower in-
dex particles form close packed (or nearly closed packed) chains,
while the higher index particles are aligned with the beam, but
usually spaced out by several particle diameters. More strikingly,
the dynamic behavior of these particles demonstrates effects that
can only be explained by considering non-conservative N -body
interactions. This is most dramatically demonstrated by the tem-
porary formation of close-packed clusters of 4-5 high index parti-
cles, which appear to drive an instability of the system as a whole.

Our results suggest that although optical binding can be used to
guide the self-organization of colloidal particles, the effects of N -
body forces are critical for the assembly of many-particle systems
when their scattering strength is sufficiently strong. Notably, this
is distinct from nano-particle assembly with optical binding, in
which pairwise forces are generally a good approximation 23. Po-
tentially, this more complex force landscape offer new possibil-

ities: with proper system design these forces could be used to
promote or evade specific configurations or produce driven ar-
rangements with dynamic behavior. Unfortunately, predicting
the behavior of large scale optically bound systems remains a dif-
ficult task without a quick and accurate method of computing the
forces for a fully coupled N -body system. Efforts on this front
can be aided by further experimentation which can validate as-
sumptions regarding N -body and non-conservative effects over a
larger parameter space than the current study.
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