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Magnetic anisotropy of two tetrahedral Co(II)-halide complexes 
with triphenylphosphine ligands
Wei Lv,a Hui-Hui Cui,a Lei Chen,b Yi-Quan Zhang,*c Xue-Tai Chen,*a Zhenxing Wang,*d Zhong-Wen 
Ouyangd and Zi-Ling Xuee

Recently, the choice of ligand and geometric control of mononuclear complexes, which can affect the relaxation pathways 
and blocking temperature, have received wide attention in the field of single ion-magnets (SIMs). To find out the influence 
of the cooordination environment on SIMs, two four-coordinate mononuclear Co(II) complexes [NEt4][Co(PPh3)X3] (X = Cl-, 
1; Br-, 2) have been synthesized and studied by X-ray single crystallography, magnetic measurement, high-frequency and -
field EPR (HF-EPR) spectroscopy and theoretical calculations. Both complexes are in a cubic space group Pa  (No. 205), 3

containing a slightly distorted tetrahedral moiety with crystallographically-imposed C3v symmetry through the [Co(PPh3)X3]- 
anion. The direct-current (dc) magnetic data and HF-EPR spectroscopy indicated the anisotropic S = 3/2 spin ground states 
of the Co(II) ions with the easy-plane anisotropy for 1 and 2. Ab initio calculations were performed to confirm the positive 
magnetic anisotropies of 1 and 2. Frequency- and temperature-dependent alternating-current (ac) magnetic susceptibility 
measurements revealed slow magnetic relaxation for 1 and 2 at an applied dc field. Finally, the magnetic properties of 1 and 
2 were compared to other Co(II) complexes with [CoAB3] moiety.

Introduction

Single-molecule magnets (SMMs)1, 2 have been a hot topic in the area 
of molecular magnetism due to their potential applications in 
molecular spintronics, ultra-dense information storage and quantum 
computing.3-5 Extensive studies have been performed on the SMMs 
based on polynuclear transition metal clusters with a large spin (S) 
ground state. The effective energy barrier Ueff is determined by the 
axial zero-field splitting (ZFS) parameter D and the spin of the ground 
state (S) via Ueff = |D|S2 for the molecules with integer spin ground 
state and Ueff = |D|(S2 – 1/4) for those with half-integer spin ground 
state. Importantly, it has been proved difficult to enlarge the energy 
barrier by only increasing the spin of the ground state in polynuclear 
complexes of transition metals since the D value typically decreases 
with increasing the value of S.6 Thus, recent efforts have been 
devoted to those SMMs containing one paramagnetic lanthanide7, 8 

or transition-metal ion,9-11 which are termed single-ion magnets 
(SIMs). The priority in the current SIM studies is to create the 
conditions for the unique metal ion to manifest the high magnetic 
anisotropy. The SIMs are the simplest systems in which magnetic 
anisotropy and magnetic dynamics can be fine-tuned via the 
variation of the ligand field around the metal centre. 

To date, a large number of SIMs based on the first-row 
transition metal complexes have been reported.9-11 The anisotropic 
Co(II) complexes have been heavily studied with the results of 
various Co(II)-based SIMs with different coordination geometries and 
environments,12-19 among which the four-coordinate Co-SIMs are of 
particular interest. Most of the reported four-coordinate Co(II)-SIMs 
usually contain a mixed donor set from N, P, As, O, S, Se and/or 
halides with the coordination moieties such as [CoN2N’2],20,21 
[CoNN’3],17,22,23 [CoN2O2],24-26 [CoN2S2],27 [CoL2X2] (L2 = N2,28, 29 P2,30-37 
O2,38 S2,39, 33 C2,41 X = halide), [CoN3X],42 and [CoNX3].43 The other 
family includes a smaller number of homoleptic SIMs containing a 
CoX4 unit (X = O,44 S,44,45 Se,44 Te,46 N,47 Cl48) with four identical 
donors.

It is known that the coordination environment plays a key role 
in determining the magnetic anisotropy. However, it has been 
proved difficult to predict the magnetic anisotropy. But people never 
stop trying to find out the factors involved such as the coordination 
number, ligand and electronic structures of paramagnetic centers.17 
During the period of our research on four-coordination Co(II)–SIMs, 
we noticed that Co(II)-SIMs with the [CoAB3] moiety usually have 
nitrogen-containing ligands such as [CoNN’3],17,22,23 [CoN3X],42 and 
[CoNX3].43 Furthermore, they exhibit two coordination geometries, 
distorted tetrahedron for [CoN3X],42 and [CoNX3]43 and trigonal 
monopyramid for [CoNN’3]17,22,23 (Table S1, ESI). The four-coordinate 
Co(II)-SIMs with phosphorus ligands have been relatively less 
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studied. Only those with the [CoP2X2] core are known,30-37 which are 
summarized in Table S2, ESI). Thus, we have synthesized two Co(II) 
complexes with the [CoPX3]- (X = halide) moiety, in which the Co(II) 
centre is coordinated with one triphenylphosphine and three 
halogen ligands. To our knowledge, such complexes have not been 
studied as SIM candidates. Here, we present the synthesis and 
structures of tetrahedral Co(II) complexes [NEt4][Co(PPh3)X3] (X = Cl-

, 1 and Br-, 2). By analysing the direct-current (dc) magnetic data, 1 
and 2 exhibit easy-plane magnetic anisotropy with the D values of 
+42.8(7) and +41.2(9) cm-1, respectively. The easy-plane anisotropic 
nature has been confirmed by high-field and high-frequency electron 
paramagnetic resonance (HF-EPR) spectroscopy and theoretical 
calculations. Alternating-current (ac) magnetic susceptibility 
measurements demonstrated the field-induced slow magnetization 
relaxation in 1 and 2. 

Experimental
Synthesis and general characterization
All solvents and other chemicals were commercially available and 
used without further purification. Elemental analyses were 
performed on an Elementar Vario ELIII elemental analyser. Powder 
X-ray diffraction (PXRD) patterns were recorded on a Bruker D8 
ADVANCE X-ray powder diffractometer with a Cu Kα X-ray source (λ 
= 1.54056 Å) operated at 40 kV and 40 mA.

Synthesis of complexes 1 and 2
  Complexes 1 and  2 were prepared according to the modified 

procedure.49 
(Et4N)[Co(PPh3)Cl3] (1). Tetraethylammonium chloride (5.0 mmol, 

0.83 g) and triphenylphosphine (5.0 mmol, 1.31 g) were dissolved in 
20 mL of newly purchased or freshly distilled n-butanol. The mixture 
was stirred and heated until the solution was clear. The solution of 
CoCl2∙6H2O (5.0 mmol, 1.19 g) in 25 mL of n-butanol was added to 
the above solution and boiled for 30 minutes. Then, the reaction 
mixture was cooled slowly to room temperature to give a cyan 
precipitate. The precipitate was extracted into 20 mL of CH3CN and 
filtered to yield a cyan solution. The blue crystals suitable for X-ray 
single-crystal structure determination were obtained by the slow 
diffusion of the vapour of diethyl ether into the acetonitrile solution 
with a yield of 67% based on Co. Anal. calc. for C26H35Cl3CoNP: C, 
55.98; H, 6.32; N, 2.51. Found: C, 56.35; H, 6.37; N, 2.55.

 (Et4N)[Co(PPh3)Br3] (2). Co(NO3)2∙6H2O (5 mmol, 1.46 g) and KBr 
(10 mmol, 1.19 g) were dissolved in 25 mL of newly purchased or 
freshly distilled n-butanol. The solution was boiled and stirred under 
120 oC for 3 h. Then the resulting white solid was removed to give a 
purple filtrate after the mixture was cooled to room temperature. 
The filtrate was added to the solution of tetraethylammonium 
bromide (5.0 mmol, 1.04 g) and triphenylphosphine (5.0 mmol, 1.31 
g) in 20 mL of n-butanol. The mixture was stirred overnight to give a 
microcrystalline solid. The precipitate was filtrated and dissolved in 
40 mL of CH3CN. The cyan block crystals were obtained by 
evaporation under N2 for one week, in a yield of 71% based on Co. 
Anal. Calc. for C26H35Br3CoNP: C, 45.18; H, 5.10; N, 2.03. Found: C, 
45.54; H, 5.21; N, 2.06.

X-ray single-crystal structure determination

Single-crystal X-ray crystallographic data for 1 and 2 were collected 
by using a Bruker APEX DUO diffractometer at 296 K with a CCD area 
detector (Mo Kα radiation, λ = 0.71073 Å).50 The APEXII program was 
used for collecting frames of data and determining the unit cell 
parameters. The data were integrated with SAINT program51 and 
corrected for Lorentz factor and polarization effects. The absorption 
corrections were applied using SADABS.52 The molecular structures 
were solved and completed via full-matrix least-squares procedure 
SHELXL (version 2018/3).53 The Co atom was determined first using 
the difference Fourier maps and then the other non-hydrogen atoms 
were subsequently identified. All non-hydrogen atoms were refined 
anisotropically and hydrogen atoms were set and generated as riding 
on the corresponding non-hydrogen atoms.

Magnetic measurements
Magnetic measurements were performed using a vibrating sample 
magnetometer (VSM) of Quantum Design MPMS SQUID-VSM 
system. Variable-temperature dc susceptibility data of 1 and 2 were 
collected under a field of 0.10 T in the range of 2.0-300 K. The field-
dependent magnetizations were measured in the range of 1-7 T at 
1.8 K, 3.0 K and 5.0 K. Alternating-current (ac) susceptibility 
measurements were carried out on vibrating sample magnetometer 
(VSM) of Quantum Design PPMS system with an oscillating ac field of 
1200 Oe for 1 and 1500 Oe for 2, respectively, at frequencies ranging 
from 10 to 10000 Hz. All magnetic susceptibilities data were 
corrected for the diamagnetic contributions of the sample holder as 
well as for diamagnetism of the sample using Pascal’s constants.54

HF-EPR measurements
HF-EPR spectra were recorded on a locally developed spectrometer 
with a pulse magnetic field at the Wuhan National High Magnetic 
Field Center, China.55,56 The microwaves of the transmission-type 
instrument are propagated by over-sized cylindrical light pipes. The 
samples were measured with KBr and pressed into pellets to 
minimize the effect of field-induced torquing.

Results and discussion

Crystal structural descriptions
The crystal structure of 1, which was prepared by a different 

method, was determined at room temperature by Li et al.57 We re-
determined the structure of 1 along with 2 for comparison.  As 
illustrated in Table S3 (ESI), both complexes 1 and 2 crystallize in the 
cubic space group Pa  (No. 205) with eight molecules in the unit cell. 3
SMMs with cubic symmetry are rare. Both complexes adopt a 
distorted tetrahedral coordination geometry surrounding the Co 
center, each of which is ligated by a PPh3 ligand and three halogen 
anions X (X = Cl- for 1 and Br- for 2). The overall one negative charge 
is neutralized by a Et4N+ cation.
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(a)                                                                    (b)

Fig. 1 Structures of the anions in 1 and 2. Red, yellow, green, orange and gray spheres 

represent Co, P, Cl, Br and C atoms. H atoms are omitted for clarity.  

The selected bond lengths and bond angels are listed in Table 
S4 (ESI). The Co-P bond lengths are similar in 1 (2.3763(16) Å) and 2 
(2.373(3) Å). The Co-Cl bond length of 1 (2.2508(12) Å) is shorter than 
the Co-Br bond length of 2 (2.3827(10) Å) due to the different radii 
of these two halide anions. The X-Co-X angles (114.11(4)°) and the P-
Co-X angles (104.30(5)°) in 1 are also similar to the corresponding 
values in complex 2 (113.39(4)° and 105.19(5)°, respectively). These 
bond angles deviate from the ideal angle of 109.5° for a perfect 
tetrahedron. These bond parameters of 1 and 2 are comparable to 
those reported for the Co(II) complexes with [CoPX3] (X = Cl, Br) 
moiety.58-64

There is a C3 axis going through the Co-P bond in the anions of 
molecules of 1 and 2, in which the [CoPX3]- moiety possesses 
crystallographically imposed C3v symmetry. The continuous shape 
measure (CShM) analyses with Shape 2.165,66 have been performed 
to evaluate the degree of deviation with respect to an ideal 
tetrahedron. The deviation values are 0.177 and 0.199 for 1 and 2 
(Table S4), respectively, as a result of the deviation from the ideal 
tetrahedron.

The closest intermolecular Co∙∙∙Co distances are 9.02(3) Å for 1 
and 9.18(2) Å for 2. No other interaction including hydrogen bond 
was observed, except for van der Waals interactions in the crystal 
lattice of both complexes. The crystal packing of 1 and 2 are shown 
in Fig. S3 and S4 (ESI). 

Static magnetic properties 
The static magnetic properties of 1 and 2 were studied by dc 

magnetic measurements on polycrystalline powders of 1 and 2 at an 
applied dc field of 0.1 T between 2.0 K and 300 K (Fig. 2). The room 
temperature magnetic susceptibility-temperature products, χMT, are 
2.50 and 2.46 cm3 K mol-1 for 1 and 2, respectively, corresponding to 
the value for an S = 3/2 ion with g = 2.31 and 2.29. These observed 
χMT products are much higher than the spin-only value of 1.875 cm3 
mol-1 K expected for an S = 3/2 system (g = 2.0), indicating a sizable 
contribution of orbital angular momentum. 1 and 2 exhibit similar 
trends in the χMT-T plots. Upon cooling, the χMT products for both 1 
and 2 decrease gradually to about 75 K, after which they decrease 
rapidly to the minimum values of 1.43 cm3 K mol-1 and 1.46 cm3 mol-1 
K at 2 K, respectively. The sudden drop in the χMT value below 75 K 
suggests the presence of a strong magnetic anisotropy rather than 
the intermolecular interaction considering the long distance 
between the Co(II) ions. 

(a)

(b)

Fig. 2 Variable-temperature dc susceptibility data of 1 (a) and 2 (b) under 0.10 T applied 

dc field. Inset: field dependence of the magnetization below 5 K for 1. Solid lines are the 

fits to the data with program PHI.67 

The field-dependent magnetizations were collected at applied 
magnetic fields in a range of 1-7 T below 5 K (inset, Fig. 2). The 
magnetization values are 2.18 NB and 2.50 NB for 1 and 2 at 7 T, 
without reaching saturation. The lack of saturation agrees with the 
presence of significant magnetic anisotropy.

The static magnetic data of four-coordinate Co(II) complexes 
are usually modeled by the effective spin-Hamiltonian based on the 
assumption that the zero-field splitting (ZFS) parameters, axial D and 
rhombic E, can be used to present their magnetic anisotropy. Our 
theoretical calculations have showed that the anisotropies of 1-2 can 
indeed be depicted by zero-field splitting parameters D and E (vide 
infra). Therefore, both χMT versus T and M versus H curves were fit 
simultaneously with the following spin Hamiltonian (eqn. 1) 
employing the PHI program67,

  (1)𝐻 = 𝐷(𝑆𝑧
2

― 𝑆(𝑆 + 1)/3) +𝐸(𝑆𝑥
2 ― 𝑆𝑦

2) + 𝜇𝐵𝑔𝑆𝐵

where μB is the Bohr magneton, g is a tensor, B is the magnetic field 
vector. Because of the crystallographically imposed C3v symmetry of 
these two anions, the rhombic term in eqn. 1 is zero. Thus E was fixed 
as zero and gx = gy in the fitting. Three parameters were employed in 
the fitting of magnetic data, resulting in a positive D value but gz > 
gx(gy).  Such unreasonable parameters might be due to the high 
number of the fitting parameters. Therefore, due to the agreement 
between the calculated magnetic susceptibilities curve by NEVPT2 
method and the experimental curve (vide infra, Fig. S15, ESI), the 
calculated g values were employed as the value for the fitting. Thus, 
we fix gx = gy = 2.236, gz = 2.103, and only D was varied to 
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simultaneously fit the data.67 The fitting gave D value of  +42.8(7) cm-

1 with an acceptance agreement between the experimental data and 
the fitting curve except some deviations in the 10-40 K range (Fig. 2). 
Similar analysis of the magnetic data of 2 gave D = +41.2(9) cm-1. The 
positive sign of D values was further confirmed by the fact that the 
fitting could not give the reasonable agreement when the D value 
was set as negative. These results indicate the significant easy-plane 
anisotropy for 1 and 2. In order to check the accuracy of the set of 
fitted values, the survey feature of the PHI code67 was employed. The 
resulting survey plots are shown in Figs. S5-S6, in which the fitting 
values are clearly located in a narrow region of residue minimums.

HFEPR spectroscopy
High-field and -frequency electron paramagnetic resonance 

(HFEPR) spectra were recorded on the polycrystalline samples of 1 
and 2 at different frequencies in order to confirm the positive nature 
of D parameters.

There are two features observed in the spectra of 1 at the 
frequency from 60 to 420 GHz at 2 K. A typical spectrum at 60 GHz is 
shown in Fig. 3a, in agreement with the axial symmetry of 1 and 2.  A 
2D resonating field versus frequency curve was established based on 
these spectra, in which the observed experimental points are located 
in two straight lines. These experimental observations indicated that 
only intra-Kramers transitions within the lowest doublet MS = 1/2 
with MS = 1 were observed due to the large zero-field splitting. 
The absence of inter-Kramers transition(s) in the high-frequency and 
-field conditions between the ±3/2 and ±1/2 doublets puts a lower 
limit on 2|D| > 14 cm–1. Because of the positive and large D value, 
only the Kramers doublet is populated at 2 K. These HFEPR spectra 
can be interpreted as an effective spin doublet (Seff = 1/2) with 
strongly anisotropic geff factor. The effective g values [gxeff = gyeff = 
4.40, gzeff = 2.04] are in accord with a positive sign of D parameter for 
a spin 3/2 system.

A 2D resonating field versus frequency curve was fit by the spin-
Hamiltonian as shown in eqn (1) via the Spin program.68 Given the 
magnitude of D from the fitting of the dc magnetic data (D = 42.8 
cm-1, E = 0 cm-1), the simulations were conducted assuming an axial 
g-tensor (gx = gy), yielding the parameters gx = gy = 2.30, gz = 2.08. In 
addition, by comparing the experimental spectrum to the simulated 
ones obtained with both positive and negative D values (Fig. 3a), the 
sign of D value was confirmed to be positive rather than negative. 

(a)

(b)

Fig. 3 (a) Typical HFEPR spectrum of 1 at 2 K (black) with the simulations using spin 

Hamiltonian with the true spin S = 3/2 (red: D > 0; green: D < 0). (b) Resonance field vs. 

microwave frequency for EPR transitions for 1 at 2 K. The squares are the experimental 

points while green, blue, and red curves are generated by fitting using program SPIN68 

with the magnetic field parallel to the x, y, and z axes of the ZFS tensor, respectively.

Similarly, two broad features were observed in the HFEPR 
spectra of 2 at the frequency from 60 to 420 GHz at 2 K. The spectrum 
at 154 GHz is shown in Fig. 4(a) and the 2D resonating field versus 
frequency curve is shown in Fig 4(b). Again, these two features can 
be modeled as an effective spin doublet (Seff = 1/2) with a strongly 
anisotropic geff factor [gxeff = gyeff = 4.10, gzeff = 1.88], in agreement 
with the positive sign of D parameter for a high-spin Co(II) ion. The 
2D resonating field versus frequency curve was fit by the spin-
Hamiltonian in eqn (1) by the Spin program68 to give the parameters 
D = 41.2 cm-1 (fixed), E = 0 cm-1,  gx = gy = 2.15, gz = 2.01.  Furthermore, 
the positive sign was confirmed by the comparison of the 
experimental spectrum and the simulated ones with positive and 
negative sign of the D values.

(a)
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(b)

Fig. 4 (a) Typical HFEPR spectrum of 2 at 2 K (black) with the simulations using spin 

Hamiltonian with the true spin S = 3/2 (red: D > 0; green: D < 0). b) Resonance field vs. 

microwave frequency for EPR transitions for 2 at 2 K. The squares are the experimental 

points while green, blue, and red curves are generated by fitting using the program 

SPIN68 with the magnetic field parallel to the x, y, and z axes of the ZFS tensor, 

respectively.

Dynamic magnetic properties 
To investigate the magnetic relaxation dynamics, temperature- 

and frequency-dependent alternating-current susceptibilities were 
studied on polycrystalline samples of 1 and 2. The field-dependent 
measurements were performed under various dc fields up to 0.25 T 
at 1.8 K (Fig. S7, ESI†). There was no out-of-phase susceptibility signal 
under zero static magnetic field. However, significant frequency-
dependent out-of-phase signals (χ''M) were observed for 1 and 2 
when a magnetic field was applied, suggesting that 1 and 2 are field-
induced SIMs. The data indicate the optimum fields to reduce the 
QTM effect and finally, we choose 0.12 T and 0.15 T for 1 and 2, 
respectively. Therefore, these optimum fields were used for the 
further temperature- and frequency-dependent ac measurements in 
the temperature range of 1.8–4.4 K for 1 and 1.8–2.8 K for 2 (Figs. 7, 
S8 and S9). The peaks of χM'' signals for 1 and 2 appear at 891 Hz and 
5008 Hz at 1.8 K, respectively. With the increasing of temperature, 
the peak value of χ''M shift gradually to the higher frequency region.
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Fig. 5 Frequency dependence of the ac susceptibility from 1.8 K to 4.4 K for 1 at 0.12 T 

and from 1.8 K to 2.8 K for 2 at 0.15 T. The solid lines are for eye guide.

The Cole−Cole plots (Fig. 6 and S10, ESI†) generated from the ac 
susceptibility data were fit using the generalized Debye model69,70 

(eqn. 2) to extract the values and distribution of the relaxation times. 
         (2)

)1()(1
)( 

 



i

ST
Sac

where χT and χS are the isothermal and the adiabatic susceptibility, 
respectively;  is angular frequency;  is the relaxation time; α 

indicates the deviation from a pure Debye model. The obtained α 
values for 1 and 2 are in the range of 0.01–0.07 and 7.46 × 10-9–0.08 
(Table S5, ESI†), respectively, indicating the relatively narrow 
distribution of the relaxation times for 1 and 2.

Three possible magnetic relaxation mechanisms, i. e. thermal-
assisted Orbach, Raman and direct processes can occur in 1 and 2. 
Our fittings employing the Orbach and/or direct process could not 
give reasonable results. The plots of ln(τ) versus T−1 were modeled by 
the power law τ-1 = CTn, yielding C = 2202.69(1) s−1 K−1.88, n = 1.88(6) 
for 1 (Fig. 7) and C = 9035.29(4) s−1 K−1.96, n = 1.96(9) for 2 (Fig. S11, 
ESI†). The simulated data are in good agreement with the 
experimental ones but the values of n (1.88 for 1 and 1.96 for 2) is 
much less than 9 expected for the Raman process of a Kramers ion. 
However, the obtained values n for both 1 and 2 are close to 2, 
indicating that the same types of phonons are involved in the spin-
lattice relaxation in these two compounds. This relaxation with n 
close to 2 cannot be explained by the Raman process,71,72 but by the 
phonon bottleneck effect.73 Similar relaxations have also been 
suggested for Co(II),74-78 Mn(II),76, 81, 82 and Ni(I)83 systems.

It is important to note that the extracted values from the above 
fits should be carefully considered since there are only few data 
points in a narrow temperature range (1.8-4.0 K for 1 and 1.8-2.6 K 
for 2).
. 

0.2 0.4 0.6 0.8

0.0

0.1

0.2

0.3

 M
'' 

/ c
m

3  m
ol

-1

M' / cm3 mol-1

1

1.8 K4.0 K

Fig. 6 Cole−Cole plots for 1 under 0.12 T dc field. The solid lines are the best fits to the 

experiments with the generalized Debye model.

0.35 0.40 0.45 0.50 0.55
-10.0

-9.6

-9.2

-8.8

 Data
 Raman

ln


T-1 / K-1

1

Page 5 of 8 Dalton Transactions



ARTICLE Journal Name

6 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx

Please do not adjust margins

Please do not adjust margins

Fig. 7 The plot of ln(τ) versus T−1 for 1. The solid blue line represents the best fit by the 

Raman process.

 Theoretical calculations
In order to get an insight into the magnetic ansitropies of 1-2, 

theoretical studies were performed on 1-2 by CASPT2 with MOLCAS 
8.484 and NEVPT2 with ORCA 4.2.85 Calculation details are given in ESI.

The energies of the low-lying spin-free states and spin-orbit 
states were calculated for 1-2. The energy differences between the 
lowest two spin-free states of 1 and 2 (2817.1 cm-1 for 1 and 2684.3 
cm-1 for 2, Table S6) are much larger than those between the lowest 
two spin-orbit states (78.2 cm-1 for 1 and 63.6 cm-1 for 2, Table S7). 
Furthermore, the compositions of the lowest two spin-orbit states 
arise entirely from the ground spin-free states. Thus, we can use the 
effective spin-Hamiltanian (eqn 1) with ZFS parameters D and E to 
depict their magnetic anisotropies. The calculated D, E (cm–1) and g 
(gx, gy, gz) tensors using CASPT2 and NEVPT2 with MOLCAS 8.4 and 
ORCA 4.2, respectively, are listed in Table 1. The calculated D values 
obtained using both approaches are positive for 1-2, showing the 
easy-plane anisotropy. The D values obtained by NEVPT2 are smaller 
than those by CASPT2. These calculated D values are close to those 
determined using the magnetic data.

To deeply analyze magnetic anisotropy, we have calculated the 
contributions of the excited states (with relative energy, cm-1) to D 
and E values for 1 and 2 using NEVPT2 with ORCA 4.2, which are listed 
in Table S8. The dominant contributions to the positive D values are 
found to arise from the two close quartet states, particularly the 
second and the third quartet states for both 1 and 2. The 
contributions of the second and third quartet states to E values 
cancel out due to the C3 symmetry for 1 and 2, resulting in the E 
values being zero.

Table 1. Calculated ZFS parameters D, E (cm-1) and g (gx, gy, gz) tensors of the lowest two 

spin-orbit states of 1 and 2 using CASPT2 and NEVPT2 with MOLCAS 8.4 and ORCA 4.2, 

respectively.

CASPT2Complexes
Dcal Ecal gx gy gz

1 39.1 0.0 2.471 2.460 2.075
2 31.8 0.0 2.462 2.456 2.127

NEVPT2Complexes
Dcal Ecal gx gy gz

1 26.8 0.0 2.356 2.355 2.103
2 23.0 0.0 2.362 2.361 2.136

The sign and value of D can be rationalized by using a spin-orbit 
coupling operator.86 When the spin-conserved excitation occurs 
between orbitals with the same |ml| values, the Ms = ±3/2 
components become more stable, and thus a negative contribution 
to the D value is expected. On the other hand, an excitation between 
orbitals involving a |ml| = 1 change, which produces the stabilized 
Ms = ±1/2 components, leads to a positive contribution to the D 
value.86 The relative energy order (cm-1) of ligand field d-orbitals 
splitting for complexes 1-2 have been extracted according to ab initio 
ligand field theory (AILFT)86 analysis using NEVPT2 implemented in 
ORCA 4.2 (Table S9, ESI†). Molecular coordination frame was chosen 
in such a way that Z axis goes along the numerically largest 

eigenvalue of the D-tensor and the X and Y axis accordingly to the 
other two (Figure S10). The following discussion of Co(II) d-atomic 
orbitals (d-AOs) are classified in accordance with this frame. The 
orbital energies computed for the ground state of 1-2 are shown in 
Fig. S13.

For 1 and 2, the most destabilized by ligand field is the singly 
occupied orbital composed of practically pure dz2 AOs. The orbital 
energies computed for the ground states are shown in Figure S11, 
where the ground states for 1 and 2 are both multideterminant with 
prevailing (73.7% and 70.2%, respectively) contribution of 
(dyz)1(dxz)2(dxy)1(dx2-y2)2(dz2)1 and (dyz)1(dxz)2(dxy)1(dx2-y2)2(dz2)1, and are 
mixed with another with the weightage of 10.0% and 10.7%, 
respectively. For 1, the major contribution to D is from the ground to 
the second excited state transition (dxz→dxy, Figure S11 and S12). The 
positive sign of the D parameter is attributed to these transitions, 
which occur between orbitals with the different magnetic quantum 
number (ml) values.17, 87  In the case of 2, the largest contribution to 
D is also from the ground to the second excited state transition 
(dxz→dxy, Figure S13 and S14). Since these orbitals also have different 
ml value, the contribution to the D value is positive.17, 87

The multideterminantal wavefunctions of the selected excited 
states having important contributions to D tensor are shown in Fig. 
S14, where all of the excited states of 1 and 2 are composed of 
several configurations indicating the presence of the unquenched 
orbital angular momentum. The calculated χMT versus T plots of 
complexes 1 and 2 are shown in Fig. S15. The calculated orientations 
of the gx, gy and gz in the ground spin-orbit states on Co(II) ions of 1 
and 2 are shown in Fig. S16.

Conclusions
In summary, the magnetic anisotropy and slow magnetic 

dynamics of two four-coordinate mononuclear Co(II) complexes 
1 and 2 with the [CoPX3]- moiety have been studied. Their 
positive magnetic anisotropies have been demonstrated by 
magnetometry, HF-EPR and theoretical calculations. As in the 
cases of other reported four-coordinate Co(II)-SIMs with a 
mixed donor set from N, P, As, O, S, Se and/or halides, the ac 
susceptibility studies demonstrate that 1 and 2 exhibit slow 
magnetic relaxation behavior under the applied dc fields. In 
comparison, zero-field slow magnetic relaxation has been 
observed in some homoleptic SIMs containing a CoX4 unit (X = 
O,44 S,44,45 Se,44 Te,46 N47) with four identical donors, but not in 
those with X = Cl-.48 Such observations suggest that the type of 
donor atoms and the coordination geometry dictate the 
dynamic magnetic properties of four-coordinate Co(II)-SIMs. 

Compared with the reported Co(II)-SIMs with the CoAB3 
moiety, complexes 1 and 2 have two important features. Firstly, 
they contain phosphorus atoms, which is rare for the four-
coordinate Co(II)-SIMs since most of them are coordinated by 
nitrogen-containing ligands (Table S1). Secondly, molecules of 
both 1 and 2 exhibit distorted tetrahedral geometry with 
crystallographically imposed C3v symmetry. Considering both 
complexes possess large and positive magnetic anisotropy, 
these results further support that coordination environment 
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and symmetry have significant impact on the magnetic 
properties of Co(II) complexes.
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