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Multivalent optical cycling centers: towards control of
polyatomics with multi-electron degrees of freedom†

Phelan Yu∗a, Adrian Lopeza‡, William A. Goddard IIIb, and Nicholas R. Hutzlera

Optical control of polyatomic molecules promises new opportunities in precision metrology and funda-
mental chemistry, as well as quantum information and many-body science. Contemporary experimen-
tal and theoretical efforts have mostly focused on cycling photons via excitation of a single electron
localized to an alkaline earth (group 2)-like metal center. In this manuscript, we consider pathways
towards optical cycling in polyatomic molecules with multi-electron degrees of freedom, which arise
from two or more cycling electrons localized to p-block post-transition metal and metalloid (group
13, 14, and 15) centers. We characterize the electronic structure and rovibrational branching of
several prototypical candidates using ab initio quantum chemical methods. Despite increased inter-
nal complexity and challenging design parameters, we find several molecules possessing quasi-closed
photon cycling schemes with highly diagonal, visible and near-infrared transitions. Furthermore, we
identify new heuristics for engineering optically controllable and laser-coolable polyatomic molecules
with multi-electron cycling centers. Our results help elucidate the interplay between hybridization,
repulsion, and ionicity in optically active species and provide new directions for using polyatomic
molecules with complex electronic structure as a resource for quantum science and measurement.

Cold molecules are powerful platforms for exploring a range of
fundamental questions in physics and chemistry. Unique mechan-
ical, spin, and dipolar degrees of freedom available in molecules
enable new possibilities in quantum information1–4 and many-
body simulation5–7, precision measurement and metrology8,9, as
well as state-resolved chemistry10–12. In the last five years, laser
cooling and optical control have been extended to increasingly
complex polyatomic molecules, paving the way towards the high
phase space density13,14 and coherent quantum control15–17 nec-
essary for realizing science applications with cold gases of op-
tically active polyatomic molecules. Simultaneously, theoretical
understanding of the features that make molecules amenable to
optical cycling and laser cooling has significantly advanced18–29,
leading to the identification of several classes of polyatomics with
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favorable chemical and structural configurations.
A key characteristic of photon cycling in molecules is the pres-

ence of valence electrons localized to metallic optical cycling cen-
ters (OCCs), which enable rapid, repeated scattering of resonant
photons for optical state control, detection, and cooling. The
simplest “monovalent” OCCs can be engineered by bonding an
alkaline earth-like (AEL) metal§ to a one-electron acceptor or
pseudohalogen ligand18,19,30–32, forming an open-shell molecule
(e.g. SrF33–37, CaF13,15,38–40, YbF41,42, BaH43, BaF44,45) with
an excited electronic structure roughly similar to alkali atoms.
The remaining sσ electron on the metal is then polarized away
from the ionic metal-ligand bond. Metal-centered, atom-like elec-
tronic excitations are highly decoupled from the rovibrational
modes of the molecule, with only a handful of repumping lasers
needed to scatter 103 −105 photons18,26,46–48. This heuristic has
been very successful at identifying laser-coolable molecules, and
all polyatomic species laser cooled to date (SrOH49, CaOH50,51,
YbOH52, CaOCH3

53) have followed the AEL-pseudohalogen tem-
plate to form single electron, alkali-like OCCs.

A natural question then follows: is it possible to design
molecules containing optical centers with multiple localized cy-
cling electrons, while preserving key structural features that en-
able optical control and laser cooling? In cold atom experiments,

§ This includes alkaline earths (Be, Mg, Ca, Sr, Ba, Ra) and transition metals with s2

valence and filled d/ f -shells (e.g. Yb, Hg)
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multi-electron degrees of freedom provide versatile mechanisms
for both controlling and studying the behavior of complex quan-
tum systems. Individual atoms that possess two (or more) va-
lence cycling electrons, such as AEL atoms, give rise to electronic
states with metastable lifetimes54,55, ultranarrow optical tran-
sitions56–58, perturbation-free “magic” trapping conditions59–61,
efficient autoionization pathways62–64, and fully tunable cou-
plings to internal spins65.

Leveraging these features in multi-electron atoms has been
a principal factor enabling record-setting optical lattice66–69

and tweezer clocks70,71, analog many-body simulators of high-
dimensional and multiorbital Hamiltonians72–77, advanced atom
interferometers78, high-fidelity entangling gates64,79,80, and
telecom-compatible quantum transducers and memories81–85.

In this manuscript, we assess the feasibility of using general-
ized, “multivalent” electronic structure for photon cycling and
optical control of polyatomic molecules. For the purposes of this
manuscript, we define “multivalent” as describing systems with
multiple valence electrons localized on the molecular OCC, in
contrast to “monovalent” systems with a single OCC-localized va-
lence electron. We find that the bonding paradigms needed to
engineer multivalent OCCs in polyatomic molecules are signifi-
cantly different from the structural features previously used to
design monovalent candidates. Our resulting approach is, to our
knowledge, the first molecular design for polyatomic OCCs that
emphasizes orbital repulsion and covalency, rather than bond ion-
icity and atom-like features, to achieve quasi-closed cycling tran-
sitions.

As proof-of-principle, we theoretically examine polyatomic
molecules functionalized with p-block elements from group 13,
14, and 15 of the periodic table, such as Al. Experimental
studies have already found diatomic analogs, namely AlF86,87,
AlCl88, and TlF89,90, to be excellent laser cooling candidates,
and theoretical work has identified around a dozen other promis-
ing species composed of p-block elements bonded to a halogen
atom91–97,97–101. Functionalizing larger, polyatomic molecules
with multivalent OCCs would combine previously heterogeneous
features in a single molecule: 1) clock-state metrology and multi-
electron degrees of freedom and 2) custom internal structure
from the molecular ligand, which can yield long-lived, highly po-
larizable states8,102, tunable long-range interactions3,103,104, and
built-in co-magnetometers8,9. However, the bonding paradigms
which work to create cycling centers on monovalent AEL-type
OCCs, such as substituting a halogen for a hydroxide9,18,19,22,105,
do not apply to these new systems. For example, AlF has a struc-
ture which is highly amenable to photon cycling86,87, while AlOH
does not (see Sec. 3).

Thus, we must devise alternative approaches for identifying
species which combine the advantages of polyatomic structure
with multivalent cycling centers. By choosing a linker atom which
creates a more covalent metal-ligand bond than oxygen (such as
sulfur) we find that molecular vibrations are decoupled from the
valence OCC electrons through an intricate interplay of orbital
hybridization, ionicity, and repulsion. We eluciate these orbital
mechanisms for a variety of OCCs and ligands in order to gain
insight into their effects on the internal structure and photon cy-

AlCa Si P

1 2 3

(a)

(b)

Fig. 1 (a) Lewis dot structures depicting model “monovalent” and “mul-
tivalent” polyatomics with metal and metalloid optical cycling centers
bonded to a pseudohalogen ligand. (b) Photon cycling in an idealized
two-level system proceeds via the (1) absorption of a resonant photon,
(2) followed by a transition to an excited electronic state. After the
excited state lifetime elapses, (3) the excited state decays, releasing a
photon through spontaneous emission.

cling in our candidate systems. These results in turn enable us to
deduce new bonding principles and optimal linker atom architec-
tures for engineering optically controllable polyatomic molecules
with complex electronic structure.

The model systems we characterize are of the form MXH,
where M is a group 13, 14, or 15 atom and X is a chalcogen (X =

O, S, Se, Te, Po) linker atom. Despite their increased structural
complexity and challenging design constraints, our theoretical
analysis predicts that several of these polyatomic molecules have
highly decoupled, visible wavelength and near-infrared electronic
transitions that support quasi-closed photon cycling schemes. For
each class of polyatomics, we find species with diagonal Franck-
Condon behavior, which in some cases, may enable photon cy-
cling schemes that are quasi-closed up to one-part-in-105.

1 Pathways to Photon Cycling
During photon cycling, valence electrons hosted by metallic OCCs
undergo rapid cycles of coherent absorption and spontaneous
emission of photons30–32, which can enable efficient optical state
preparation, as well as high-fidelity detection and control. The
resulting momentum transfer, in analogy to atomic laser cool-
ing106, can also facilitate slowing, cooling, and trapping of the
entire molecule. Building molecules with properties amenable
to cycling, however, is a challenging task. For instance, com-
plex rovibrational structures in polyatomic molecules can serve
as “dark states” that interrupt an otherwise idealized two-level
system for photon cycling. Indeed, laser-coolable molecules fol-
low a strict set of requirements on their internal structure18,46,48,
which include 1) intense visible or near-visible electronic tran-
sitions for photon cycling, 2) highly diagonal rovibrational de-
cays and Franck-Condon factors, and 3) the absence of perturbing
electronic states in the photon cycling pathway.

Establishing a highly closed photon cycling scheme requires de-
tailed knowledge of transition energies and intensities between
the cycling states and possible decay pathways to rovibrational
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dark states. Structural relaxation that accompanies spontaneous
emission, in particular, will induce branching to vibrational sub-
states, requiring additional re-pump lasers to restore population
in the vibrationless cycling states. Most small, optically active
molecules – especially of low symmetry – have vibronic wave-
functions that are separable under the Born-Oppenheimer ap-
proximation (i.e. the vibrational wavefunction can be expressed
as independent of the electronic coordinates). Vibrational decays
can therefore be predicted to high accuracy by computing Franck-
Condon factors (FCF), which are defined as the overlap integral
between vibrational wavefunctions ψv′ , ψv′′ :

qv′,v′′ =

∣∣∣∣∫ ψv′(Q′)ψv′′(Q′′)dQ
∣∣∣∣2 . (1)

Here, v′,v′′ are the vibrational quanta and Q are the nuclear co-
ordinates of the normal modes. The vibrational branching ratios
(VBRs) differ slightly from the FCFs due to the wavelength de-
pendence of the spontaneous emission rate. For a Franck-Condon
transition between two vibrational states |v′′k ⟩ and |v′k⟩, the VBR
is defined as VBR = ω3

v′k ,v
′′
k

qv′k ,v
′′
k
/
[

∑i, j(ω
3
v′i,v

′′
j
qv′i,v

′′
j
)
]
, where ωv′,v′′ is

the transition wavelength between |v′′⟩ → |v′⟩ and the variables
i, j index over the set of vibrational states that are coupled by
radiative emission in the vibronic band.

Typically, 10 − 102 photons are needed for realizing high fi-
delity optical state preparation, readout, and state control. Sim-
ilar numbers of photons can also be utilized for radiative deflec-
tion107,108, steering, and confinement50,52 of a cryogenic molec-
ular beam. For laser slowing and capture of a small polyatomic
molecule, up to 104 − 105 photons are typically needed. This
threshold, however, can be decreased significantly via indirect
slowing and cooling methods, such as Stark/Zeeman decelera-
tion109–113, optoelectric slowing and cooling schemes114,115, as
well as Zeeman-Sisyphus slowing116–118, which can precede di-
rect loading into a magnetic trap119. Magnetically assisted ap-
proaches to slowing and trapping may be especially well-suited
for multi-electron OCCs due to the presence of high-spin ground
and metastable electronic states, as further discussed in Sec. 5.

As we shall see, the p-block metals we consider make molecules
which are bent. Unlike the highly symmetric species that have
been previously laser-cooled, the molecules we consider are at
most Cs symmetric and classified as asymmetric top molecules
(ATM). ATMs, which possess three unequal moments of inertia
(IA ̸= IB ̸= IC), have electronic bands that can be categorized as
a-type, b-type, or c-type, depending on the orientation of the
transition dipole moment (TDM) relative to the molecule’s three
principal axes (a, b, c) (see Fig. 3 and Table 1). Each band has
approximate angular momentum selection rules that can be lever-
aged to realize rotationally closed repump schemes with a man-
ageable number of sidebands, as was shown in26 for monovalent
ATMs. This approach readily extends to multivalent ATMs, and a
detailed discussion can be found in Appendix B of the electronic
supplementary information (ESI).

Monovalent ATMs with optical cycling centers based on
alkaline-earth metals have been previously considered26, and
suitable ligands were found to maintain optical cycling character-
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Fig. 2 Ligand field diagram for low-lying electronic states of AlSH, not
to scale. States are arranged bottom-up by increasing electronic energy
(Eel). On the farthest left are (i) Al+ cation shells, which are then
split by the ligand (-SH−) field into (ii) molecule-frame projections of
orbital angular momentum (Λ = σ ,π,δ , ...). These orbitals mix to yield
the electronic manifolds in the (iii) C∞v linear and (iv) Cs bent limits of
the molecule. Above each excited manifold in the bent case are natural
transition orbitals (isovalue = 0.05) from the ground state computed
using EOM-EE-CCSD. See Appendix A(1) in the ESI for a complete list
of molecular orbital (MO) correlation diagrams and natural transition
orbitals for relevant species.

istics despite their lower symmetry. In the systems we consider,
we find that using an ATM structure is in fact generally necessary
for designing OCCs based on p-block metals, as linear analogs
broadly appear to fail (see Appendix A(4) in the ESI).

2 Computational Approach
We proceed by performing ab initio analyses of the electronic and
rovibrational structure of several polyatomics of the MXH form.
The molecular candidates that we consider have three distinct
typologies, with singlet, doublet, or triplet spin multiplicities in
the ground state. This organization generally corresponds to a
group 13 (divalent), 14 (trivalent), or 15 (quadrivalent) optical
cycling center, respectively, attached to a pseudohalogen.

The systems we consider possess ground states that at struc-
tural equilibrium are dominated by a single electronic config-
uration, making them ideally suited for analysis using coupled
cluster methods120. Calculations of the ground states are per-
formed using coupled cluster with singles and doubles (CCSD),
and excited states are characterized using analogous equation-
of-motion schemes (EOM-CCSD). EOM-CC approaches, which
are rigorously size-extensive, allow for multiconfigurational de-
scriptions of target states within a single-reference formalism121

and have been previously validated22,23,122–125 for predicting the
properties of a broad range of laser-coolable diatomic and poly-
atomic molecules. In this work, the traditional EOM excitation
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energies scheme (EOM-EE-CCSD)126 is used to study molecules
with ground state singlet and triplet configurations (e.g. AlSH
and PSH) from a singlet reference wavefunction, while spin-flip
(EOM-SF-CCSD)127,128 is utilized for targeting states from a high-
spin quartet reference (e.g. SiSH).

All electronic structure calculations are performed using the
QChem 5.4 package129, with wavefunction analyses conducted
via the libwfa library130. Harmonic FCFs including Duschinsky
rotation are computed using the ezFCF code131. Correlation-
consistent sets of aug-cc-pVTZ(-PP) quality132–134 are used for
calculations of single point energies, geometries, frequencies, and
transition intensities. For atoms heavier than period 3, core elec-
trons are modeled using Stuttgart-type small core pseudopoten-
tials (ECP10MDF, ECP28MDF, ECP60MDF)135,136. To infer peri-
odic trends, we utilize atomic partial charges calculated from the
intrinsic atomic orbitals (IAO) developed by Knizia137, which are
supplemented by Mulliken, natural population,138,139, and elec-
trostatic potential-based analyses140–142 in Table S7 of the ESI.

Spin-orbit matrix elements are calculated perturbatively in the
QChem code using the Breit-Pauli (BP) Hamiltonian143–145, for
which we utilize relativistically contracted all-electron atomic nat-
ural orbital (ANO-R0) sets146 on the metal and metalloid cycling
centers. These matrix elements, which are tabulated in Table S5,
are used in combination with equilibrium EOM-CC energies (see
Table S1-S3) to construct an effective Hamiltonian of the spin-
orbit coupled states and obtain intersystem transition dipole mo-
ments. Prior studies147 found that BP approaches – despite ex-
cluding non-perturbative relativistic effects – are able to capture
dominant spin-orbit contributions, even in period 6 and 7 sys-
tems.

3 Vibronic Structure

3.1 Singlet Ground States: Group 13
The simplest multivalent case we consider is a singlet system that
arises from bonding a group 13 (i.e. B, Al, Ga, In, Tl) center
to a pseudohalogen ligand. Among diatomic molecules, AlF86,87

and AlCl88 have strongly electronegative bonds and highly di-
agonal cycling transitions. One might expect, as with the al-
kaline earth series of polyatomics, that replacing the halogen
atom with electronegative pseudohalogens, such as hydroxide (-
OH), cyanide (-CN), ethynyl (-CCH), or boron dioxide (-OBO)
ligands, would yield similarly laser coolable molecules. This
turns out to be not the case (see Appendix A(4) in the ESI). In-
stead, we find that strongly bent molecules containing ligands
with less electronegative character, such as hydrosulfide (-SH),
do possess suitable bonding and diagonal cycling transitions. Evi-
dently, the unique orbital hybridization that enables laser cooling
in AEL species does not universally translate to cycling centers
from other columns of the periodic table.

A model system that we consider is the multivalent polyatomic
alumininum monohydrosulfide (AlSH). In the ground state con-
figuration¶ (X̃1A′), the Al-S bond is partially ionic, with an IAO

¶ In this work, we adhere to spectroscopic conventions for labeling electronic states.
X̃ is always the ground state; excited states with the same spin multiplicity as X̃

(1) X̃ 1A’ → ã 3A’

(2) X̃ 1A’ → b̃ 3A”

(2) X̃ 2A’ → Ã 2A’’ 

(1) X̃ 2A’ → ã 4A’’ 

PSH

1

(1) X̃ 3A’’ → ã 1A’ 

(2) X̃ 3A’’ → b̃ 1A”

2
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2 1

1

2

SiSHAlSHCaSH

(1) X̃ 2A’ → ã 2A’
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1
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1
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ii

iii

a

bc
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Fig. 3 Top: Electronic configuration for ground and low-lying excited
states of group 2 (CaSH26), group 13 (AlSH), group 14 (SiSH), and
group 15 (PSH) molecules. Depicted in the gray ovals on the left are fron-
tier metal-centered MOs approximately corresponding to (i) M+(sσ), (ii)
M+(pπ̄), and (iii) M+(pπ) atomic orbitals. Dashed yellow and solid green
colored arrows depict (1) cycling and (2) intermediate decay channels,
where circle and square labels indicate spin-allowed and spin-forbidden
transitions. Black arrows in each MO denote electronic spins in the
ground state configuration, while gray arrows denote electronic spins
upon excitation. See Appendix A(1) in the ESI for complete MO and
NTO schematics of low-lying electronic transitions. Bottom left: Vibra-
tional modes roughly described as M-S stretch (v1), M-S-H bend (v2),
and S-H stretch (v3) in a multivalent asymmetric top molecule. Bottom
right: Rotational axis convention for asymmetric top molecules (see Ap-
pendix B in the ESI). By convention, the tuple (â, b̂, ĉ) maps to the unit
vectors (ẑ, x̂, ŷ) used to label atomic orbitals.

charge (QIAO) of +0.36 on the metal and −0.44 on the sulfur.
This corresponds to the withdrawal of a single sp-hybridized va-
lence electron from the Al atom, leaving an Al(3sσ) lone pair
polarized away from the bond. The S-H bond is almost orthogo-
nal (∼ 90.19◦) to the Al-S bond, forming a prolate asymmetric top
with Cs symmetry. As we shall see, this bond angle is a very impor-
tant feature. The optimized geometry has three normal modes,
which approximately correspond to Al-S stretch (v1), Al-S-H bend
(v2), and S-H stretch (v3), which are depicted in Fig. 3.

The lowest three triplet states are 2.3 to 4.2 eV above the
ground state and roughly correspond to the excitation of a single
Al-localized 3sσ electron to 3pπ + 3dπ and 3pσ + 3dσ orbitals.
The 3sσ → 3pπ + 3dπ excitation is split by the off-axis SH lig-
and into an in-plane ã3A′ and out-of-plane b̃3A′′ state, while the
3sσ → 3pσ +3dσ excitation corresponds to an on-axis c̃3A′ state,
as indicated by the ligand field diagram and natural transition or-

are Ã, B̃, . . ., whereas those with different spin multiplicity are ã, b̃, . . ., both ordered
in increasing energy. The spin multiplicity is the superscript after the state name.
Ap indicates the symmetry of the state, with A′ (A′′) indicating that the electronic
wavefunction is in-plane (out-of-plane) as shown in Fig. 2.
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Fig. 4 Simplified valence bonding (VB) diagram for (a) AlSH and (b)
AlOH. Arrows illustrate the two main repulsive effects involved in the
geometry of the molecules: 1) the bond-bond repulsion between the
aluminum-chalcogen and chalcogen-hydrogen bonds (purple dotted line,
B-B) and 2) repulsion from the in-plane s lone pair on the chalcogen
against the two bonds (yellow solid line, B-L). In the absence of strong
bond-bond repulsion, the bonds lock into the near-90◦geometry provided
by the orthogonal p-orbitals on the coordinating atom. This is the case
in (b) AlSH, where the 3pz and 3px valence lobe orbitals (with + and
− density components shown) on the coordinating sulfur bond to the H
and to a sole 3sp-hybridized electron on the Al. The doubly occupied
sp orbital on the Al polarizes away from the Al-S bond, resulting in a
90◦bond angle.The doubly occupied sp orbital on the Al polarizes away
from the Al-S bond, resulting in a 90◦bond angle. Remaining out-of-
plane 3py (circle with two dots) and in-plane 3s (teardrop with two dots)
lone pairs are depicted on the sulfur atom. Low-lying excited states are
formed by excited one of the two electrons in the doubly occupied Al(3sp)
orbital to in-plane Al(3px) and out-of-plane Al(3py) orbitals. By contrast,
in (b) AlOH, the short Al-O and O-H bonds lead to strong repulsion that
opens the bond angle to >90◦. This results in sp hybridization of the
valence orbitals on the O atom, while the s lone pair builds in p-character.
Additional details on this description can be found in Appendix A in the
ESI(2), which includes generalized valence bond (GVB) natural orbitals
and GVB diagrams for all three molecular classes.

bital (NTO) analysis in Fig. 2 (also see Fig. 6 and Appendix A(1)
in the ESI). An analogous progression is obtained for the singlet
states, which are all at ultraviolet energies. A summary of com-
puted origins, rovibrational energies, and optimized geometries
for both sets of states is listed in the ESI.

Out of these six lowest lying electronic states, which are com-
puted using EOM-EE-CCSD, we find that the b̃3A′′ → X̃1A′ tran-
sition (∆E ∼ 2.74 eV) provides extremely diagonal vibrational
branching, with an FCF of q0,0 > 0.997 on the main vibration-
less line. Dominant off-diagonal decays to X̃ are to the first
(q ∼ 10−3) and second quanta (q ∼ 10−4) of the v1 stretch mode.
The b̃3A′′ → X̃1A′ vibrationless decay has one of the highest pre-
dicted FCFs among polyatomic systems that have been exper-
imentally or theoretically characterized; however, as discussed
later, losses from branching to intervening electronic states are
non-negligible for this molecule.

This finding is in line with prior theoretical and spectroscopic
investigations of the iso-electronic AlF86 and AlCl molecules88,
which also found exceptionally high FCFs between the X1Σ+ state
and {a3Π, A1Π} manifolds. Benchmarks of our theoretical ap-

Ã 1A’

X̃ 1A’

b̃ 3A”

ã 3A’

v1 v2

0.037
0.002

0.208

0.108

(1)
(1)

(1)

(1)

spin-orbit 
mixing

λ1 = 
424 nm

Γ1 / Γ2 ≈ 21200 

λ2 =
474 nm

Fig. 5 Generic photon cycling scheme for group 13 molecules, using
vibronic branching data from InSH. The main cycling transition (red solid
arrow) is from X̃1A′ to b̃3A′′. On the left, solid curved (purple) and dashed
curved (yellow) lines denote vibration-free decays to vibrational channels
in the X̃1A′ and ã3A′ manifolds, respectively, after spontaneous emission
from the b̃3A′′ upper cycling state. Pairs of gray dashed arrows depict
the spin-orbit induced mixing between the first excited singlet state Ã1A′

and the upper b̃3A′′ cycling state. Levels on the right hand side depict
leading off-diagonal FCFs for decays to the ã3A′ and X̃1A′ manifolds, with
corresponding transition wavelengths denoted λ2 and λ1, respectively.
Decimals above the levels denote the Franck-Condon factors (eq. 1)
normalized relative to the respective electronic transition, while numbers
underneath indicate the vibrational quanta in each mode (vi). Due to
spin-orbit effects from the In center, more than 99.995% of decays out
of the b̃3A′′ state connect directly to the X̃1A′ state, as indicated by the
suppression factor (Γ1/Γ2) in the upper right hand corner (see Table 1).
Note that level spacings are not drawn to scale.

proach are in good agreement with observed geometries, ener-
gies, and lifetimes of AlF, AlOH, and AlSH (see ESI).

Meanwhile, the analogous b̃3A′′ → X̃1A′ transition in AlOH has
very non-diagonal Franck Condon factors, with < 30% branching
to the vibrationless ground state. There is an intuitive explanation
for the diagonality of the b̃3A′′ → X̃1A′ transition in AlSH versus
AlOH, based on qualitative arguments from valence bond (VB)
theory148 (see Fig. 4). The larger size and lower electronegativ-
ity of S versus O results in increased bond lengths and reduced
repulsion between the Al-S and S-H bonding electrons. The resid-
ual repulsion from the in-plane S(3s) lone pair then dominates,
causing AlSH to lock into the near-90◦ bent configuration given
by the (orthogonal) bonding p orbitals in S. We find that this
geometry is stable when a valence electron around the Al atom
is excited into an out-of-plane excited orbital, which is approxi-
mately decoupled from in-plane repulsive effects.

By contrast, the shorter bond lengths in AlOH (induced by the
electronegativity of the oxygen atom) cause increased bond-bond
repulsion that pushes the bond angle past 90◦. This results in a
bond angle that is highly sensitive to changes in orbital hybridiza-
tion, and therefore highly non-diagonal Franck-Condon behavior.
This VB picture is validated in Sec. 4 by high-level molecular or-
bital (MO)-based calculations, where we substitute even heavier
atoms for S.
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Fig. 6 Natural transition orbitals (isovalue = 0.05) for low-lying electronic transitions (top) and molecular orbital correlation diagrams (bottom) of
three model multivalent species: (a) AlSH, (b) SiSH, and (c) PSH. Within each NTO panel are particle-hole pairs for the labeled transition, where
σ̄ denotes the relative NTO amplitude of each pair. Highlighted in green and yellow panels are the primary cycling and ground-to-intermediate state
transitions, following the convention of Table 1. NTO calculations are performed using (a) EOM-EE-CCSD with a singlet ground state reference, (b)
EOM-SF-CCSD with a quartet excited state reference, (c) and EOM-EE-CCSD with a singlet excited state reference. Below the NTO diagrams are
MO correlation diagrams, which – for each of the three molecules – depict the ground state MO and spin configurations that are formed from the
correlation of cycling center (left) and hydrosulfide ligand (right) orbitals. Each MO is labeled by its Cs symmetry character (A′, A′′), whereas the
symmetry content of atomic and diatomic ligand orbital shells are labeled by C∞v representations (σ , π, δ ...), which are described in the text. Curved
arrows correspond to hole-particle NTO transitions depicted in the upper panels, which are individually identified by roman numerals, with subdivisions
for transitions with multiple significant NTO components. Transitions labels surrounded by circles and squares indicate spin-allowed and spin-forbidden
transitions, respectively. The cycling and ground-to-intermediate state transitions are identified with green and yellow solid arrows, following the color
convention in Fig. 3, while the remaining transitions are identified with dashed red arrows.
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In contrast to the b̃3A′′ → X̃1A′ transition, the vibrationless
transitions of AlSH from the other five excited manifolds to the
ground state have either moderate (< 0.7) or poor (< 0.3) FCFs
(see Table 1). The sub-optimal vibrational branching for the in-
plane states {ã3A′, Ã1A′} can be understood in terms of the repul-
sion between an in-plane Al(3pπ̄) lobe with the S-H bond, thereby
opening the excited state bond angle to ∼ 100◦. This structural
change drives vibrational branching to the bending mode (v2) and
Al-S stretch modes (v1) during {ã3A′, Ã1A′} → X̃1A′ transitions.
Conversely, UV excitations to the {c̃3A′,C̃1A′} states preserve the
bond angle, but exhibit substantially longer (> 28%) bond length
and increased branching to the ground state v1 mode.

Globally, we also observe that the triplet states have shorter
bond lengths and more diagonal FCFs than the excited singlet
states. The B̃1A′′ → X̃1A′ vibrationless decay, for instance, has an
FCF of only ∼ 0.2, with the primary v1 loss attributable to an in-
creased (∼ 6%) Al-S bond length in the excited state. This effect
can be rationalized as a consequence of spin-exchange effects be-
tween the frontier orbitals. In the low-lying A′ and A′′ excited
states, a single valence electron from the doubly occupied metal
sσ antibonding orbital is promoted to the pπ̄ and pπ antibonding
orbitals, respectively. As the singly occupied σ orbital is orthog-
onal to the singly occupied pπ̄ and pπ orbitals, spin-exchange
interactions between the unpaired electrons in the triplet spin
configurations contribute negatively149 to the energy of the elec-
tronic configuration. By contrast, in the singlet spin configura-
tions, spin-exchange interactions between the singly occupied,
orthogonal orbitals contribute positively to the many-electron en-
ergy. Minimizing the electronic potential in singlet excited config-
urations therefore causes delocalization of the frontier π orbitals
and lengthening of the M-S bond.

Interestingly, the states implicated in the b̃3A′′ → X̃1A′ diagonal
transition for AlSH possess some antibonding character, as indi-
cated by the presence of nodal planes across the Al-S bond in the
hole-particle NTOs (see Fig. 3 and Fig. 6). Meanwhile, the parti-
cle orbital corresponding to the intermediate ã3A′ state possesses
a more pure “atom-like” character, and has strongly shifted geom-
etry relative to the X̃1A′ ground state and therefore non-diagonal
decays. This situation differs from the idealized picture estab-
lished for monovalent MOR systems, where the diagonal decays
typically originate from an “atom-like” excited state that is highly
localized to the cycling center and does not participate in the
bond22. The results here suggest that viable cycling transitions
can exist in cases where the excited states are not strictly “atom-
like,” but have at least a similar degree of antibonding character
relative to the ground state||.

The relevant vibronic level schematic for group 13 molecules,
including AlSH is shown in Fig. 5. In the case of AlSH, the cy-
cling scheme is centered around a ∼ 450 nm transition from X̃1A′

to b̃3A′′. The upper b̃3A′′ state has ∼ 0.1% and ∼ 0.02% admixtures
with the X̃1A′ and Ã1A′ manifolds due to spin-orbit coupling, re-
sulting in an extremely narrow 2π ×4.28 Hz (µ ∼ 2.81×10−3 D)

|| We thank an anonymous reviewer for making this subtle and insightful observation.

dipole-allowed transition from the ground state.** Electronic de-
cays from b̃3A′′ to the intermediate ã3A′ states are calculated to
have a transition dipole moment (µ) of ∼ 2.58×10−2 D. Despite
the larger transition moment of the intermediate decay, the inten-
sity of this band is in fact suppressed by a ratio of 3.7:1 relative
to the b̃3A′′ → X̃1A′ cycling transition (see Table 1). This comes
as a consequence150 of Fermi’s Golden rule and the ω3 scaling of
radiative intensities for electric dipole transitions151; the smaller
transition dipole moment of the b̃3A′′ → X̃1A′ decay is offset by its
significantly shorter transition wavelength relative to the transi-
tion wavelength of the intermediate ã3A′ → X̃1A′ decay.

The long lifetime of the excited state would result in very
low scattering rates, making Doppler laser cooling not feasible
for AlSH. However, since the transition dipole moment depends
on the spin-orbit (SO) coupling, we can improve both the scat-
tering rate and the b̃3A′′ → ã3A′ branching by choosing heavier
group 13 cycling centers with increased SO effects. This nat-
urally also leads to an increased suppression factor for decays
to the intervening ã3A′ electronic state, as the intensity of the
dipole-allowed intermediate b̃3A′′ → ã3A′ decays do not increase,
and in fact, slightly decrease with the change to heavier metal
centers. We find that substituting the Al cycling center with Ga
and In atoms marginally decreases the vibrationless cycling line
(b̃3A′′ → X̃1A′) FCF to 0.9804 and 0.9517, respectively, while sig-
nificantly increasing the SO-induced linewidths to 2π × 137 Hz
(µ ∼ 1.32× 10−2 D) and 2π × 2.91 kHz (µ ∼ 6.67× 10−2 D). The
suppression factor into ã3A′ similarly increases to 86.5 : 1 GaSH
and 21200 : 1 for InSH. Scattering of > 104 photons is therefore
plausible before needing to repump out of the intermediate ã3A′

state for these heavier, isoelectronic species (see ESI for details).
Note, however, that branching at the ≲ 10−4 level can be induced
by vibronic effects123,152, which are not considered here but war-
rant further study.

3.2 Doublet Ground States: Group 14
Next, we examine neutral polyatomic systems with group 14 (e.g.
C, Si, Ge) optical cycling centers bonded to a hydrosulfide ligand
(-SH). The molecules in this class have doublet ground states sim-
ilar to monovalent alkaline earth-pseudohalogen systems, but a
much larger valence space that includes ground state electron oc-
cupation in p-orbitals as well as s-orbitals localized to the optical
cycling centers.

A model system is SiSH. In its ground state, the Si atom
has two unpaired electrons in 3pz and 3px orbitals, yielding a
(3s)2(3pz)(3px) valence configuration. Like AlSH, the ground
state of SiSH consists of a bond between an unpaired Si(3pσ)

orbital, which has Si(3pz) character, and the unpaired SH σ -
electron. The remaining in-plane 3pπ̄ orbital Si(3px) contains
one unpaired electron and is the frontier orbital for a 2A′ elec-
tronic manifold. Meanwhile, the Si(3s) lone pair mixes with the
negative amplitude lobe of the 3pσ orbital to polarize against the
new Si-S bond. (The positive amplitude component is oriented

** This can be compared against transition widths for AEL-type monovalent OCCs,
which are typically ∼ 2π ×1−10 MHz.
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Table 1 Transition energies, wavelengths, vibrationless FCFs (q00), linewidths, and band orientation (see Appendix B in the ESI) for cycling and decay
transitions of MSH molecules. Data for intersystem lines assume intensity borrowing due to SO mixing.

Cycling Transition (b̃3A′′ → X̃1A′) Intermediate Decay (b̃3A′′ → ã3A′)
Species ∆E (eV) λ (nm) q00 Γ (s−1) Band ∆E (eV) λ (nm) q00 Γ (s−1) Band Suppression
BSH 2.396 517 0.9600 2π ×4.24 ab-type 0.9350 1326 0.1708 2π ×97.6 c-type 0.0434
AlSH 2.744 451 0.9974 2π ×4.28 ab-type 0.4045 3065 0.5645 2π ×1.16 c-type 3.70
GaSH 3.113 398 0.9804 2π ×137 ab-type 0.4143 459 0.3658 2π ×1.58 c-type 86.5
InSH 2.921 424 0.9517 2π ×2910 ab-type 0.306 474 0.5455 2π ×0.137 c-type 21200
TlSH 3.330 372 0.5210 2π ×681000 ab-type 0.2297 400 0.2706 2π ×0.00996 c-type 6.83×107

(a) Group 13 molecules

Cycling Transition (ã4A′′ → X̃2A′) Intermediate Decay (ã4A′′ → Ã2A′′)
Species ∆E (eV) λ (nm) q00 Γ (s−1) Band ∆E (eV) λ (nm) q00 Γ (s−1) Band Suppression
CSH 2.121 585 0.6667 2π ×37.8 ab-type 1.036 1143 0.3412 2π ×0.0298 c-type 1268
SiSH 2.654 467 0.7049 2π ×192 ab-type 2.090 593 0.7515 2π ×0.219 c-type 875
GeSH 2.845 436 0.2498 2π ×770 ab-type 2.319 535 0.5631 2π ×2.37 c-type 325

(b) Group 14 molecules

Cycling Transition (b̃1A′′ → X̃3A′′) Intermediate Decay (b̃1A′′ → ã1A′)
Species ∆E (eV) λ (nm) q00 Γ (s−1) Band ∆E (eV) λ (nm) q00 Γ (s−1) Band Suppression
PSH 0.8558 1449 0.9018 2π ×8.86×10−4 c-type 0.5307 2336 0.2986 2π ×14.4 c-type 6.13×10−5

AsSH 0.8524 1455 0.9224 2π ×0.900 c-type 0.3773 3286 0.2690 2π ×3.53 c-type 0.255
SbSH 0.7897 1570 0.9572 2π ×2.46 c-type 0.1969 6297 0.5130 2π ×0.214 c-type 11.5
BiSH 0.7750 1600 0.9674 2π ×6.19 c-type 0.117 10566 0.3994 2π ×0.0308 c-type 200

(c) Group 15 molecules

towards the bond to maximize bonding overlap.) Quartet config-
urations can be obtained by exciting one of the Si(3s) electrons
into the out-of-plane Si(3pπ) orbital, which has Si(3py) character,
to obtain a 4A′′ state (see Fig. 3, Fig. 6 and Appendix A(1) in the
ESI). This configuration is analogous to high-spin states (4Σ−)
that have been spectroscopically observed in diatomics such as
CF153, SiF154,155, and GeF156.

Calculations for group 14 molecules are performed via EOM-
SF-CCSD, using this high-spin quartet 4A′′(ms = 3/2) reference to
target low-spin ms = 1/2 states. Spin-contamination in both the
high-spin reference and low-spin targets is not observed to be sig-
nificant, and all state descriptions are approximately good eigen-
states of Ŝ2 (see Table S8 in the ESI).

The ground state molecular geometry of SiSH is bent, with
a bond angle of ∼ 100◦. In analogy to earlier arguments, the
larger bond angle can be attributed to repulsion between the S-
H bond and the in-plane Si(pπ̄) orbital. The Si-S bond is polar,
with an IAO charge of QIAO = +0.17 on the cycling center and
QIAO =−0.24 on S. Immediately above the ground state is a low-
lying out-of-plane Ã2A′′ state (0.56 eV) and in-plane B̃2A′ state
(3.79 eV), which corresponds to excitations from the in-plane
Si(3pπ̄) to the out-of-plane Si(3pπ) and Si(3pσ) orbitals, respec-
tively. A high-spin ã4A′′ state (2.65 eV) with occupation in an
out-of-plane Si(3pπ) orbital is predicted between the two doublet
excited states. Above all three states is the C̃2A′ manifold (3.95
eV), which has occupation in Si(3dσ).

The optimal cycling transition in this system is from the X̃2A′

to the ã4A′′ state. Between the ã4A′′ and X̃2A′ state is the low-
lying intermediate Ã2A′′ state, which has non-diagonal decays to
the ground state from the ã4A′′ state. For the ã4A′′ → X̃2A′ cycling
transition, the vibrationless FCF is q0,0 ∼ 0.7049, while the leading
off-diagonal decay to the first quanta of the Si-S stretch mode (v1)

has an FCF of q ∼ 0.2081. Subleading off-diagonal losses at the
percent-level include decays to the first quanta of the v2 bending
mode (q ∼ 5.04× 10−2) and second quanta of the v1 Si-S stretch
mode (q ∼ 1.92× 10−2). Despite a lower vibrationless FCF than
the group 13 and 15 systems considered earlier, the sum of the
leading two FCFs for the SiSH ã4A′′ → X̃2A′ transition exceeds
90% and the sum of the leading four FCFs exceeds 98%, which is
comparable to the leading FCFs of the most diagonal polyatomic
systems.

Intersystem transitions to the ã4A′′ state are allowed via a com-
bination of direct spin-orbit mixing with the X2A′ state and in-
tensity borrowing from spin-allowed transitions to higher doublet
states, resulting in kHz-scale scattering rates. Branching to the in-
termediate Ã2A′′ state is suppressed due to disfavored spin-orbit
couplings by a factor of ∼ 900 (see Table 1). Substituting the Si
center for a Ge atom increases the scattering rate and suppres-
sion factor by a factor of ∼ 3 at the cost of a lower vibrationless
FCF. We further find that substituent cycling centers heavier than
Ge (i.e. Sn and Pb) do not provide stable geometries for photon
cycling between the ã4A′′ and X2A′ states.

3.3 Triplet Ground States: Group 15

In this section, we consider group 15 (P, As, Sb, Bi) centers
bonded to a hydrosulfide ligand (-SH) and find that this approach
works well, despite possessing significantly different electronic
configurations from the original group 13 prototype. Molecules
with group 15 centers have ground triplet configurations, which
provide for a unique set of properties to combine with optical
cycling and polyatomic structure, including large magnetic mo-
ments and hyperfine states with widely tunable spin couplings in
the ground electronic state.

We proceed with an analysis of the electronic structure of these
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systems, which is conducted using EOM-EE-CCSD with a singlet
reference. A prototypical case is PSH. Unlike the Al atom, which
only has a single unpaired 3pσ electron in its ground state, the
P atom has three singly occupied p-orbitals, corresponding to
a (3s)2(3px)(3py)(3pz) high-spin valence configuration. The un-
paired P(3pσ) orbital, which has P(3pz) character, pairs to an un-
paired σ -orbital on the SH ligand, forming a polar covalent bond
between the P (QIAO =−0.00144) and S (QIAO =−0.0756) atoms.
The residual unpaired P(3pπ̄) and P(3pπ) electrons, which have
P(px) and P(py) character, form a 3A′′ state. As before, the P(3s)
lone pair electrons polarize against the P-S bond by mixing with
the negative amplitude lobe of the P(3pσ) orbital. Singlet con-
figurations of PSH correspond to the singlet pairing of the singly
occupied P(3pπ̄) and P(3pπ) orbitals (1A′′) plus the two states
where either P(3pπ̄) or P(3pπ) are doubly occupied (see Fig. 3
and Appendix A(1) in the ESI).

Due to nodal planes in the residual non-bonding P(3pπ) and
P(3pπ̄) orbitals, spin-exchange interactions favor a triplet over
a singlet configuration in the ground state. The ground state
of PSH therefore has the term X̃3A′′. In this state, PSH has a
bond angle of 96◦, slightly larger than that of AlSH. The low-
est singlet states correspond to excitations from the out-of-plane
P(3pπ) orbital to the in-plane P(3pπ̄) orbital (ã1A′), the out-of-
plane P(3pπ) (b̃1A′′), and the on-axis P(3dσ) orbital (c̃1A′). These
singlet states have origins at 0.325 eV, 0.856 eV, and 3.962 eV,
respectively. Triplet progressions to the in-plane and out-of-plane
P(pπ) orbitals correspond to the Ã3A′ (3.468 eV) and B̃3A′′ (3.740
eV) states.

Similar to our findings in the last section, we find that the
X̃3A′′ → b̃1A′′ transition provides the most diagonal vibrationless
FCF and is therefore well-suited as a cycling transition. The main
vibrationless decay has an FCF of q0,0 ∼ 0.9018, with dominant
decays to the first (q ∼ 0.0907) and second (q ∼ 2.506 × 10−3)
quanta of the P-S stretch mode (v1), the first (q ∼ 3.852× 10−3)
quanta of the bending mode (v2), and a q ∼ 6.621×10−4 decay to
a stretch-bend (v1 = 1,v2 = 1) combination state. Decays from and
to in-plane states (such as the intermediate ã1A′ state) yield less
diagonal FCFs, due to analogous bonding principles discussed in
the previous section.

For group 15 systems, the spin-orbit interaction on the cycling
center preferentially couples b̃1A′′ to in-plane triplet states over
out-of-plane triplet states as a consequence of spatial selection
rules (see Sec.4(B)). As the ground state is out-of-plane for this
class of molecules, the intensity borrowing for the X̃3A′′ → b̃1A′′

cycling transition is weaker than in group 13 systems, resulting
in significantly narrower cycling transitions (see Table 1(b) and
Sec. 4(A)). Conversely, the intermediate b̃1A′′ → ã1A′ decay gains
intensity through symmetry-favored spin-orbit couplings between
the ã1A′ and X̃3A′′ state. As a consequence, suppression factors
in group 15 systems are systematically reduced relative to their
group 13 analogs.

As with group 13 molecules though, substitution of heavier cy-
cling centers leads to broader cycling transitions and more heav-
ily suppressed decays to the intermediate ã1A′ state. We also find
that the vibrationless FCF on the cycling line is highly diagonal
(q0,0 > 90%) for all group 15 species and improves with heavier

OCC substituents.

4 Design principles

4.1 Linker atom and bond polarity
The design of molecular OCCs requires cycling degrees of free-
dom to be decoupled from rovibrational modes of the molecule;
that is – the geometry of the molecule should not change upon
excitation in the optical cycling scheme. Linker atoms have a
significant influence on cycling characteristics in polyatomic sys-
tems, both by controlling the nature of the OCC-ligand bond,
as well as spatially decoupling the rovibrational modes of the
ligand from metal-centered cycling. Among conventional AEL-
pseudohalogen systems, the MOR motif, which utilizes an oxy-
gen atom to link cycling centers (M) to a functional group
(R), has seen enormous success in identifying and engineer-
ing laser-coolable systems18,19,22,23,25,27–29,49–53,157–161. Other
linker paradigms (e.g. S, N, C) have also been explored for mono-
valent molecules18,20,21, particularly systems of reduced symme-
try26.

In our analysis, we have considered the effects of a variety of
chalcogens (X=O, S, Se, Te, Po) as coordinating atoms for opti-
cally active polyatomics. The lightest of all the possible choices is
oxygen, which – as mentioned earlier – is widely used as a linker
atom in monovalent, laser coolable polyatomics. Bonds that are
coordinated to the p-electrons of oxygen naively adopt a perfect
90◦ angle, due to the orthogonality of the atomic orbitals. This
geometry, however, is further altered by electrostatic mechanisms.
In the case of oxygen, the electronegative character of the atom
produces a highly polar metal-ligand bond, which has two effects
on the structure of these molecules. First, the ionicity of the bond
causes coulombic and bond-bond repulsion effects (which are op-
timal in the linear case)162–164 to overcome repulsion from the
in-plane oxygen lone pair (which prefers an acute structure)165,
resulting in a linear or highly symmetric nonlinear molecular ge-
ometry. Second, the highly polar metal-ligand bond polarizes the
unpaired cycling electron away from the bond, decoupling it from
the rest of the molecule. Indeed, it has been widely suggested in
the cold molecule community that the existence of a highly polar
bond between the OCC and ligand may be an important condition
for diagonal FCFs and laser coolability9,18,19,22–24,27–29.

By contrast, multivalent species with p-block OCCs and an oxy-
gen linker (i.e. AlOH) have nonlinear geometries. This is due to
the decreased polarity of the p-block metal-oxygen bond, which
competes with the orthogonal configuration of the oxygen atomic
orbitals involved in the bond. We find that the highly electroneg-
ative nature of the oxygen atom disrupts the vibrationless FCFs of
p-block systems by causing large bond angle deflection upon exci-
tation. This can be attributed to short metal-oxygen and oxygen-
pseudohalogen bond lengths in the ground state, which induces
bond-bond repulsion that works against the repulsive effects of
the in-plane oxygen 3s lone pair and the T-shaped preference of
the oxygen bonding orbitals. The result is an intermediate bond
angle†† that is much larger than 90◦, but smaller than 180◦(see

†† The rotational 166 and photoionization 167 spectra of AlOH suggests that the molecule
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Fig. 4(a)). As seen in our calculations (see Fig. 7), the balanc-
ing of these competing effects creates a bond angle that is very
sensitive to changes in the metal-oxygen bond hybridization, with
∆θ > 30◦ shifts in the bond angle upon excitation from the ground
state.

Using an atom larger than oxygen decreases the metal-ligand
bond polarity, but also decreases bond repulsion. This produces a
ground state bond angle that is close to 90◦ and also more stable
upon excitation (see Fig. 4(b)). We find that sulfur and selenium
are ideal linker atoms that satisfy this requirement. This is con-
sistent with MO trends‡‡ in the chalcogen hydrides (XH), which
exhibit an increasing barrier to sp hybridization with chalcogen
atomic number (as correlated with the 4Σ −2 Π bandgap), and
therefore an increased propensity for a highly bent geometry co-
ordinated to the p-orbitals of the chalcogen. Linker atoms heav-
ier than period 4 (i.e. tellurium and polonium) also produce
molecules with acceptable FCFs, although the larger spatial ex-
tent of the heavy chalcogen lone pair results in an acute ground
state bond angle. Fig. 7 displays a chart of ground and excited
state bond angles and metal-ligand IAO partial charge differences
against choice of linker atom.

Superficially, these results suggest a new, if counter-intuitive,
heuristic: in bent, multivalent species, linker substitutions that
create less polar bonds may in fact result in more diagonal FCFs.
A more complete explanation is that laser coolable polyatomics
with stable bond angles are likely to be found at opposite ends of
the metal-ligand ionicity spectrum, where the molecule is either
linear (i.e. CaOH) or T-shaped (i.e. CaSH), but not in the inter-
mediate regime (i.e. AlOH), where there are multiple competing
repulsive effects.

4.2 Spin-orbit coupling and mass tuning
The spin and spatial mechanisms that provide for highly diagonal
cycling schemes in the multivalent OCCs considered in this work
also lead to transitions that are partially forbidden by both spin
and orbital selection rules. This makes the spontaneous emission
rates, and therefore the performance of cycling schemes, strongly
dependent on the strength of spin-orbit effects induced by the
cycling center.

As discussed earlier, intersystem transitions, including the pri-
mary cycling lines for all three classes of multivalent polyatomics
discussed in this manuscript, gain intensity from both dipole-
allowed transitions and the ground state dipole moment via spin-
orbit coupling. In operator form, the molecular spin-orbit term
(Hso ∝ L ·S) can be expressed as171:

Hso = Aso[LzSz +(L+S−+L−S+)/2]. (2)

For valence electrons centered around a single atom, the molecu-
lar spin-orbit constant Aso roughly scales as Z2, thus favoring mul-
tivalent species with heavier OCCs, as seen earlier. The Lz and Sz

is quasi-linear, with large amplitude bending motion. This is consistent with theo-
retical studies that indicate a flat ground state bending potential 168 which supports
a true bent equilibrium at ∼160◦ 169 and a low-lying quasi-linear transition state 170.

‡‡ We thank the anonymous reviewers for suggesting this interpretation.
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Fig. 7 Effects of chalcogen substituents on Franck-Condon factors,
molecular geometries, and bond polarity. Line plot depicts bond an-
gles for the cycling states X̃1A′ and b̃3A′′ of five different AlXH molecular
species with different chalcogen linker atoms [X=O, S, Se, Te, and Po].
Pairs of bar plots in the lower half of the panel indicate FCFs (left, pur-
ple) and IAO partial charge difference (QIAO, right, yellow) between the
cycling center and linker atoms. A thin horizontal gray line on the upper
plot denotes 90◦ bond angle.

operators act diagonally on molecule-frame projections of orbital
|Λ⟩ and spin |Σ⟩ angular momentum, respectively, while cross-
terms in the remaining half of eq. 2 mix states with ∆Λ =±1 and
∆Σ =∓1. MOs spaced apart by one quanta of orbital angular mo-
mentum are therefore maximally mixed by spin-orbit coupling.
This leads to a geometric selection rule (colloquially referred to as
the “90 degree” or El-Sayed’s rule) that orbitals with orthogonal
spatial components have the largest amount of spin-orbit mixing
and intersystem crossing172–175.

Unlike in linear and highly symmetric molecules, Λ and Σ are
not good quantum numbers in ATMs due to the breakdown in the
intermolecular axis of symmetry. Nonetheless, geometric selec-
tion rules for spin-orbit mixing still apply to component atomic
orbitals, leading to rigorous mixing rules for MOs by their in-
plane (A′) and out-of-plane (A′′) character. Indeed, we observe in
our candidate systems that strong SOC arises between electronic
states of orthogonal symmetry, and weak or zero SOC manifests
between electronic states of the same symmetry.

This has implications for expected scattering rates of inter-
system cycling transitions and suppression factors in multivalent
species, as the largest SOC – and therefore strongest intensity bor-
rowing – is expected when there are nearby orthogonal-symmetry
electronic states to which the spin-forbidden excited state can
couple. Furthermore, the most intense dipole-allowed transi-
tions occur between states of the same symmetry, which accord-
ingly lead to more favorable intensities for nearby spin-forbidden
lines. We can therefore deduce a general heuristic that more in-
tense intersystem cycling transitions can be found in heavy mul-
tivalent species with level structure that supports: 1) an upper
spin-forbidden electronic state with orthogonal symmetry to the
ground state and 2) a closely lying dipole-allowed manifold with
the same symmetry as the ground electronic state.

This is the case for singlet group 13 and doublet group 14 sys-
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tems considered in this manuscript, where an out-of-plane (A′′)
upper state couples strongly with an in-plane (A′) ground state
and the dipole-allowed progression to a nearby in-plane (A′) ex-
cited state, resulting in moderate to high cycling scattering rates.
Conversely, both cycling scattering rates and suppression factors
for triplet group 15 systems are reduced due to the presence of
a 3A′′ ground state with the same symmetry as the 1A′′ upper
cycling state as well as symmetry-favored intensity borrowing be-
tween the 3A′′ ground state and orthogonal 1A′ excited states that
can interrupt the cycling scheme.

5 Outlook

5.1 Production

Cryogenic buffer-gas cooling176 is a standard approach for pro-
ducing large amounts (> 1010 per pulse) of cold, slow, gas-phase
molecules. This technique enables rapid thermalization and re-
laxation of “hot” reaction products through collisions with He (or
other inert) buffer gas in a cryogenically cooled cell. A small
aperture allows extraction of cold molecules via hydrodynamic
entrainment in the buffer gas. A wide variety of organic and
metallic molecules have been cooled using this technique, which
is an important tool in molecular laser cooling and precision mea-
surement.

While many of our candidate molecules have yet to be ex-
perimentally produced and observed, cryogenically compatible
pathways have been established for synthesizing numerous gas-
phase metallic analogs at high densities. Typical approaches
to gas-phase synthesis involve Nd:YAG laser ablation of a solid
metal target, followed by the introduction of a gas or liquid-
phase precursor to produce the desired target species. For in-
stance, thiol compounds with alkali177–179, alkaline earth180–183,
(post-)transition metal centers184,185 – including aluminum186

– (MSH) are routinely produced in the gas phase via evap-
oration or ablation of solid metals in the presence of H2S
gas. Synthesis of larger polyatomics could potentially involve
using liquid or gas-phase methanethiol, (HSCH3), ethanethiol
(HSC2H5), pentadienyl (C5H5), or benzene (C6H6) precursors,
in a similar manner to the production of oxygen-containing poly-
atomics with capillary-introduced alcohol reactants (i.e. CH3OH,
C2H6O)28,29,152,159,187–191. Cryogenic yields can be further en-
hanced via state-selective excitation of reactants, as was demon-
strated in the buffer-gas synthesis of YbOH molecules192,193.

5.2 Applications

Multivalent optical cycling centers offer new avenues for quantum
control, state preparation, and measurement with cold molecules.
As mentioned in the introduction, multi-electron degrees of free-
dom have been leveraged extensively in cold atom experiments
utilizing alkaline earth and transition metal species. Here, we
have demonstrated a pathway to combining multivalent optical
cycling centers with the range of features present in polyatomic
molecular structure.

5.2.1 Trapping and Control

As in multi-electron atoms, the presence of two or more opti-
cally active electrons in molecular OCCs gives rise to tunable spin
degrees of freedom. Higher-than-single valence OCCs, in par-
ticular, can support states with a wide range of electronic spins
S > 1/2 and projections ms = {−S,+S}. For instance, multivalent
molecules with states possessing integer spins S = {0,1}, such as
those with group 13 and 15 OCCs, generically contain zero mag-
netic projection (ms = 0) states, where the sensitivities to external
magnetic fields and couplings to internal hyperfine structure (e.g.
I ·S) are suppressed, as well as high spin projection states ms = 1
where magnetic couplings are maximal.

Naturally, multivalent OCCs also possess metastable electronic
states with flipped spin multiplicity from the ground state. These
states, which were discussed extensively in earlier sections in the
context of photon cycling, could also serve as shelving states
for state preparation and detection as well as long-lived stor-
age or measurement states for quantum information and sens-
ing applications. Crossings between the scalar polarizabilities of
ground and spin-forbidden excited states, meanwhile, give rise to
perturbation-free “magic” dipole trapping wavelengths relative to
transitions between the two states59–61.

Due to their high electron-spin states, multivalent molecules
are compelling candidates for magnetically assisted slowing and
trapping. One demonstrated approach is Zeeman-Sisyphus decel-
eration116–118 of a cryogenic beam, which can be followed by di-
rect loading into a deep magnetic119,194,195 or optical trap. This
overcomes the limitation of direct Doppler slowing or trapping
on narrowline intersystem transitions, while preserving photon
budgets for high-fidelity state preparation and readout, or laser
cooling of magnetically trapped molecules to ultralow Doppler
temperatures.

Alternatively, large radiative forces can be exerted directly on
the molecules by using coherent techniques to bypass sponta-
neous emission. The use of multiphoton or stimulated optical
techniques – such as CW polychromatic forces108,196–200 or ul-
trafast chirped π-pulses201,202 – could extend experimental flex-
ibility by increasing effective scattering rates for narrow cycling
transitions identified in this work. Strong field or light-dressing
schemes, in analogy to optical quench techniques used to cool on
narrowline transitions of light AEL atoms (e.g. Ca203, Mg204),
may also be useful for decreasing effective lifetimes of excited cy-
cling states in multivalent polyatomic species, potentially increas-
ing scattering rates at the cost of mixing in transitions with less
diagonal VBRs.

5.2.2 Quantum simulation and information

In addition to offering unique control properties, the internal
structure generated by higher electronic valences in polyatomic
molecules could offer new avenues for encoding quantum infor-
mation, particularly in electron and nuclear spins205,206, but also
in low-lying rotational degrees of freedom. Structural asymmetry,
as seen in bent MSH molecules, may also confer particular ad-
vantages for implementing error correction protocols4. Tunable
spin couplings within multivalent molecules could also have util-
ity in many-body quantum simulation. This can be illustrated via
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analogy with the structure of AEL atoms, which have been lever-
aged to simulate high-dimensional SU(N) Hamiltonians through
nuclear spin-independence72–77 as well as study multi-orbital
physics via orbital Feshbach resonances207,208 and spin-orbital
effects208–213. Incorporating tunable multi-electron degrees of
freedom with the unique benefits of polyatomic molecular struc-
ture8,102 (e.g. high polarizability, metastable co-magnetometers)
could point to new directions in studies of strongly correlated
quantum systems103,104,214.

5.2.3 Precision measurement

The multivalent OCC paradigms developed in this work could also
be useful for future precision searches of fundamental symme-
try violations and beyond Standard Model physics in optically
controllable heavy molecules9,215,216. Due to simple periodic
prevalence, many isotopes that are sensitive to new physics pos-
sess complex transition and post-transition metal electronic va-
lences, which pose obstacles to the engineering of cycling be-
havior105. Of particular relevance to this work are the p-block
elements Tl and Pb, which possess high sensitivity to T - and P-
violation via effects such as the electron EDM and nuclear Schiff
moments105,217–220. The p-block, in particular, contains sev-
eral nuclei which are (or nearly are) doubly magic. This con-
dition makes many-body calculations of nuclear parity-violating
effects, such as anapole moments, significantly more tractable
and provides an important venue for interpreting measurements
of nuclear properties221–223. Inserting these heavy centers into
polyatomic molecules would yield intrinsically sensitive internal
states157,224 that simultaneously possess parity doublets and high
polarizability useful for experimental measurements 8,102.

5.2.4 Extensions to complex molecules

In addition to exploring different choices of metal centers, lig-
and design may offer new internal structures and features. A
particularly promising avenue is ligand functionalization of mul-
tivalent OCCs via an MSR-type motif where R is a complex or
chiral functional group. Prior experimental and theoretical stud-
ies with monovalent OCCs have found that AEM-pseudohalogen
systems of the MOR, MSR, and MR-type possess properties favor-
able for laser cooling18,22,26,159–161,191, including cases where R
is a complex organic ligand19,27,158,225 up to as large as 60 atoms
in size (i.e. fullerene)25. Preliminary results suggest that large,
multivalent MSR-type molecules also exhibit structural features
conducive to photon cycling, including OCC-localized frontier or-
bitals with visible-wavelength energy spacings. Combining multi-
electron OCC structure with complex electronic ligand degrees of
freedom, such as via hypermetallic functionalization20,21, or tun-
ing Franck-Condon factors via ligand substitution22,27–29 offers
yet more unexplored design space.

6 Conclusions
In this work, we have developed new design principles for en-
gineering optical cycling into polyatomic molecules with multi-
electron degrees of freedom, for which traditional design ap-
proaches fail. Using these paradigms, we have found several pro-
totypical and candidate multivalent systems (MXH) that demon-

strate properties favorable for optical cycling. Theoretical charac-
terization indicates that these systems possess quasi-closed pho-
ton cycling schemes, exhibiting highly diagonal Franck-Condon
factors and visible or near-visible transition wavelengths, with
scattering rates dependent on spin-orbit mixing. These systems
are prime candidates for further spectroscopic and computational
investigations, which will be needed to devise tailored photon cy-
cling and state control schemes for each molecule.

Through our analysis of multivalent OCCs, we have also elu-
cidated the unique bonding and electrostatic mechanisms that
enable highly diagonal cycling transitions in candidate systems.
We have furthermore identified structural motifs that allow us to
scale multivalent features to more complex polyatomic systems,
including chiral and large organic functional groups. Our results
provide new directions towards designing optical cycling enters
in polyatomic molecules with complex electronic structure.
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